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An improved version of the computer program pattern have been illustrated before.6 s, and g, are the 
MINIQUAD is described. The new program, MINI- ‘shift’ and ‘gradient’ vectors relative to the unknown 
QUAD 75, is faster by a factor of 2-3 and more free concentrations (e.g. [M] and [L] at each titration 
reliable in extreme cases. The programs are compared point) and sB and gs are the ‘shift’ and ‘gradient’ 
on a benchmark consisting of eight chemical problems. vectors relative to the formation constants p (notation 
Improvements in speed and reliability open the way to as in ref. 6). The equations (1) can be rearranged to 
the development of a sound model selection procedure. give the equations (2). 

Introduction 

The computation of formation constants relating to 
complicated solution equilibria is a process that re- 
quires, in practice, multiple computations, each one of 
which postulates a different chemical model for the 
equilibria obtaining. Selecting the most appropriate 
model is perhaps the most difficult part of the excercise, 
involving statistics and chemical judgement.’ For this 
reason it is important that each computation should be 
efficient, fast and give a mathematically reliable result. 

Our computer program MINIQUAD,’ which is ca- 
pable of dealing with most types of potentiometric 
titration data,>’ goes some way towards meeting these 
requirements. We describe briefly in this note improve- 
ments to the program which result in both increased 
speed and reliability. 

Calculations and Results 

MINIQUAD uses an iterative least-squares refine- 
ment process in which the crucial step is the setting-up 
and solution of the normal equations (1). 

(1) 

B1, B2 and B3 are matrix partitions of the symmetric 
normal equations matrix B whose form and sparsity 

* Visiting Research Fellow. Permanent address: Depart- 
ment of Inorganic and Structural Chemistry, The Uni- 
versity, Leeds LS2 9JT, U.K. 

(B3-B2B,-1B2) $g = -gs + h,B;‘g, 

s, = -B,-‘g,-B,-lB,ss 

(24 

(2b) 

Equation (2b) is solved after equation (2a) and 
the ‘shifts’ are added to the current values of those 
free concentrations and formation constants which 
are parameters of the refinement. The refinement is 
made reliable by using that fraction of the shift vector 
{s, SB} which optimises the reduction in the sum of 
squares. This ‘linear optimisation’ is not, however, an 
efficient process. In extreme cases, moreover, it does 
not guarantee reliability since the shift vector may be 
almost tangential to the iso-value contours of the sum 
of squares. so that a significant reduction may not be 
possible. Initially attempts to improve MINIQUAD 
were made independently in Florence and Leeds, and 
resulted in programs which we denote “A” and “B”. 

In the Florentine approach, sp was calculated from 
equation (2a) as before, but no shifts were calculated 
for the free concentrations. Instead the latter were 
calculated in the subroutine MQ to optimise the fit 
with all mass-balance equations at each titration point, 
using the current values of the formation constants p. 
Since this implies g, = 0, the end result is clearly identi- 
cal with that obtained previously. The term B, B1-’ g, 
can be omitted from equation (2a) with a marginal 
saving in computer time. sg may be (repeatedly) 
halved in order to avoid an increase in the sum of 
squares. 

“A” is a constrained least-squares method in which 
the ‘unknown’ free concentration (of metal, ligand, 
etc.) are optimal for every set of formation constants. 
Since the residuals are linear functions of the formation 
constants’ this device has transformed a non-linear 
minimisation problem into a linear one, which can be 
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expected to converge in one cycle without further iter- 
ations. However, non-linearity is still present because 
the constrained free concentrations are not constant 
and in practice a few iterations are needed. It is rare 
that the number of iterations exceeds five. Thus, the 
constrained optimisation is a very powerful method, 
particularly when the initial values of the formation 
constants are poorly estimated. The equations (2a) 
can be set up titration-point by titration-point so that 
B1 and Bz do not need to be stored in their entirety. 
The computer store requirements are thus less than for 
MINIQUAD in which -B1-’ B, is stored for use in 
equation (2b). Against this must be placed the obser- 
vation that “A” did not function well on the IBM 
360 computer in single precision (approximately 7.2 
decimal digits). This arises from the need to have 
compatible convergence criteria in MQ and the main 
minimisation. There is no difficulty with the ICL 1906A 
computer working in normal, 12 digit, precision, or 
with the IBM 360 working in double precision. 

In the Leodensian approach, the linear optimisation 
is eliminated and instead equation (3) is solved di- 
rectly. 

TABLE I. Comparison of Programs’ Execution Time (set)=. 

(B +A D)s = -g, s = (~,a 1, g = {gcgs> (3) 

D is a diagonal matrix consisting of the diagonal ele- 
ments of B. A is the Marquart parameter whose effect 
is to rotate the shift vector towards the direction of 
steepest descent. The direct solution of equation (3) 
is achieved by using a method that utilises and retains 
the sparsity pattern inherent in B. Typically B is a 
matrix of order 200 x 200 with less than 5000 non- 
zero elements. For the choice of i we follow Fletcher’s 
very efficient strategy.’ Near the solution 1 tends to 
zero so that “B” becomes a standard undamped 
unconstrained least-squares method, with excellent 
convergence properties. 

A direct comparison showed that neither “A” nor 

“B” was clearly the superior on all types of computation. 

The two programs have therefore been hybridized to 
form MINIQUAD 75. In the hybrid program each six 
iteration cycles consist of an “A” cycle followed by 
five “B” cycles. Thus the initial refinement power of 
“A” is complemented by the final convergence speed 
of “B “. 

Problem” nLc n nmbe n, % MINIQUAD “A” “B ” MINIQUAD 75 

1 9 
2 6 
3 6 
4 7 
5 7 
6 11 
7 5 
8 15 

3 1 2s 6 4 1 2 
2 1 145 201 19 53 20 
2 1 145 19 9 5 6 

3 2 89 31 19 388 18 

3 2 89 13 7 4 6 

3 2 198 72 71 33 52 

3 2 185 fails! 56 fails’ 94’ 
4 3 26 7 10 4 5 

“Indicated execution time on the ICL 1906A computer at Leeds. Since this machine lacks a “hardware clock” indi- 
cated times are accurate to onlv + 10%. 
bProblem 1 
Problem 2. 

Problem 3. 
Problem 4. 

Ag+, Se(CH2Cd,H)Z using glass and Ag/AgCl electrodes. Data kindly supplied by D. K. Laing. 
(Me2NCH2CHZN(Me)CH2CH2),NMe (tetren). 
Initial estimates of/11,jJ2 and/?, incorrect by more than 2 log units. 
As problem 2 but with good initial parameter estimates. 
Ni*+, N(CH2CH2CH2NH2)s (tpt). Input estimatesa, = 10’4,/32 = 106. c.f. ref. 6. Ligand protonation 
constants determined separately. 

Problem 5. 
Problem 6. 
Problem 7. 

Problem 8. 

As problem 4. “Good” estimates for the,Ys. 
CU*+, H2NC(CH20H)3. Ligand protonation constants determined separately. 
Cd’+, ascorbic acid. Data from P. Ulmgren and 0. Wahlberg, Acta Chem. Stand., 25, 1079 (1971). 
CL?+, L-phenylalanine, D-histidine, determination of constants for ternary complexes only. Constants for 

binary complexes and ligand protonation constants determined separately. Data kindly supplied by 
G. Brookes (ref. 4). 

’ nk = total number of formation constants, n = number of refinable formation constants, nmbe = number of mass- 
balance equations at each titration point, n, = number of “unknown” free concentrations (i.e. nmbe-number of 
electrodes), np = number of titration points. 
dFailure in linear optimisation. 
eDid not attain the specified convergence criteria. 
“‘A” eliminated one formation constant as negative. With MINIQUAD 75 this constant was retained but had a very 
high standard deviation. 
8Converged to false minimum. 



Computer Program for Formation Constants 

A benchmark of eight chemical problems reflecting 
a wide variety in type and difficulty was established 
and each program was run on each problem. Resulting 
computer times are given in Table I. 

It is clear that on most problems MINIQUAD 75 is 
2-3 times faster than the original MINIQUAD. It is 
markedly more reliable as shown by the result for the 
cadmium-ascorbate system, problem 7. This system is 
computationally difficult because the ionic strength is 
maintained by the cadmium ions and the degree of 
complex formation is small and almost constant. It is 
also clear that MINIQUAD 75 is only slightly less ef- 
ficient than the best of “A” or “B”, though storage 
requirements are greater than for “A”. 

The greatest advantage accrues in the process of 
model selection, where the same data are refined suc- 
cessively with slightly different models. Information, 
in the form of the ‘unknown’ free concentrations, is 
carried over from one model to the next with consider- 
able saving in computing effort. In this way we are able 
to examine a batch of many models in very much less 
computer time than would be required if every model 
were refined individually with the old MINIQUAD. 
Thus the road is open, for the first time, for a serious 
consideration of the chemical and statistical factors in- 
volved in a sound model selection process. Many mod- 
els, perhaps hundreds, can be examined, and further 
experiments can be performed so as to optimise ex- 
perimental conditions with the approximate knowledge, 
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provided by computation, of the extent of species’ 
formation. 

Further details concerning implementation and a 
FORTRAN listing of MINIQUAD 75 can be obtained 
from P. G. 
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