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In this article, the molecular average polarizability R, the energy of the highest occupied molecular orbital
EHOMO, the total thermal energy Ethermal, and the total entropy S were used to correlate with the glass transition
temperature Tg for 113 polymers. The quantum chemical descriptors obtained directly from polymer monomers
can represent the essential factors that are governing the nature of glass transition in polymers. Stepwise
multiple linear regression (MLR) analysis and the back-propagation artificial neural network (ANN) were
used to generate the model. The final optimum neural network with 4-[4-4-1]3-1 structure produced a training
set root-mean-square error (RMSE) of 11 K (R ) 0.973) and a validation set RMSE of 17 K (R ) 0.955).
The results show that the ANN model obtained in this paper is accurate in the prediction of Tg values for
polymers.

Introduction

The glass transition temperature, Tg, is one of the best-known
properties of polymeric materials and composites. Its importance
is marked by the ability of processing and use of these materials
and is undoubtedly a necessary condition to determine mechan-
ical and thermodynamic properties.1 Tg can be obtained by
different experimental techniques;2 nevertheless, it is difficult
to determine it.1-3 For this reason, a lot of people have focused
their research on predicting Tg for polymers on the basis of
quantitative structure-property relationships (QSPRs), both
from empirical and theoretical approaches.4

Empirical methods are used in the correlation of Tg with other
physical or chemical properties of polymers.5 Bicerano et al.6

have developed the theoretical reference model, which corre-
sponds with a regression model. This model relates Tg with the
solubility parameter and weighted sum of 13 variables for the
data set of 320 polymers (R ) 0.9749, S ) 24.65 K). Katritzky
et al.7 implemented a model with R2 of 0.928 for 22 polymers
using 4 variables. Subsequently, Katritzky et al.4 generated by
a five-parameter QSPR model 88 linear homopolymers with a
standard error of 32.9 K for Tg. Cao and Lin8 tested the same
set of QSPRs obtaining a polymer with a coefficient of
determination R2 ) 0.9056 and a standard error of 20.86 K.

Artificial neural networks (ANNs) are a complete statistical
tool for data analysis8 which try to reproduce artificially the
human ability of making decisions, simulating the human brain’s
basic unit, the neuron, and the interconnections between the
neurons that allow them to work together and save experience’s
information.9-11 It is a flexible structure, capable of making a
nonlinear mapping between input and output spaces.12 ANNs
were abstract simulations of the biological brain systems,
composed by an assembly of units called “neurons” (or “nodes”)
connected between them. The advantage of ANNs consists of

their ability to learn from real cases and relearn when new data
are input into the system. They are particularly useful in
managing different aspects. In recent years, ANNs have been
extended successfully to very different fields, from hydrology
to finance.13-21 The use of ANNs was assayed by Chen et al.22

and Wanqiang et al.23 The former had implemented an ANN
model with 28 variables, trained with the 65 polymers and tested
with 6 polymers. The obtained results show training RMSEs
of 17 K (R2 ) 0.95) and a validation average error of 17 K (R2

) 0.85). The latter had presented an ANN that predicts the
values of Tg of 113 polymers using quantum chemistry variables
calculated from the corresponding monomers, but they present
more than 30 K of absolute errors in the prediction. In the
present paper, a more robust QSPR model has been obtained,
and we propose a new ANN, which facilitates the calculation
of Tg.

Materials and Methods

Data Set. Tg values, taken from the literature,6,23,24 of 113
polyprop-2-enoates (polyacrylates) and polystyrenes are listed
in Table 1, have large Tg values (198 K ∼ 389 K), and are
characterized by a high degree of structural variety. The
polymers in Table 1 are divided among the 58 polymers used
to train the ANN and 55 used to verify the proper operation
thereof.

Computational Methods: Quantum Properties Determina-
tion. Density functional theory (DFT)25,26 has been used to
optimize the geometry of the parent monomers and calculate
their electronic and thermal properties. All the calculations have
been performed with the Gaussian 03 suite of programs27 using
Becke’s three-parameter exchange functional28 and the nonlocal
correlation functional of Lee, Yang, and Parr29 (B3LYP) and
Pople’s 6-31G(d,p) basis set, which includes a polarization
function for every atom.

All minima on the potential energy surface were characterized
by harmonic analysis, and the computed frequencies were used
to obtain zero-point energies and thermodynamic parameters,
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applying the free particle, harmonic oscillator, and rigid rotor
approximations at the high-temperature limit in a canonical
ensemble (T ) 298.15 K, p ) 1 atm). Frequency values were
uncorrected, based on Scott and Radom estimation of correction
coefficients very close to unity for calculations using B3LYP/
6-31G(d).30

In Table 2, we show the values of the molecular average
polarizability R, the energy of the highest occupied molecular
orbital Eh, the total thermal energy E, and the total entropy
S.

Computational Methods: Artificial Neural Network. For the
implementation of ANNs, we used a commercial software

package provided by Neural Planner Software Ltd. All of the
component parts are implemented as C++ reusable classes to
simplify future development. We will pursue a perceptron neural
network (Figure 1) which could be described as follows: each
neuron from the primary layer collects the data of the input
variables and presents them according to an input vector (eq
1), which spreads toward the intermediate layer by means of
the following propagation rule (eq 2)

Table 1. Tg Values for Each Polymer

training data validation data

polymer Tg/K polymer Tg/K

poly(3-methoxypropyl prop-2-enoate) 198 poly(4-thiahexyl prop-2-enoate) 197
poly(3-thiapentyl prop-2-enoate) 202 poly(4-thiapentyl prop-2-enoate) 208
poly(5-thiahexyl prop-2-enoate) 203 poly(heptyl prop-2-enoate) 213
poly(1H,1H-tridecafluoro-4-oxaoctyl prop-2-enoate) 205 poly(6-(2-cyanoethylthio)hexyl prop-2-enoate) 214
poly(3-thiabutyl prop-2-enoate) 213 poly(nonyl prop-2-enoate) 215
poly(3-(2-cyanoethylthio)propyl prop-2-enoate) 215 poly(pentyl prop-2-enoate) 216
poly(hexyl prop-2-enoate) 216 poly(2-ethoxyethyl prop-2-enoate) 223
poly(3-methoxybutyl prop-2-enoate) 217 poly(2-ethylbutyl prop-2-enoate) 223
poly(3-ethoxypropyl prop-2-enoate) 218 poly(2-methoxyethyl prop-2-enoate) 223
poly(2,2,3,3,5,5,5-heptafluoro-4-oxapentyl prop-2-enoate) 218 poly(5,5,6,6,7,7,7-heptafluoro-3-oxaheptyl prop-2-enoate) 228
poly(butyl prop-2-enoate) 219 poly(4-cyanobutyl prop-2-enoate) 233
poly(5-cyano-3-thiapentyl prop-2-enoate) 223 poly(7,7,8,8-tetrafluoro-3,6-dioxaoctyl prop-2-enoate) 233
poly(1H,1H-nonafluoro-4-oxahexyl prop-2-enoate) 224 poly(5-cyano-3-oxapentyl prop-2-enoate) 250
poly(3-methylbutyl prop-2-enoate) 228 poly(1H,1H,3H-hexafluorobutyl prop-2-enoate) 251
poly(1H,1H-undecafluorohexyl prop-2-enoate) 234 poly(propan-2-yl prop-2-enoate) 270
poly(2-heptyl prop-2-enoate) 235 poly(methyl prop-2-enoate) 283
poly(2-methylpentyl prop-2-enoate) 235 poly(4-ethoxyl-carbonyl-phenyl prop-2-enoate) 310
poly(5,5,5-trifluoro-3-oxapentyl prop-2-enoate) 235 poly(p-totyl acrylate prop-2-enoate) 316
poly(1H,1H-nonafluoropentyl prop-2-enoate) 236 poly(2-hexyloxycarbonylstyrene) 318
poly(propyl prop-2-enoate) 236 poly(2- methoxycarbonylphenyl prop-2-enoate) 319
poly(1H,1H,5H-octafluoropentyl prop-2-enoate) 238 poly[4-(2-hydroxybutoxymethyl)styrene] 319
poly(2-methylbutyl prop-2-enoate) 241 poly(3-dimethylaminophenyl prop-2-enoate) 320
poly(1H,1H-heptafluorobutyl prop-2-enoate) 243 poly(4-octanoylstyrene) 323
poly(1H,1H-pentafluoropropyl prop-2-enoate) 247 poly(phenyl prop-2-enoate) 330
poly(ethyl prop-2-enoate) 249 poly(2,4-dichlorophenyl prop-2-enoate) 333
poly(2-methylpropyl prop-2-enoate) 249 poly(2-butoxycarbonylstyrene) 339
poly(butan-2-yl prop-2-enoate) 250 poly(4-hexanoylstyrene) 339
poly(4,4,5,5-tetrafluoro-3-oxapentyl prop-2-enoate) 251 poly(4-hexyloxycarbonylstyrene) 339
poly(4-methylpentan-2-yl prop-2-enoate) 258 poly(2-isopentyloxycarbonylstyrene) 341
poly(2,2,2trifluoroethyl prop-2-enoate) 263 poly(4-propoxystyrene) 343
poly(3-pentyl prop-2-enoate) 267 poly(pentanoicstyrene) 343
poly(dodecyl prop-2-enoate) 270 poly(4-butyrylstyrene) 347
poly(2-phenylethyl prop-2-enoate) 270 poly(2-ethoxymethylstyrene) 347
poly(2-cyanoethyl prop-2-enoate) 277 poly(2-methoxystyrene) 348
poly(benzyl acrylate prop-2-enoate) 279 poly(4-butoxycarbonylstyrene) 349
poly(heptafluoro-2-propyl prop-2-enoate) 283 poly(4-methoxymethylstyrene) 350
poly(p-carbobutoxyphenyl prop-2-enoate) 286 poly(2-isopentyloxymethylstyrene) 351
poly(fluoromethyl prop-2-enoate) 288 poly(4-phenylacetylstyrene) 351
poly(3-ethoxyl carbonyl phenyl prop-2-enoate) 297 poly(4-methoxy-2-methylstyrene) 358
Poly(tetradecyl prop-2-enoate) 297 poly(4-s-butylstyrene) 359
poly(m-tolyl prop-2-enoate) 298 poly(4-ethoxymethylstyrene) 359
poly(2-ethoxyl carbonyl phenyl prop-2-enoate) 303 poly(5-tert-butyl-2-methystyrene) 360
poly(hexadecyl prop-2-enoate) 308 poly(2-isopropoxymethylstyrene) 361
poly(3-methoxycarbonylphenyl prop-2-enoate) 311 poly(4-isobutoxycarbonylstyrene) 363
poly(4-cyanophenyl acrylate prop-2-enoate) 317 poly[4-(1-hydroxy-1-methylhexyl)styrene] 364
poly(2-isobutyl cyano prop-2-enoate) 324 poly(4-propoxycarbonylstyrene) 365
poly(4-methoxyphenyl prop-2-enoate) 324 poly(4-ethoxycarbonylstyrene) 367
poly(o-tolyl prop-2-enoate) 325 poly(4-isopropoxycarbonylstyrene) 368
poly(2-chlorophenyl prop-2-enoate) 326 poly(4-benzoylstyrene) 371
poly(4-chlorophenyl prop-2-enoate) 331 poly(4-p-toluoylostyrene) 372
poly(2-cyanoisopropyl prop-2-enoate) 339 poly(4-phenoxystyrene) 373
poly(4-methoxycarbonylphenyl prop-2-enoate) 340 poly(4-diethylcarbamoylstyrene) 375
poly(4-tert-butylphenyl prop-2-enoate) 344 poly(4-p-anisoylstyrene) 376
poly(2-tert-butylphenyl prop-2-enoate) 345 poly(4-[(1-hydroxyimino)-2-phenethyl]styrene) 384
poly(2-cyanohexyl prop-2-enoate) 358 poly(2-cyanoheptyl prop-2-enoate) 389
poly(2-naphthalen-2-yl prop-2-enoate) 358
poly(4-cyanophenyl prop-2-enoate) 363
poly(4-biphenyl prop-2-enoate) 383

xp ) (x1
p, x2

p, ..., xN
p )T (1)
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Table 2. Quantum Chemical Descriptors for Each Polymer Obtained by DFT Calculations

R Eh E S

polymer C2 ·m2 · J-1 ·10-39 J ·10-18 kJ ·mol-1 J ·mol-1 ·K-1

Training Data
poly(3-methoxypropyl prop-2-enoate) 1.423 -1.124 518.088 459.039
poly(3-thiapentyl prop-2-enoate) 1.657 -0.974 510.473 482.817
poly(5-thiahexyl prop-2-enoate) 1.828 -0.956 588.685 511.264
poly(1H,1H-tridecafluoro-4-oxaoctyl prop-2-enoate) 1.972 -1.274 503.603 771.040
poly(3-thiabutyl prop-2-enoate) 1.455 -0.983 431.513 449.654
poly(3-(2-cyanoethylthio)propyl prop-2-enoate) 2.056 -1.046 590.827 559.208
poly(hexyl prop-2-enoate) 1.725 -1.173 659.947 491.382
poly(3-methoxybutyl prop-2-enoate) 1.597 -1.111 595.199 486.331
poly(3-ethoxypropyl prop-2-enoate) 1.613 -1.115 596.157 492.055
poly(2,2,3,3,5,5,5-heptafluoro-4-oxapentyl prop-2-enoate) 1.392 -1.264 384.664 574.233
poly(butyl prop-2-enoate) 1.352 -1.174 503.084 429.831
poly(5-cyano-3-thiapentyl prop-2-enoate) 1.846 -1.042 511.984 526.234
poly(1H,1H-nonafluoro-4-oxahexyl prop-2-enoate) 1.575 -1.272 424.705 634.144
poly(3-methylbutyl prop-2-enoate) 1.529 -1.174 580.388 455.930
poly(1H,1H-undecafluorohexyl prop-2-enoate) 1.723 -1.274 449.483 668.256
poly(2-heptyl prop-2-enoate) 1.902 -1.168 736.853 517.184
poly(2-methylpentyl prop-2-enoate) 1.714 -1.176 658.645 491.875
poly(5,5,5-trifluoro-3-oxapentyl prop-2-enoate) 1.422 -1.222 462.395 516.950
poly(1H,1H-nonafluoropentyl prop-2-enoate) 1.506 -1.266 410.317 606.387
poly(propyl prop-2-enoate) 1.166 -1.176 424.588 398.790
poly(1H,1H,5H-octafluoropentyl prop-2-enoate) 1.510 -1.266 431.107 589.697
poly(2-methylbutyl prop-2-enoate) 1.526 -1.177 580.438 457.144
poly(1H,1H-heptafluorobutyl prop-2-enoate) 1.328 -1.263 370.569 553.949
poly(1H,1H-pentafluoropropyl prop-2-enoate) 1.165 -1.271 328.013 461.035
poly(ethyl prop-2-enoate) 0.980 -1.178 346.059 366.179
poly(2-methylpropyl prop-2-enoate) 1.343 -1.178 501.703 425.797
poly(butan-2-yl prop-2-enoate) 1.342 -1.171 501.691 421.948
poly(4,4,5,5-tetrafluoro-3-oxapentyl prop-2-enoate) 1.415 -1.242 444.671 535.113
poly(4-methylpentan-2-yl prop-2-enoate) 1.703 -1.167 657.382 477.361
poly(2,2,2-trifluoroethyl prop-2-enoate) 1.160 -1.229 369.623 453.901
poly(3-pentyl prop-2-enoate) 1.514 -1.169 580.488 452.336
poly(dodecyl prop-2-enoate) 2.846 -1.173 1130.617 675.515
poly(2-phenylethyl prop-2-enoate) 1.919 -1.071 571.706 479.951
poly(2-cyanoethyl prop-2-enoate) 1.176 -1.257 347.628 410.522
poly(benzyl acrylate prop-2-enoate) 1.732 -1.086 492.976 455.742
poly(heptafluoro-2-propyl prop-2-enoate) 1.149 -1.312 290.441 504.431
poly(p-carbobutoxyphenyl prop-2-enoate) 2.719 -1.078 772.609 612.031
poly(fluoromethyl prop-2-enoate) 0.794 -1.246 250.835 363.937
poly(3-ethoxyl carbonyl phenyl prop-2-enoate) 2.280 -1.081 615.617 542.799
poly(tetradecyl prop-2-enoate) 3.221 -1.172 1287.505 736.392
poly(m-tolyl prop-2-enoate) 1.816 -1.024 489.900 452.332
poly(2-ethoxyl carbonyl phenyl prop-2-enoate) 2.211 -1.112 615.274 540.640
poly(hexadecyl prop-2-enoate) 3.576 -1.177 1443.903 799.813
poly(3-methoxycarbonylphenyl prop-2-enoate) 2.092 -1.084 537.661 513.193
poly(4-cyanophenyl acrylate prop-2-enoate) 2.035 -1.151 493.850 491.130
poly(2-isobutyl cyano prop-2-enoate) 1.531 -1.248 502.093 466.190
poly(4-methoxyphenyl prop-2-enoate) 1.890 -0.930 505.348 468.315
poly(o-tolyl prop-2-enoate) 1.803 -1.022 490.168 444.529
poly(2-chlorophenyl prop-2-enoate) 1.745 -1.068 391.074 441.052
poly(4-chlorophenyl prop-2-enoate) 1.791 -1.047 390.957 442.554
poly(2-cyanoisopropyl prop-2-enoate) 1.350 -1.251 422.048 422.203
poly(4-methoxycarbonylphenyl prop-2-enoate) 2.139 -1.084 537.728 514.331
poly(4-tert-butylphenyl prop-2-enoate) 2.362 -1.004 723.125 522.544
poly(2-tert-butylphenyl prop-2-enoate) 2.288 -1.029 723.481 512.891
poly(2-cyanohexyl prop-2-enoate) 1.904 -1.247 660.700 533.301
poly(2-naphthalen-2-yl prop-2-enoate) 2.373 -0.940 542.648 466.278
poly(4-cyanophenyl prop-2-enoate) 1.898 -1.120 414.032 452.341
poly(4- biphenyl prop-2-enoate) 2.758 -0.960 637.847 515.640

Validation Data
poly(4-thiahexyl prop-2-enoate) 1.843 -0.957 589.061 514.264
poly(4-thiapentyl prop-2-enoate) 1.640 -0.966 510.071 482.503
poly(heptyl prop-2-enoate) 1.911 -1.173 738.384 523.230
poly(6-(2-cyanoethylthio)hexyl prop-2-enoate) 2.421 -1.057 747.618 613.659
poly(nonyl prop-2-enoate) 2.285 -1.173 895.259 584.204
poly(pentyl prop-2-enoate) 1.539 -1.174 581.480 461.483
poly(2-ethoxyethyl prop-2-enoate) 1.426 -1.131 517.582 461.587
poly(2-ethylbutyl prop-2-enoate) 1.696 -1.176 659.603 483.327
poly(2-methoxyethyl prop-2-enoate) 1.236 -1.141 439.525 428.684
poly(5,5,6,6,7,7,7-heptafluoro-3-oxaheptyl prop-2-enoate) 1.765 -1.219 542.464 643.072
poly(4-cyanobutyl prop-2-enoate) 1.550 -1.216 505.034 472.809
poly(7,7,8,8-tetrafluoro-3,6-dioxaoctyl prop-2-enoate) 1.856 -1.207 616.458 628.625
poly(5-cyano-3-oxapentyl prop-2-enoate) 1.621 -1.227 519.448 506.908
poly(1H,1H,3H-hexafluorobutyl prop-2-enoate) 1.312 -1.263 390.610 519.439
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where N is the number of the network input neurons; wji is the
weight value of the connection between the neuron j from the input
layer and the neuron i from the intermediate layer; and bi is the

value of the “bias” associated to the neuron i. If it is assumed that
the activation state of the neuron i is the function of the network
input vector, then the network output derives from eq 3

Table 2. Continued

R Eh E S

polymer C2 ·m2 · J-1 ·10-39 J ·10-18 kJ ·mol-1 J ·mol-1 ·K-1

poly(propan-2-yl prop-2-enoate) 1.160 -1.173 423.015 390.576
poly(methyl prop-2-enoate) 0.788 -1.190 268.220 334.143
poly(4-ethoxyl-carbonyl-phenyl prop-2-enoate) 2.332 -1.081 615.701 543.150
poly(p-totyl acrylate prop-2-enoate) 1.845 -1.002 489.934 456.395
poly(2-hexyloxycarbonylstyrene) 2.683 -1.031 883.594 596.115
poly(2- methoxycarbonylphenyl prop-2-enoate) 2.030 -1.106 537.385 508.415
poly[4-(2-hydroxybutoxymethyl)styrene] 2.461 -0.947 788.617 556.853
poly(3-dimethylaminophenyl prop-2-enoate) 2.117 -0.872 615.809 492.817
poly(4-octanoylstyrene) 2.997 -1.016 946.266 612.433
poly(phenyl prop-2-enoate) 1.573 -1.046 413.091 412.480
poly(2,4-dichlorophenyl prop-2-enoate) 1.970 -1.078 368.794 471.667
poly(2-butoxycarbonylstyrene) 2.420 -1.001 727.949 533.473
poly(4-hexanoylstyrene) 2.644 -1.016 789.412 549.924
poly(4-hexyloxycarbonylstyrene) 2.893 -1.009 881.857 583.208
poly(2-isopentyloxycarbonylstyrene) 2.483 -1.032 804.537 549.928
poly(4-propoxystyrene) 2.084 -0.876 616.968 464.144
poly(pentanoicstyrene) 2.448 -1.016 711.016 519.226
poly(4-butyrylstyrene) 2.257 -1.017 632.566 487.721
poly(2-ethoxymethylstyrene) 1.944 -0.978 617.885 449.161
poly(2-methoxystyrene) 1.632 -0.903 460.976 394.078
poly(4-butoxycarbonylstyrene) 2.519 -1.009 727.769 542.979
poly(4-methoxymethylstyrene) 1.863 -0.941 538.598 441.052
poly(2-isopentyloxymethylstyrene) 2.515 -0.975 852.151 538.824
poly(4-phenylacetylstyrene) 2.907 -1.022 701.176 531.799
poly(4-methoxy-2-methylstyrene) 1.876 -0.878 538.564 427.931
poly(4-s-butylstyrene) 2.167 -0.938 680.109 468.261
poly(4-ethoxymethylstyrene) 1.890 -0.878 538.623 431.513
poly(5-tert-butyl-2-methystyrene) 2.299 -0.940 755.325 479.248
poly(2-isopropoxymethylstyrene) 2.121 -0.974 694.753 476.495
poly(4-isobutoxycarbonylstyrene) 2.463 -1.025 725.744 538.498
poly[4-(1-hydroxy-1-methylhexyl)styrene] 2.795 -0.931 928.559 576.919
poly(4-propoxycarbonylstyrene) 2.267 -1.024 648.533 515.607
poly(4-ethoxycarbonylstyrene) 2.133 -1.011 570.953 474.930
poly(4-isopropoxycarbonylstyrene) 2.319 -1.009 647.880 500.691
poly(4-benzoylstyrene) 2.762 -1.010 624.182 488.277
poly(4-p-toluoylostyrene) 3.016 -1.002 701.063 543.033
poly(4-phenoxystyrene) 2.560 -0.904 605.563 478.880
poly(4-diethylcarbamoylstyrene) 2.554 -0.975 760.262 526.418
poly(4-p-anisoylstyrene) 3.108 -0.990 716.619 541.757
poly(4-[(1-hydroxyimino)-2-phenethyl]styrene) 3.073 -0.948 747.898 560.572
poly(2-cyanoheptyl prop-2-enoate) 2.089 -1.247 739.041 563.606

Figure 1. Diagram of a perceptron network constituted by four neurons in the input layer, three hidden layers with four, four, and one neurons, and one
output neuron.

si
p ) ∑
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Similarly, for any neuron k from the output layer, the
equations that determine its activation state are

where L is the neuron number of the intermediate layer; wik is
the weight value of the connection between the neuron i from
the intermediate layer and the neuron k from the output layer;
and bk is the value of the “bias” associated with the neuron k.
The term of error for the output neuron is calculated by means
of the following equation

and if it adjusts to the previously established value, the training
of the neural network finishes here. On the contrary, if it does
not adjust to the previously established margins of error, the
process would be repeated until reaching the desired error value.
The activation equation used in this article is the sigmoid or
logistic.

A back-propagation rule (BP), which is a typical gradient-
based learning algorithm, was used as a learning rule in the
present work.

This learning rule presents an important limitation, which is
the large number of input cases for the training process, but for
our study, a large amount of cases were available. This
application could be interpreted as an artificial neural network
constituted by a primary neural layer (where the data of the
input variables would be collected), an output neural layer
(where the collected value would be obtained), and one or
various intermediate layers (where the convergence work of the
neural network would be facilitated) (see Figure 1).

As usual, the architecture of ANN is denoted as the following
code

where Nin and Nout are the number of neurons in the input layer
and output layer, respectively; Nh1 and Nh2 are the numbers of
neurons in the first and second intermediate layer, respectively;
and e is the number of hidden layers.

Results and Discussion

The four variables were used like parameters of the informa-
tion entrance. The ANNs were trained with data corresponding
to 58 polymers. The number of neurons in the intermediate layer

was tested between n/2 + 1 and 2n + 1, where n corresponds
with the input variables. Once trained, the ANN correct
functioning has been tested with the validation data correspond-
ing to 55 polymers.

In Table 3 are shown the training RMSE value (RMSET) and
the validation RMSE value (RMSEV) for each ANN architecture.
To evaluate the accuracy of the ANN model, we use the sum
of root-mean-square errors (Esum) of the training set (RMSET)
and the validation set (RMSEV). The value of Esum (see Table
3) can be expressed as Esum ) RMSET + RMSEV. As we can
see in Table 3, the best ANN architecture consists of four input
neurons [(i) the average polarizability (R), (ii) the energy of
the highest occupied molecular orbital (Eh), (iii) the total thermal
energy (E), and (iv) the total entropy (S)], three middle layers
(with four, four, and one neurons, respectively), and one output
neuron (see Figure 1). The training of this ANN has established
a target error of 0.01 %; the maximum number of training cycles
was established as 7000; the learning rate was set at 0.60; and
the momentum value was 0.8.

Root mean square errors (RMSEs) are 9 K (R ) 0.98) for
the training set and 17 K (R ) 0.96) for the prediction set
(Figure 2). In comparison with previous models,4,6,22,24 the
present ANN model shows better results.

Our results indicate that ANN developed from the training
set of polyacrylates could make a prediction for polyacrylates
and polystyrenes. By convention, the structures of the prediction
set cover the range of the structures of the training set. However,
in this paper, the unusual principles for separation into training
sets and test sets are carried out, and the results demonstrate
the ANN model could be extrapolated.

Table 4 shows the importance of the variables selected for
the ANN, and this value is the sum of weights of the input
neurons to all intermediate neurons.

sk
p ) ∑

i)1

L

wikyi
p + bk (4)

yk
p ) Fk(sk

p) (5)

Ep ) 1
2 ∑

k)1

M

(dk
p - yk

p)2 (6)

Fk(sk
p) ) 1

1 + e-sk
p

(7)

∆pwik ) -η ∂Ep

∂wik
) η(dk

p - yk
p)Fk′(sk

p)yi
p ) ηδk

pyi
p (8)

Nin - [Nh1 - Nh2]e - Nout

Table 3. Root Mean Square Errors (RMSE) of Training and
Validation Using Different ANN Architectures

RMSET RMSEV Esum

no. architectures K K K

1 4-[8-4]2-1 5 30 35
2 4-[6-4]2-1 3 26 29
3 4-[4]2-1 9 21 30
4 4-[4-3]2-1 5 30 35
5 4-[4-2]2-1 7 23 31
6 4-[3]2-1 13 19 32
7 4-[3-2]2-1 8 21 29
8 4-[5]2-1 9 21 30
9 4-[7]2-1 7 25 32

10 4-[9]2-1 5 30 35
11 4-[3-3]2-1 8 20 28
12 4-[4-4-1]3-1 9 17 26

Figure 2. Plot of experimental Tg
R (K) versus calculated Tg

P (K) for O,
training values and b, validation values.
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Table 5 shows the importance of the variables selected for
the ANN, and this value is the sum of weights of the input
neurons to all intermediate neurons.

Once the good functioning of the ANN was verified, the
previously reserved validation data corresponding to 55 poly-
mers were used to check it. As shown in Figure 2, the data
predicted by the ANN were confronted with the previously
reserved validation data. The correlation coefficient was 0.96.

Conclusions

A QSPR model has been implemented to predict the values
of Tg of 113 polymers. Four variables of quantum chemistry
were used, R, Eh, E, and S, obtained from the monomer
structures in the theory of the density function (DFT).

Of all the ANNs developed for this study, the one consisting
of an input layer with four neurons, three intermediate layers
formed by four, four, and one neurons, respectively, and one
neuron in the output layer showed the best results obtained
(Table 6). Tg values predicted on training cases had a RMSE of
9 K (R ) 0.98) and on validation cases a RMSE of 17 K (R )
0.96).

We must quote that both acrylate polymers and styrene
polymers do not contain chemically complicated functional
groups. This means that more simple methods for prediction
would be used. In the literature, there are a large amount of
studies of Tg estimations using QSPR methods.1,6,7 Our result
yields more accurate values of Tg than the QSPR methods, and
they present the advantage of a lower number of variables for
the prediction. In fact, a QSPR method with 13 variables and
320 polymers yields an R-value of 0.976 and a RMSE of 24.6
K (which is bigger than the value of 17 found in our case).

QSPR methods with fewer variables imply a significant
decrease of the R-value. A model with 4 variables and 22
polymers yields an R-value of 0.93.7

The results encourage the use of this type of modeling for
the determination of Tg in other polymers.
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