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ABSTRACT: The melting curves of iron over a wide range of pressures were determined by the molecular dynamics (MD)
simulations with the Sutton�Chen version of EAM (embedded atom method). The melting of iron was simulated with two
methods, that is, the hysteresis (one-phase) approach and the two-phase approach. Both methods strongly reduced the overheating,
and their results are in the close proximity at the applied pressures. The obtained melting curves are consistent with both the
diamond anvil cell (DAC) experiments at ambient pressure and the shock wave (SW) measurements at high pressure. During the
investigation of the atomic structures of iron, we found a slight increase in the coordination number on melting. When taking
account of the ultrapressure melting curves obtained by the Clausius�Clapeyron slope, we found that the starting point is the key to
determine themelting curves, and themelting temperatures computed by the Clausius�Clapeyron slopemight change dramatically
if the initial temperatures change. Finally, the thermal equation of state (EOS) and the pressure dependence of entropy of fusionΔS
of iron have also been obtained.

1. INTRODUCTION

Iron is one of the materials forming the Earth's solid inner core
and liquid outer core. Knowledge of the melting properties of
iron is of fundamental importance for understanding the Earth's
deep interior. At ambient conditions, the ferromagnetic body-
centered-cubic (bcc) phase of Fe is the most stable.1 Early in
1956, the shock compression experiment2 of the Hugoniot
equation of state (EOS) showed that the solid-to-solid phase
transformation of iron from bcc to hexagonal-close-packed (hcp)
occurred at 13 GPa, which has attracted tremendous experi-
mental and theoretical interest for a long time.3�6 In general, the
hcp phase Fe is stable up to 300 GPa at ambient temperature7

and up to 3400 K at 100 GPa.8 Recently, we investigated the
magnetism and phase transition of Fe under pressure by the spin-
polarized generalized gradient approximation (GGA) within the
plane-wave pseudopotential density functional theory (DFT).9

Our results have shown that the process of the ferromagnetic fcc
to the ferromagnetic hcp phase transition, the ferromagnetic bcc
to the nonmagnetic hcp phase transition, and the nonmagnetic
bcc to nonmagnetic hcp phase transition are 14.4 GPa, 29.5 GPa,
and 42.7 GPa, respectively, at ambient temperature. It was also
shown that the magnetism can affect the properties of iron up to
72.9 GPa, which confirmed that the nonmagnetic hcp Fe is the
most stable structure under higher pressure.9

Up to now, many investigations on melting properties of
iron have been made experimentally10�12 and theoretically.13�17

The phase diagram of iron at high pressure has been investigated
through both laser-heated diamond-anvil cell10,11 and shock-
compression experimental techniques.12 The diamond anvil cell
(DAC)10 melting temperature was linearly extrapolated against
density and at 225 GPa was calculated to be about 4360 K. Liao
et al.13 refitted first-principle calculations to the optimized poten-
tial model, and obtained a melting temperature of ∼5400 K at

330 GPa. Meantime, Belonoshko et al.14 determined the melting
curve of iron by molecular dynamics (MD) using the Sutton�
Chen version of EAM (embedded atom method), and Alf�e
et al.16 obtained the melting curve of iron by first-principle
calculations. In addition, the Lindemann melting curve of Wang
et al.15 and the dislocation-mediated melting curve of Anderson
et al.17 are in accordance with the DAC data at low pressure and
the shock wave (SW) data at high pressure. Liao et al.13 obtained
the melting curve in perfect agreement with old DAC measure-
ments in contrast with SW data. The other theoretical results
were consistent with the SW data but diverged with the DAC
data at high pressure. They were all inadequate to explain the
extreme discrepancies in extrapolating the DAC data to the SW
data. Thus, the investigation of the high pressure melting curve of
iron will be still a requirement.

Presently, several techniques have been applied to calculate
the high-pressuremelting curves of crystals, such as the hysteresis
(one-phase) approach,18 the two-phase approach,19 and the free
energy approach.20 In the one-phase approach, at various pres-
sures, the solid phase is heated until melting, and then the
obtained liquid phase is cooled until freezing. The melting
temperature is deduced from the temperatures of superheating
and supercooling. In the two-phase approach, MD simulations
are performed on supercells containing the solid�liquid inter-
face, and superheating could be overcome. In recent years, the
two-phase approach has been successfully applied to many
materials, such as Fe,14 LiH,21 MgO and NaCl,22 GaN,23 Ni,24

He,25 and so forth. In the free energy approach, the Gibbs
energies of the solid and liquid phases are calculated and
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extrapolated to find the melting temperature by imposing the
equality for any fixed pressure. In addition, there exists another
method based on calculating the Clausius�Clapeyron slope of
the melting transition.26,27 In the Clausius�Clapeyron slope
method, the starting point is the key to determine the melting
curves. The choice of different initial fixed points affects the
results of the melting curves.

The aim of the present work is as follows. First, we propose to
apply the one-phase and two-phase approaches to estimate the
high-pressure melting curves of iron in MD simulations. Second,
we calculate the thermal EOS, the structure changes in solid and
liquid phases, and the entropy of fusion of iron. At last, we inves-
tigate the effect of initial temperature on the melting curves
obtained by the Clausius�Clapeyron slope method.

2. COMPUTATIONAL METHOD

2.1. Embedded Atom Potential Function. In the MD simu-
lations, we have adopted the Sutton�Chen version of the EAM
as the reference model. For the Sutton�Chen version of the
EAM model,14 the model is written as follows:

Etot ¼ ∑
N

i¼ 1
Ei ð1Þ

where Etot is the total energy of the system,

Ei ¼ 1
2 ∑

N

j¼ 1, j 6¼i

φðrijÞ þ FðFiÞ ð2Þ

Fi ¼ ∑
n

j¼ 1, j 6¼i

FðrijÞ ð3Þ

where φ(r) is the pairwise interaction between atoms i and j, and
rij is the distance between them. F(F) is the embedding function,
and F is another pairwise function leading to the density term Fi.
The particular form of the functions φ, Fi, and F(F) is

φðrijÞ ¼ ε
a
rij

 !n
ð4Þ

FðrijÞ ¼ a
rij

 !m
ð5Þ

FðFiÞ ¼ � εC ∑
N

i¼1

ffiffiffiffi
Fi

p ð6Þ

The fitted parameters for iron14 used in this work are: n =
8.137, m = 4.788, ε = 0.0173 eV, a = 3.4714 Å, and C = 24.939.
2.2.Molecular Dynamics Simulations.All of our calculations

were performed with the DL_POLY2.17 program.28 In the MD
simulations, the NPT ensemble29 was applied to reach constant
pressure and temperature. The relaxation times used for the
thermostat and the barostat are (1.0 and 0.5) ps, respectively. A
potential cutoff distance of 6 Å was applied to van der Waals
interactions, and the smooth particle mesh Ewald method30 was
employed with electrostatic interaction. Integration of the equa-
tion of motion was performed with a time step of 2 fs; the system
was equilibrated for a minimum of 12 ps (6000 time steps), and
the statistical averages of the physical properties such as volumes
and energies were computed over the remaining time of the 8 ps

simulation (4000 time steps). To verify that 12 ps running times
were sufficient for our simulations, calculations were performed
with different time steps (such as 1 ps, 2 ps, 3 ps, 4 ps, and 5 ps). It
was found that our results are fully converged with a time step of
2 fs. The convergence rate of the 2 fs time step is faster than the
large time steps.
The one-phase MD simulations started with the supercell

(containing a 7� 7� 7 unit cell and 686 Fe atoms) constructed
from the hcp Fe crystal. This supercell was subjected to incre-
mental heating under the NPT ensemble at a fixed pressure until
melting. Then, the obtained liquid Fe is cooled by the same
temperature increment until recrystallization. In the two-phase

Figure 1. Atomic volume vs temperature during incremental super-
heating and undercooling process of iron. The melting point Tm can be
determined from the superheating and supercooling temperatures Tþ
and T�, respectively, using eq 7.

Figure 2. Density profile for the coexistence configuration of one solid
phase and one liquid phase. The solid phase is identified by periodic
oscillations of the density, while the density of the liquid phase fluctuates
randomly with much smaller amplitudes. (a) The initial configuration,
(b) the moving of solid�liquid interfaces toward liquid part when
T < Tm, (c) the moving of solid�liquid interfaces toward solid parts
when T > Tm. The simulation box contained 1372 atoms, and the slice
width was 0.524 Å.
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MD simulations, we started with the supercell (containing a 7�
7 � 14 unit cell and 1372 Fe atoms) constructed from the hcp
structure Fe crystal, froze the half part of the z-coordinate of the
supercell, and then heated the supercell up to 3000 K (above the
melting point) in the NVE ensemble, allowing the Fe atoms at
the solid�liquid interface to relax to more stable positions. We
obtained the initial configuration containing the solid�liquid
interface for further simulations. In the two-phase MD simula-
tions, to check the size effects of the melting temperature, we also
started with supercells containing 5 � 5 � 10, 6 � 6 � 12, and
7� 7� 14 unit cells of the hcp Fe crystal. Our simulation results
indicate that convergence of the melting temperature is achieved
with the super cell having a 7 � 7 � 14 unit cell.
2.3. Equilibrium Melting Point. In the one-phase approach,

the supercell is simulated in isothermal�isobaric (NPT) ensem-
bles. When we incrementally heated the supercell, a sudden jump
in volume was found upon reaching the melting temperature Tþ.
Also, a drop in the volume could be seen at T� in a cooling
simulation of liquid Fe. The volume�temperature (V�T) curve
(Figure 1) reveals the hysteresis effects. The equilibrium melting
temperature Tm can be deduced from the maximum degree of
superheating (Tþ) and supercooling (T�)

31,32

Tm ¼ Tþ þ T� � ffiffiffiffiffiffiffiffiffiffiffiffi
TþT�

p ð7Þ

The two-phase MD simulations can also be used to obtain the
melting temperature Tm.

24,33 In Figure 2a, we show the initial
configuration with an average number density in slices of the
supercell parallel to the solid�liquid interface. The solid phase is
identified by periodic oscillations of the number density, while
the number density of the liquid phase fluctuates randomly with
much smaller amplitudes. Under a fixed pressure, when the
system temperature is below the melting point, the solid�liquid
interface will move toward the liquid part (Figure 2b), whereas it
moves toward the solid parts when the temperature is above the
melting point (Figure 2c). By narrowing the interval, the melting
temperature can be obtained at a specific pressure. On the other
hand, the melting temperature can also be determined by the
potential energy evolution at various temperatures (Figure 3).
Over the duration of the simulation, the potential energy of the
system remains constant at the melting temperature. When the

temperatures are above the equilibriummelting point, the potential
energy increases due to the solid part progressively melting.
When the temperatures are lower than the equilibrium melting
point, the potential energy decreases due to more liquid con-
tinuously crystallizing. We can judge the temperature either
below or above melting point at a fixed pressure by monitoring
the change of the potential energy. Then, we narrowed the range
of the melting temperature at this pressure. Repeating the above
steps, we can obtain the whole melting curve within the applied
pressures.

3. RESULTS AND DISCUSSION

3.1. High Pressure Melting. With the one-phase approach,
we calculated the melting temperatures of Fe up to 250 GPa
(Table 1). In our simulations, at different pressures, we observed
the incremental superheating and supercooling with a heating
and cooling rate of 2.5 K 3 ps

�1. The supercell remained super-
heated before melting in the heating process and undercooled
before crystallizing in the cooling process. To quantify the degree
of superheating and undercooling, we explored the maximum
superheating and supercooling defined as: θc

þ = Tþ/Tm, θc
� =

T�/Tm, where Tþ is the highest temperature achieved in the
superheated solid, T� is the lowest temperature in the under-
cooled liquid, and Tm is the melting temperature determined
from eq 7. We found that θc

þ and θc
� are respectively 1.22 (

0.01 and 0.72 ( 0.01 and keep constant regardless of pressure.
Belonoshko et al.34 showed the superheating (coefficient called
kAB) of monatomic solids at high pressure is 1.23; our results
support their calculations.
Our melting curves of Fe are shown in Figure 4 compared with

experiments and other calculations. At 60 GPa, the melting point
of the two-phase method is (2425( 25) K, which is in excellent
agreement with the value, (2355 ( 50) K, of the one-phase
method. At lower pressures around (60 to 80) GPa, our two
melting curves both agree with the DAC values.10,11 At higher
pressure, our twomelting curves all diverge from the DAC values
as well as other theoretical results14�17 with increasing pressure.
The melting temperature of Ma et al.11 shifted upward by about
700 K at 105 GPa compared with the old DAC experiment.10 At
200 GPa, our melting temperature from the two-phase method is
4950 K, which is consistent with the shock temperature (5100(
500) K at 225 GPa.
In the shock experiment, we can determine the melting

temperature through the abrupt decrease of the acoustic velocity
with increasing shock compressions. Jeffrey and Holmes12

show the shock wave melting temperature is (5100 ( 500) K
at 225 GPa. The melting temperatures measured from DAC
experiments are often lower than those from SW experiments.

Figure 3. Potential energy per atom of the solid�liquid mixture at
various temperatures at 150 GPa in the two-phase simulations.

Table 1. Melting Temperatures of Fe under High Pressure
from the One-Phase Approach

P Tþ T� Tm

GPa K K K θc
þ θc

�

60 2875.0 1675.0 2355.5 1.22 0.71

100 3900.0 2300.0 3205.0 1.22 0.72

150 4900.0 2900.0 4030.4 1.22 0.72

200 6000.0 3600.0 4952.4 1.21 0.73

250 6900.0 4100.0 5681.2 1.21 0.72
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Belonoshko et al.35 showed a generic scenario when measuring
melting temperatures in a DAC. It is known, when the resis-
tance to the shear of a material is low, the material yields to
the stress, which can be observed before the melting occurs.
The phenomenon is often mistaken as the melting. Indeed, a
number of melting curves obtained by the DAC method are
low, particularly for transition metals (Fe, Ta, Mo, etc.), as
compared to the most precise theoretical assessments and
shock measurements.36

The theoretical results from first-principle methods, MD
simulation, and empirical melting models (including Lindemann
law and dislocation-mediated melting models) mainly offer sup-
port to the shock wave melting temperatures. However, the results
of Liao et al.13 tended to support the DAC experiments. These
various theoretical methods have their own advantages and dis-
advantages, even if the results of different theoretical methods
differ largely, especially in the high pressure region. The first-
principle method is still challenging due to the heavy computa-
tional demand, but the accurate computation of a wide range of
physical properties has been accepted widely. The MD simula-
tion is applied to a large system and run with the potentials of the
summation of atomic interaction potentials, which are fitted to
the atomic configurations of the experimental and the first-
principle data. In this work, we applied the Sutton�Chen version
of EAM, which has been successfully applied to the structure of
liquid Fe at high pressure.37,38 When the empirical melting
models have been used for iron,15,17 different melting tempera-
tures have been observed. If the starting parameters are slightly
modified, the dislocation melting model can give large differ-
ences for the melting temperatures of transition metals.39 In
addition, the Lindemann law is also an empirical law based on
earlier experimental investigations of simple gases at low pres-
sure, whereas it may be a debated issue when it is used to model a
complex metal under high pressure. Although each method can
describe or explain the melting properties of Fe from different
aspects, all of the theoretical methods have their own limitations
to describe the ultrahigh pressure properties.

We should overcome the Gibbs energy barrier to the forma-
tion of a nucleus of a daughter phase when the solid�liquid
transitions begin with nucleation.33 The two-phase simulation
can solve the problem of superheating, as the solid�liquid inter-
face assists in the nucleation in the melting or crystallization
process. In the present simulations, we noted that the one-phase
can also eliminate superheating, and the melting curves from
both methods are nearly identical. We treated Fe as an ideal solid
and liquid at the beginning of the simulations and ignored the
local structures of the supercell during simulations. The short-
range order (SRO) structure is in effect impurities in the liquid
and is likely to influence the melting of a metal. The measure-
ments of Schenk et al.40 and Lee et al.41 demonstrated the ico-
sahedral short-range order (ISRO) in melting iron. For other
metals, such as Ni, Ta, and Zr,42�45 one also observes the ISRO
in theory.
At present, the conflict among the DAC, SW, and theoretical

results is still existent. A possible resolution of the conflict has
emerged recently for Mo and Ta.36,46�48 Thus, we thought that
there may exist new phases in both solid and liquid Fe under high
pressures and temperatures. The high pressure melting curve of
Fe still remains inconclusive. More experimental measurements
and theoretical calculations are urgently necessary to further
determine the phases and then the whole melting curve.
3.2. Thermal Equation of State. To determine the EOS of

iron, MD simulations were performed on an NPT ensemble at
various temperatures and pressures. The calculated isothermal
compression curves are shown in Figure 5, together with the
experimental data49�51 and other calculations.51 One notes that
the atomic volume compression is 29.3 % from (60 to 330) GPa.
In the low-pressure range [(60 to 100) GPa], the results are in
accordance with the experiments.49,51 Above 100 GPa, our
results deviate a little from the experimental results at high
pressure (less than 4 %). Our calculations roughly reproduce
the trend of a pressure-induced reduction in volume observed in
the experiments.49�51 The dispersion in our simulations might
be due to that we only considered pure crystals in our simulation,
whereas impurities do exist in the experimental samples, and
there are also some experimental limitations. Another reason
is that the MD simulations ignore the electronic entropy both

Figure 5. The 300 K isotherm experimental measurements ofMao et al.
in ref 490; dotted line, Dubrovinsky et al. in ref 50 and ), Dewaele et al.
in ref 51. The previous calculations 300 K isotherm of Dewaele et al. in
ref 51 with PAW-LDA (dash�dot�dot line) and PAW-GGA (dash
line). Solid line, the 300 K isotherm for hcp Fe obtained in this work.

Figure 4. Melting curves obtained with the hysteresis method (2) and
two-phase simulations (9) in comparison with DAC measurements of
Boehler et al. in ref 10, b; Ma et al. in ref 11, [; shock wave melting
temperature of Jeffrey et al. in ref 12, 0. Theoretical simulated melting
curves by Liao et al. in ref 13, dotted line; dashed line, Belonoshko et al.
in ref 14; dash�dot�dot line, Wang et al. in ref 15, dash�dot line, Alf�e
et al. in ref 16; solid line, Anderson et al. in ref 17.



2067 dx.doi.org/10.1021/je1010483 |J. Chem. Eng. Data 2011, 56, 2063–2070

Journal of Chemical & Engineering Data ARTICLE

for the solid and liquid phases,52 which is important at high
temperatures.
The P�V�T equations of state (EOS) for crystallinematerials

are of importance in many applications. It can provide a
convenient measure of the thermodynamic properties, such as
thermal expansivity and bulk modulus. In Figure 6, we illustrate
the isotherms and isobar curves in the range of (0 to 330) GPa
and temperatures up to 9000 K. The isothermal compressibilities
of Fe showed the effect of increasing pressure on Fe is the same as
that of decreasing temperature (Figure 6a). As the pressure
increases, the atomic volume decreases at the given temperature,
and the values of atomic volume at lower temperature are less
than that at higher temperature at the same pressure. As for the
isobaric curves shown in Figure 6b, we see that, under lower
pressure, the volume varies quickly as the temperature rises.
Under higher pressures, it becomes moderate, and the curves are
nearly linear. Along isobars the atomic volumes jump dramati-
cally with increasing pressure, which means that the solid Fe
melts along isobars when the temperature is increased above the
melting temperature.
3.3. Atomic Structure of Solid and Liquid Fe. The atomic

structures of the liquid and solid Fe remain quite distinct: the
solid Fe is of long-range order, but the liquid Fe is of short-range
order. The radial distribution function (RDF), g(r), is very
important in understanding the atomic structure of solid and
liquid Fe. The RDF is defined by

gðrÞ ¼ NnðrÞVn

4πr2drN
ð8Þ

where N is the number of atoms, Vn and Nn(r) are the mean
volume and mean numbers of atoms between r and rþΔr from

an atom. To investigate the behavior of the atomic structure, we
ran the MD simulations at a number of temperatures ranging
from (3800 to 4100) K at 150 GPa. The comprehensive analysis
of the RDF can provide a deeper insight into the structure infor-
mation, such as bond length, atomic bond angle distributions,
crystalline system, and coordination numbers.
Figure 7 illustrates our RDF g(r) at 3800 K, 3900 K, 4000 K,

and 4100 K. In the solid phase [(3800 to 4000) K], the
distributions exhibit their first distinctive peaks around (2.17,
2.17, and 2.17) Å. Clearly, as the temperature increases, there is
no effect of temperature on the position of the first peak, while
the second peak starts to vanish due to the first and second peaks
merging. The third and higher neighbors in the solid become
heavily broadened in the liquid phase, and the change in g(r)
going from the solid at 4000 K to the liquid at 4100 K is shown by
well-defined peaks. This behavior is expected for melting and can
be compared to the increased disorder at melting.
The running coordination number (RCN), Nc, can be calcu-

lated from the RDF, g(r), by means of the following equation:

Nc ¼ 4πF
Z rc

0
gðrÞr2dr ð9Þ

where is the bulk number density and rc is the interatomic
distance. Figure 8 shows a comparison between the running
coordination number in the solid phase at 3800 K, 3900 K, and
4000 K, and in the liquid phase at 4100 K. The distances to the
first minimum at four temperatures are (2.78, 2.78, 2.78, and
2.97) Å, and the corresponding coordination numbers Nc are
12, 12, 12, and 13. Therefore, apart from the expected disorder
in Fe on melting, the change of coordination number of Fe on
melting is a slight increase. Ko�ci et al.53 also found an increase
in the coordination number for Na during melting. Early in
1972, Ross and Miller54 presented a correlation between the
coordination number and the volume change on melting. Our
results show that the effect of the volume change of Fe upon
melting on the coordination number is not more obvious than
that of Na.53

3.4. Entropy of Fusion. In the MD simulation, several
thermodynamic properties for the solid and liquid phases at
Tm as a function of pressure can be conducted. The change of

Figure 6. (a) Isotherms of iron at different temperatures: 9, 300 K; b,
2000 K; 2, 3000 K;1, 6000 K; solid left-pointing triangle, 8000 K. (b)
Isobars of iron at different pressures: solid left-pointing triangle, 60 GPa;
[, 100 GPa; 1, 150 GPa; 2, 200 GPa; b, 250 GPa; 9, 300 GPa; solid
right-pointing triangle, 330 GPa.

Figure 7. The radial distribution function (RDF) of iron for: solid at P =
150 GPa and T = 3800 K (solid line), 3900 K (dashed line), and 4000 K
(dotted line), liquid at P = 150 GPa and T = 4100 K (dash�dot line),
respectively.
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Gibbs energy G = H � TS is zero in the solid�liquid coexisting
equilibrium,

ΔG ¼ ΔH � TΔS ¼ 0 ð10Þ
where S is the entropy and H is the enthalpy. Then, the entropy
of fusion ΔS is defined by

ΔS ¼ ΔH
Tm

¼ HL �HS

Tm
ð11Þ

where HL and HS are the enthalpies for the liquid and solid
phases at the melting point Tm, respectively. In the NPT ensem-
ble, we heated the supercell (containing 686 Fe atoms) incre-
mentally up to high temperatures and then cooled at fixed
pressure. Then we can evaluate the thermodynamic properties
at the melting point Tm. The results are presented in Table 2. We
can note that the enthalpies of the liquid and solid phases at the
melting point increase with pressure, and the enthalpy of the
liquid is a little larger than the solid at a given pressure. As the
pressure increases, the molar volumes of liquid and solid, VL and
VS, will decrease. Themolar volume of liquid is larger than that of
solid at the same pressure.
Now, we focus on the entropy of fusion ΔS of Fe under high

pressure in Figure 9a, where the first-principle value of Alf�e et al is
also shown.55 Our value of ΔS is 0.8477kB at 100 GPa, well in
accordance with the calculations, 0.85kB at 127GPa.We find that
the entropy of fusionΔS changes a little with pressure from about

0.8630kB at 60 GPa to about 0.8281kB at 250 GPa. The molar
volume changeΔV at different pressures are shown in Figure 9b.
As the pressure P increases, the molar volume change ΔV de-
creases, which is more of an effect than the entropy of fusionΔS.
The slope of the melting curve was calculated using the

Clausius�Clapeyron equation:

dP
dT

¼ ΔH
TΔV

ð12Þ

where ΔH is the difference enthalpy between the coexisting
phases, whileΔV is the difference in volume.We solved the eq 12
by performing the NPT simulations for the solid and liquid phase
and then evaluating ΔH and ΔV. We verified the possible initial

Table 2. Enthalpies for Liquid and Solid HL and HS, Entropy
of FusionΔS, Molar Volumes for Liquid and Solid VL and VS,
and the Molar Volume Change ΔV at the Melting Point

P HL HS ΔS VL VS ΔV

GPa eV eV (kB) cm3
3mol

�1 cm3
3mol

�1 cm3
3mol�1

60 1369.6 1249.4 0.8630 5.856 5.697 0.159

100 3010.4 2849.8 0.8477 5.320 5.183 0.137

150 4857.4 4657.2 0.8403 4.887 4.767 0.120

200 6614.8 6372.0 0.8294 4.601 4.490 0.111

250 8290.8 8012.7 0.8281 4.387 4.283 0.104

Figure 9. (a) Entropy change onmelting per atom (units of Boltzmann's
constant kB) as a function of pressure;9, ref 55; (b) Molar volume change
on melting as a function of pressure.

Figure 8. The running coordinate number (RCN) of iron for: solid at
P=150GPa andT=3800K (solid line), 3900K (dashed line), and 4000K
(dotted line), liquid at P = 150 GPa and T = 4100 K (dash�dot line),
respectively.

Figure 10. Melting curves of iron from the Clausius�Clapeyron slope,
assuming a number of initial fixed points at ambient pressure, compared
with the experimental data.10
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fixed point effect in the ultrapressure melting curves. All of the
results obtained for the melting curves of iron are summarized in
Figure 10, together with the experimental values.10 We see that
the choice of different initial fixed points will affect the results of
themelting curves. If we assume the initial temperature is 2000 K,
themelting curves are in good agreement with experiment at high
pressure.10 When the initial temperature is taken as 2425 K, the
melting curves will coincide with the low-pressure experimental
values.10 It is found that the melting temperatures computed by
the Clausius�Clapeyron slope might change dramatically if the
initial temperatures change.

4. CONCLUSIONS

In summary, we have deployed molecular dynamics to com-
pute the melting properties, thermal EOS, atomic structure of
solid and liquid, and the entropy of fusion of the hcp Fe structure.
We have compared the two techniques commonly used to calcu-
late the melting curve of a material withMD simulations, namely,
the hysteresis (one-phase) approach and the two-phase ap-
proach. Both methods strongly reduced the overheating, and
they are nearly identical over the applied pressure. The obtained
melting curves are consistent with experiments at low pressures
and shock wave melting at high pressure. The large discrepancy
between the extrapolated DAC results and shock wave melting
temperatures still exists, so the condition of experimental mea-
surement should be modified to further determine the phase and
the ultrahigh-pressure melting curves. When taking account of
the ultrapressure melting curves obtained by the Clausius�
Clapeyron slope, we found that the starting point is the key to
determine the melting curves, and the melting temperatures
computed by the Clausius�Clapeyron slope might change dra-
matically if the initial temperatures change. Finally, the thermal
EOS and the entropy of fusion ΔS as a function of pressure have
been also obtained successfully.
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