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#### Abstract

Rational ligand design is a complex problem that can be divided into three parts: the search for optimal positions and orientations of functional groups in the binding site, the connection of such positions to form candidate ligands, and the estimation of their binding constants. Approaches for addressing the first two parts of the problem are described in the present work. They are applied to the construction of peptide ligands in the binding site of the human immunodeficiency virus 1 (HIV-1) proteinase. The primary objective is to test the method by comparison of the results with the MVT-101 complex structure for which coordinates are available; the results obtained with the liganded and unliganded proteinase structure are used to examine the utility of the latter for binding studies. A secondary objective is to show how to find new inhibitor candidates. The multiple copy simultaneous search (MCSS) method is utilized to search for optimal positions and orientations of a set of functional groups. For peptide ligands, functional groups corresponding to the protein main chain ( $N$-methylacetamide) and to protein side chains (e.g., methanol, ethyl guanidinium) are used. The resulting $N$-methylacetamide minima are connected to form hexapeptide main chains with a simple pseudoenergy function that permits a complete search of all possible ways of connecting the minima. Side chains are added to the main-chain candidates by application of the same pseudoenergy function to the appropriate functional group minima. A set of 15 hexapeptides with the sequence of MVT-101 is then minimized by a Monte Carlo scheme, which allows for escape from local minima. Comparison of the MCSS results with the structure of MVT-101 in the HIV-1 binding site showed that all of its functional group positions correspond (within $2.4 \AA$ ) to some (usually more than one) MCSS minima. There were also many other low-energy MCSS minima which do not appear in any known inhibitors, e.g., methyl ammonium minima in the neighborhood of the catalytic aspartates. Among the 15 lowest minima are seven hexapeptides with the same main-chain orientation as the one found by X-ray crystallography for the inhibitor MVT-101 in the binding site and eight with the main chain oriented in the opposite direction; the latter tend to be more stable. [Addendum: These results are in agreement with recent high-resolution crystallographic data provided after the study was completed. They show that the MVT-101 binds in two orientations and that the published orientation represents the minor conformer. (M. Miller et al. Private communication.)] A set of terminal blocked dipeptides were constructed from low-energy MCSS minima at one open end of the HIV-1 aspartic proteinase binding site and their interactions with the protein were analyzed. It was shown that some of the dipeptides can be connected to known hexapeptide ligands. The paper demonstrates that the combination of a method for an exhaustive search of the binding site for functional group minima (MCSS) with a highly efficient method for constructing molecules from them provides a novel and effective approach to the theoretical design and docking of candidate peptide ligands. The results of the present analysis suggest several modifications of MVT-101 that may have increased affinity and/or specificity for the HIV-1 aspartic proteinase binding site.


## 1. Introduction

Simulation-based drug design is concerned with the prediction of ligands that bind strongly to key regions of biologically important molecules (e.g., enzyme active sites, receptor proteins) so as to inhibit or alter their activity. An immense effort has been and continues to be dedicated to developing methods by which drug design (or more properly, ligand design, since whether or not a ligand is a drug involves factors beyond the present concerns) can be made a more rational process. However, the field is still in its infancy as is evident from recent reviews, ${ }^{1}$ as well as from earlier evaluations. ${ }^{2,3}$ Thus, new ideas and methods for approaching the ligand design problem are needed.
The strategy for rational ligand design that is described here has three parts. The first is an efficient method for the search of known binding sites (or more generally
receptor surfaces) for positions that interact strongly with a range of functional groups. The importance of functional groups has been stressed recently in an assessment of binding modes of inhibitors for trypsanosomal triosephosphate isomerase. ${ }^{4}$ Second, given a set of such positions and orientations for functional groups, it is necessary to connect the functional groups to form molecules that are candidates for synthesis. Finally, a method is needed to estimate which of the resulting molecules are likely to have the strongest binding constants. In the present paper the first two problems are addressed; the third problem will be considered in a subsequent paper. The stepwise procedure introduced here is more efficient than doing everything at once; i.e., the first two steps, which need to be as inclusive as possible, can make use of relatively simple representations of the interactions; evaluation of the resulting candidates in the third step requires a more
sophisticated and time-consuming treatment of the interactions that should be applied to only a limited set of molecules.
To solve the first problem, the multiple copy simultaneous search (MCSS) method was developed. ${ }^{5}$ It is based on a combination of Monte Carlo and energy minimization/ quenched dynamics techniques and makes possible the efficient determination of energetically favorable positions and orientations of functional groups in the binding site of a protein whose three-dimensional structure is known or can be modeled. Of particular importance in the MCSS method is its use of chemically realistic functional groups that permit determination of their expected orientations, as well as their positions. It provides $\mathrm{CH}_{3}-\mathrm{X}$ bond vectors that can be used to connect the minima to form candidate ligands. Also, the MCSS method with a quenched dynamics protocol allows for flexibility of the binding site. The method can aid in the design of molecules that incorporate the functional groups by data base searches, modification of known ligands, and/or de novo construction.
Preliminary tests of the MCSS method were made on the influenza coat protein hemagglutinin, and it was demonstrated that certain of the functional group minima correspond to those of the bound sialic acid ligand. ${ }^{5}$ To provide anin-depth test of the method, this paper examines peptide binding to the HIV-1 proteinase. The problem was chosen for its intrinsic interest and because the structures and binding constants of a series of peptide or peptide-analogue inhibitors are available for comparison. The primary purpose of the MCSS test presented here is to compare functional group binding sites found by the method with known functional group sites from inhibitors whose crystal structures are available. In addition, new functional group sites and ligands are suggested. Reference to other modeling studies of HIV-1 proteinase are given in the review of Kuntz. ${ }^{6}$
The HIV-1 proteinase binding site obtained from the complex with MVT-1017,8 was used to generate functional group sites with the MCSS method. For comparison, a more limited analysis based on the unliganded proteinase structure was made. ${ }^{9}$ Since the present test is concerned only with peptide ligands, the functionality maps obtained with the MCSS method were used directly to construct the molecules of interest; i.e., the backbone was synthesized simply by joining $N$-methylacetamide (NMA) minima and the side chains by joining various functional groups to the backbone. All possible ways of connecting the NMA minima were evaluated with a simple pseudoenergy function that leads to reasonable peptide bonds and eliminates bad contacts. The resulting main chains were clustered by a root-mean-square (RMS) deviation criterion and a representative of each of the clusters was selected. The MCSS minima for functional groups that correspond to the side chains of MVT-101 were then connected to these representatives by use of the same pseudoenergy function. Monte Carlo minimizations (MCM) ${ }^{10-14}$ were then performed with a polar hydrogen potential on the resulting peptides to find energy minima. These were compared with the structure of the ligand MVT-101 in the binding site. Comparisons were also made with the coordinates of a number of other ligands supplied by Drs. J. Erickson and A. Wlodawer. In addition, some dipeptides that bind very differently from the known inhibitors were constructed and analyzed.

There exist several methods that are related to various aspects of the approach used here. One is the GRID program ${ }^{15}$ which is the best known and most widely used method for functional group searches. GRID determines favorable binding sites with an interaction grid based on an empirical energy function. It uses simple spherical ligands and has emphasized positional information, although very recently specific hydrogen-bonding interactions have been considered. ${ }^{16 b-d}$ Another is the GROW program of Moon and Howe. Moon and Howe ${ }^{16}$ utilized a template set of in vacuo generated amino acid conformations (constructed as $N$-acetyl- $N^{\prime}$-methylamide) and iteratively pieced them together by amide end group superposition in a model of the target receptor. Their growth algorithm (GROW) corresponds to a tree process in which each library template is attached to the seed (or to each actual construct) and the search space is kept under control by pruning according to an energy evaluation. The main difference between the method of Moon and Howe and the present approach for constructing peptides is the use in the latter of predetermined optimal positions and orientations of functional groups in the receptor binding site.
Another related approach is that embodied in the program LUDI. ${ }^{17,18}$ It makes use of statistical data from small-molecule crystal structures to determine possible binding geometries for a ligand that interacts with hydrogen bonding and hydrophobic sites of the receptor. These are then linked together with organic fragments in a manner that is stated to be similar to that used in the GROW program. The present paper differs from LUDI in that the functional group positions and orientations in the binding site are obtained directly by the MCSS method.
Section 2 describes the methods used for the binding site search and for the construction and minimization of the peptides. The results are presented and analyzed in section 3. The conclusions are outlined in section 4.

## 2. Methods

In this section we first summarize the MCSS method as implemented in the present study. We then outline the approach employed to construct peptides from the MCSS minima, and finally, the procedure used for obtaining locally minimized peptide positions that can be compared with known peptide ligands.
2.1. MCSS Method. The multiple copy simultaneous search (MCSS) method ${ }^{5}$ determines energetically favorable positions and orientations (local minima of the potential energy) of functional groups on the surface of a protein of known three-dimensional structure. The present implementation is very similar to that used in the original description. ${ }^{5}$ Several thousands replicas of a given group are randomly distributed inside a sphere whose radius is chosen large enough to cover the entire region of interest; in the present case this is the active site of the HIV-1 proteinase. Between 2000 and 5000 replicas of each group were distributed in a spherical region of $12-\AA$ radius centered on the side chain of one of the two active site aspartate residues (see below). Groups characterized by an interaction energy less favorable than a given cutoff were discarded; a cutoff of $5 \mathrm{kcal} / \mathrm{mol}$ was used. In a test with an initial distribution of 50000 NMA groups and an energy cutoff of $500 \mathrm{kcal} / \mathrm{mol}$ no additional sites were found after MCSS minimization. Thus, the number of replicas and the energy cutoff values used in this study provide sufficient coverage of the binding site. Details of the

Table I. Partial Charges for Atoms in MCSS Groups ${ }^{a}$

| NMA |  | acetamide |  | methanol |  | acetate |  | methyl ammonium |  | ethyl guanidinium |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{CH}_{3}$ | 0.05 | $\mathrm{CH}_{3}$ | 0.00 | $\mathrm{CH}_{3}$ | 0.25 | $\mathrm{CH}_{3}$ | -0.16 | $\mathrm{CH}_{3}$ | 0.25 | $\mathrm{CH}_{3}$ | 0.00 |
| C | 0.55 | C | 0.55 | 0 | -0.65 | C | 0.36 | N | -0.30 | $\mathrm{CH}_{2}$ | 0.10 |
| 0 | -0.55 | 0 | -0.55 | H | 0.40 | 01 | -0.60 | H1 | 0.35 | N | -0.40 |
| N | -0.35 | N | -0.60 |  |  | 02 | -0.60 | H2 | 0.35 | H | 0.30 |
| H | 0.25 | H1 | 0.30 |  |  |  |  | H3 | 0.35 | C | 0.50 |
| $\mathrm{CH}_{3}$ | 0.05 | H2 | 0.30 |  |  |  |  |  |  | N1 | -0.45 |
|  |  |  |  |  |  |  |  |  |  | H1 | 0.35 |
|  |  |  |  |  |  |  |  |  |  | H2 | 0.35 |
|  |  |  |  |  |  |  |  |  |  | N2 | -0.45 |
|  |  |  |  |  |  |  |  |  |  | H1 | 0.35 |
|  |  |  |  |  |  |  |  |  |  | H2 | 0.35 |
| total | 0.00 |  | 0.00 |  | 0.00 |  | -1.00 |  | 1.00 |  | 1.00 |

${ }^{\circ}$ All charges are in unit of $e$.
method are given in the original paper. ${ }^{5}$ The CHARMM ${ }^{19,20}$ program was utilized for all minimizations performed in this work.

The MCSS can also be performed by energy minimization or quenched molecular dynamics of replicas in the force field of a flexible protein, which could have the essential parts (e.g. certain side chains) replicated, as well. However, the main aim of the present study was to find all optimal positions and orientations (energy minima) of a range of functional groups in a known receptor site and to connect such minima to form specified ligands. Hence, use of a fixed protein permits a more direct interpretation of the computed binding modes and their comparison with the known structure. Further, this is a good approximtion for the HIV-1 proteinase because its binding site is very similar for different ligands; the RMS deviation of the 198 $\mathrm{C}_{\alpha}$ atoms for the complex with MVT-101 is 0.65 and 0.37 $\AA$ relative to the complex with inhibitors A-74704 ${ }^{21}$ and JG-365, ${ }^{22}$ respectively.
The total energy (i.e., intrareplica and replica-protein) was included in the minimization. At the end of the minimizations, positions characterized by an interaction energy larger than one-half of the solvation enthalpy of the particular functional group were discarded (cf. refs 5 and 23).
The MCSS methodology was applied to $N$-methylacetamide (NMA), acetamide, methanol, acetate, methyl ammonium, ethyl guanidinum, propane, and isobutane. Values of the parameters for NMA were derived from that of the peptide group; for acetanide, methanol, acetate, ethyl guanidinium, and methyl ammonium they were derived from those for asparagine, threonine, aspartate, arginine, and lysine, respectively; and for propane and isobutane they were derived from isoleucine and valine, respectively; the charges used are given in Table I.

The major difference between the present study and the original MCSS application ${ }^{5}$ consists of the extension to larger functional groups and to more complex aliphatic molecules, whose introduction was motivated by the structure of the ligands under consideration. In the original study, no flexible dihedral angles were present in the functional groups to eliminate sampling problems. The largest functional group used here, ethyl guanidinum, consists of 11 atoms and has one soft internal dihedral in the polar hydrogen approximation. Tests with two different starting conformations of the ethyl tail yielded the same minimized positions. This indicates that the MCSS minimization procedure is able to treat the flexible part of the ethyl guanidinum groups; i.e., the computed minima are independent of the choice of the starting conformation.

With the eight groups listed above it is possible to define the peptide backbone (NMA) and 12 among the 19 standard amino acid side chains (within an eventual addition or deletion of a $\mathrm{CH}_{2}$ or $\mathrm{CH}_{3}$ group, see next subsection and Figure 1). Most of these are needed to construct the inhibitor MVT-101, whose formula is N -acetyl-Thr-Ile-Nle- $\psi\left[\mathrm{CH}_{2}-\mathrm{NH}\right]$-Nle-Gln-Arg-amide. Although not needed for MVT-101, acetate (Asp, Glu), methyl ammonium (Lys), and isobutane (Val) were included for constructing dipeptide ligands.
2.2. Construction of Peptides. Since the present test application of the ligand design methodology is concerned with generating peptide ligands, the MCSS positions and orientations for the chosen functional groups in the binding site can be connected directly to build complete molecules. The backbone is formed by connecting NMA minima, and the side chains are generated by attaching the various functional groups to the main chain. In constructing the peptide ligands, the functional groups were kept fixed in their respective minimized positions and a simple pseudoenergy function, $E_{\mathrm{ps}}$, was used to evaluate all possible ways of connecting the groups. The pseudoenergy, $E_{p s}$, is made up of two parts,

$$
\begin{equation*}
E_{\mathrm{ps}}=E_{\mathrm{b}}+E_{\mathrm{nb}} \tag{1}
\end{equation*}
$$

Here $E_{\mathrm{b}}$ represents a "bonding" interaction and is used to determine whether two groups have relative positions that permit them to be joined together; $E_{\mathrm{nb}}$ eliminates interacting groups with bad steric contacts. The use of fixed functional group positions makes possible the rapid construction of possible ligands. However, because the groups are fixed, a rather permissive pseudoenergy criterion has to be used in joining them together. Subsequent minimization (see below) serves to rationalize the internal structure of the ligands with satisfactory bonding geometry.

The bonding energy, $E_{\mathrm{b}}$, is defined as

$$
\begin{equation*}
E_{\mathrm{b}}=\sum_{i<j} k_{\mathrm{b}}\left|r_{i j}^{2}-r_{0}^{2}\right| \tag{2}
\end{equation*}
$$

where the sum runs over pairs of atoms ( $i, j$ ), that are superposed or bonded together in the ligand; the atoms are separated by a distance $r_{i j}$, with $i$ and $j$ in different functional groups. For the connection of different NMA minima (main-chain construction), $i$ represents the acetyl carbon of one NMA and $j$ represents a $N$-methyl carbon of an adjacent NMA (see Figure 1a); accordingly the atoms are superposed ( $r_{0}$ equals $0 \AA$ ). During side-chain connection, if $i$ and $j$ represent covalently bonded atoms, an $r_{0}$ value of $1.5 \AA$ is used (as for the $\mathrm{C}_{\alpha}$ atom of a main chain and the extended carbon atom $\left(\mathrm{C}_{\beta}\right)$ of a methanol group
a



Figure 1. (a) Schematic representation of the connection of three NMA minima; the $\mathrm{C}_{\alpha}$ of group $i$ and the $N$-methyl carbon of group $i+1$ are superimposed. (b) Schematic representation of the connection of MCSS minima to construct the inhibitor MVT-101; aliphatic hydrogens are omitted. The bonds between MCSS minima are dashed. Extended atom carbon positions, which were added to complete the side chains are indicated by a " g " (see text).
in the case of a threonine sidechain (see $\mathrm{P}_{3}$ in Figure 1b)); whereas if $i$ and $j$ represent atoms separated by two covalent bonds, an $r_{0}$ value of $2.5 \AA$ is utilized (as for the $\mathrm{C}_{\alpha}$ atom of a main chain and the extended carbon atom $\left(\mathrm{C}_{\gamma}\right)$ of an acetamide group in the case of a glutamine side chain (see $\mathrm{P}_{2}{ }^{\prime}$ in Figure 1b)).
The nonbond energy $E_{\mathrm{nb}}$ is defined as

$$
\begin{equation*}
E_{\mathrm{nb}}=\sum_{i<j} k_{\mathrm{nb}}\left(r_{i j, 0}^{2}-r_{i j}^{2}\right) \tag{3}
\end{equation*}
$$

where the sum runs over all pairs of atoms $(i, j)$, with $r_{i j}$ $<r_{i j, 0}$ with $i$ and $j$ belonging to different functional groups and separated by at least three covalent bonds in the full ligand. Contact distances were obtained by adding the van der Waals radii of atoms $i$ and $j$, taken from PARAM 19 ; i.e., the values $0.8,1.9,1.6$, and $1.6 \AA$ were used for $H$, $\mathrm{C}, \mathrm{N}$, and O atoms, respectively. The $r_{i j, 0}$ values were determined from the pair parameters by scaling them down by a factor of $2^{1 / 6}$, which gives the distance where repulsion balances attraction in the Lennard-Jones potential. ${ }^{24}$ This softens the pseudoenergy function. It is used for determining possible connections between fixed groups, whose relative positions are improved in subsequent minimization steps.

For the main-chain evaluations, values for the force constants $k_{\mathrm{b}}$ and $k_{\mathrm{nb}}$ were chosen equal to $1.0 \mathrm{kcal} /(\mathrm{mol}$
$\AA^{2}$ ). This yielded a total of 8034 hexapeptide mainchains characterized by a pseudoenergy smaller than $E_{\text {cut }}=50$ $\mathrm{kcal} / \mathrm{mol}$. Tests with a $k_{\mathrm{b}}$ value of $2 \mathrm{kcal} /\left(\mathrm{mol} \AA^{2}\right)\left(k_{\mathrm{nb}}\right.$ of $1.0 \mathrm{kcal} /\left(\mathrm{mol} \AA^{2}\right)$ ) yielded 2933 main chains with $E_{\text {cut }}$ of $75 \mathrm{kcal} / \mathrm{mol}$, while a $k_{\mathrm{nb}}$ value of $2.0 \mathrm{kcal} /\left(\mathrm{mol} \AA^{2}\right)\left(k_{\mathrm{b}}\right.$ of $1.0 \mathrm{kcal} /\left(\mathrm{mol} \AA^{2}\right)$ ) generated 58501 main chains with $E_{\text {cut }}$ of $75 \mathrm{kcal} / \mathrm{mol}$. The first set of pseudoenergy parameters was selected because the number of main chains was appropriate for further clustering. For the side-chain connections (made after clustering of the mainchains), a $k_{\mathrm{b}}$ value of $2.0 \mathrm{kcal} /\left(\mathrm{mol} \AA^{2}\right)$ was used ( $k_{\mathrm{nb}}$ of $1.0 \mathrm{kcal} /(\mathrm{mol}$ $\AA^{2}$ ) and $E_{\text {cut }}$ of $50 \mathrm{kcal} / \mathrm{mol}$ for each side chain) since minimization of structures characterized by too large separations between the side chain and the corresponding $\mathrm{C}_{\alpha}$ (as in the case of a $k_{\mathrm{b}}$ value of $1.0 \mathrm{kcal} /\left(\mathrm{mol} \AA^{2}\right)$ ) yielded conformations with bad internal geometries.
Given the pseudoenergy function, the construction of peptides was performed in three steps; main-chain generation, clustering of backbone structures, and side-chain attachment. Since the function (eqs 1-3) contains only positive contributions, it is possible to discard a partially built structure if its pseudoenergy $E_{\mathrm{ps}}$ is larger than the cutoff value, $E_{\text {cut. }}$. The fixed functional group positions, the simple energy function, and the use of a cutoff for eliminating incomplete ligands makes the calculation very
fast. It is feasible, for example, to evaluate all possible ways of building terminal blocked hexapeptide backbones from the 83 NMA-minimized positions obtained from the MCSS method (see section 3.2.1); the time required on a single processor of an SGI 340 GTX is about 20 s (see also section 2.5). This would be an impossible task if all 83!/ (83-7)! (about $2 \times 10^{13}$ ) complete hexapeptide main chains would have to be evaluated.

After possible main chains had been constructed, a clustering procedure based on their RMS deviations from each other was performed to reduce the number of peptides to be studied in detail. First, the RMS deviations between all pairs of structures are computed and for each structure the number of other structures within a given RMS is determined. The structure with the largest number of neighbors is selected as the representative of the first cluster, i.e., the cluster and its representative are selected at the same time by the same criterion. The structure with the next largest number of neighbors is chosen as the representative of the second cluster; none of the structures included in the first cluster can be a representative of the second or any subsequent cluster. The procedure is continued until all of the structures have been assigned to some cluster and have as a representative a similar structure. Because structures may belong to more than one cluster a set of disjoint clusters is formed by assigning a structure to the largest set in which it appears. Mainchain clustering reduced the number of plausible main chains to the set of their representatives (from 8034 to 104; see Results). The reduced set was used for side-chain attachment and minimization. A RMS deviation of $2.6 \AA$ for the whole backbone was chosen as the similarity criterion in the clustering phase. Values of $2.0,2.6$, and $3.0 \AA$ yielded 245,104 , and 65 main-chain representatives (i.e., clusters), respectively. The choice of $2.6 \AA$ balances CPU time requirements for successive minimization with a maximal number of significantly different main chains. The same RMS value was utilized in the analysis of the final ligand conformations. The clustering method was also used in the analysis of the MCSS minima themselves, although all minima were included during main-chain construction and side-chain attachment.

Side chains for the selected set of backbone hexapeptide representatives were constructed in a manner similar to that used for the backbone. For each backbone $\mathrm{C}_{\alpha}$, the MCSS minimized position of the appropriate group with the lowest value of the pseudoenergy (eqs 1-3) after attachment was selected. The RMS distance values (3.0 $\AA$ ) used for assessing MCSS minimized position as sidechain candidates are somewhat arbitrary; tests with a maximum distance of $3.5 \AA$ in the Nle, Gln, and Arg sidechain evaluation yielded the same minima in most cases, and only three additional peptide structures.

Extended carbon atoms, representing side-chain $\mathrm{C}_{\beta}$ 's and $\mathrm{C}_{\gamma}$ 's, were generated by simple steric considerations when necessary to complete the side chain. Figure 1b shows how the MCSS functionalities define the side chains needed in the present application. To generate the structure of inhibitor MVT-101, only functional group minima corresponding to the given side chain were used; e.g., for the first amino acid, which is a Thr, only the methanol MCSS minima were considered and for the third and fourth side chain (Nle P1 and P1'), only the propane minima were used. During the generation of optimal dipeptide ligands at one end of the binding site, the MCSS minima of all functional groups were taken into account for each $\mathrm{C}_{\alpha}$ (see section 3.4).
2.3. Minimization of Peptides. The method for connecting MCSS minima yields ligands structures that contain some stretched bonds and a few bad contacts. To obtain ligands with more realistic internal coordinates, the ligands were minimized in the force field of the complete static proteinase. Because of the relatively short nonbonded cutoff ( $7.5 \AA$ ) and the fact that the protein is rigid, the minimizations are very efficient. Five-hundred iterations of the steepest descent algorithm followed by 3000 conjugate gradient ${ }^{25}$ steps were performed. The convergence criterion was a gradient of $0.01 \mathrm{kcal} /(\mathrm{mol} \AA)$. Both the strain in the bonds and the bad contacts were relieved in the first (steepest descent) stage of the minimization, but the convergence criterion was reached only during the second stage (conjugate gradient). At the end of the minimization, a subset of ligand conformations characterized by a total energy (intraligand plus ligandprotein interaction) lower than a given cutoff value was chosen for further study; a somewhat arbitrary cutoff value of $-250 \mathrm{kcal} / \mathrm{mol}$ was employed.

Given this subset of ligands (there were 15), the best minima were determined by use of the MCM procedure, ${ }^{10-14}$ which combines the power of the Metropolis Monte Carlo method ${ }^{26}$ in global optimization and that of the conjugate gradient in local optimization. Each MCM cycle begins by random changes ( $-180^{\circ}<\tau<180^{\circ}$ ) involving $n$ torsion angles, $\tau$, where $n$ is chosen with a probability $2^{-n}$, (cf. refs 13 and 14). The $n$ affected torsion angles are randomly selected from among all the variable dihedral angles. The resulting structure is then minimized by 100 conjugate gradient steps. The Metropolis criterion ${ }^{26}$ at a temperature of $310 \mathrm{~K}^{13}$ is then applied to this new local minimum. A set of such cycles yields several local energy minima and the lowest lying one is selected for further analysis. The utility of such an approach for oligopeptide docking to proteins has been demonstrated. ${ }^{13}$ First, 100 cycles (each cycle consists of a random perturbation, 100 conjugate gradient minimization steps, and comparison of the minimized structure with the last one accepted by the Metropolis criterion) involving random changes in all variable dihedrals of the ligand were performed. Then, 200 additional cycles involving only random perturbations in the side-chain dihedrals were used. The conformation characterized by the lowest total energy (intraligand plus ligand-protein) was saved for final analysis from each of the runs started from the 15 ligand conformations characterized by a total energy smaller than $-250 \mathrm{kcal} / \mathrm{mol}$. The intraligand energies of the selected subset of conformations ranged from -119.6 to $-44.1 \mathrm{kcal} /$ mol; furthermore, their bonding energy terms were low (i.e., they had acceptable geometries). To test the choice of the cutoff value, eight among the 48 MVT-101 conformations characterized by a total energy value larger than $-250 \mathrm{kcal} / \mathrm{mol}$ were also minimized by the MCM scheme. At the end of the minimization their total energy was still higher than the minima obtained from all of the 15 original conformations.

The X-ray structure of MVT-101 in the rigid protein was submitted to the same minimization scheme as a basis for comparison.
2.4. Structures Used for Analysis. The crystal structures of synthetic free HIV-1 proteinase and synthetic HIV-1 proteinase complexed with the inhibitor MVT-101 were used. The former is a $2.8-\AA$ resolution structure refined to an $R$ factor of $0.184^{9}$ (Brookhaven Protein Data Bank ${ }^{8}$ entry 3 HVP ) and the latter is a $2.3-\AA$ resolution


Figure 2. Schematic representation of the hydrogen-bond interactions (broken lines) between the inhibitor MVT-101 and HIV-1 aspartic proteinase. ${ }^{7}$




Figure 3. Stereoview of MVT-101 (thick lines) in complexed proteinase structure (thin lines). The native structure of the proteinase (medium lines) is also shown superimposed on the complexed conformation. $\mathrm{C}_{\alpha}$ atoms of the native enzyme (one-letter code) and of the inhibitor (three-letter code) are labeled. (In all stereofigures, the view is cross-eyed for the left pair and wall-eyed for the right pair.)
structure with an $R$ factor of $0.176^{7}$ (Brookhaven Protein Data Bank entry 4HVP). Inhibitor MVT-101, which has a $K_{i}$ value of 780 nM , is the reduced analogue of a hexapeptide substrate having the sulfur of the Met side chain replaced by a methylene group in Nle for synthetic simplification. ${ }^{7}$ A stereoview of the inhibitor in the binding site is shown in Figure 3 and the hydrogen-bonding interactions of the inhibitor are shown schematically in Figure 2. There are seven main-chain-main-chain hydrogen bonds between the inhibitor and the proteinase binding site; here and throughout the present study, a cutoff of $3.5 \AA$ for the heavy atoms distance and of $90^{\circ}$ for the donor-hydrogen-acceptor angle are used as hydrogenbond criteria. It is interesting that the polar Thr side chain at S3 does not have any specific interactions and appears disordered in the crystal. ${ }^{7}$ As to the Gln side
chain at S2', it makes no hydrogen bonds; the closest polar groups of the proteinase are NH of Asp $30^{\prime}$ and CO of Gly $48^{\prime}$.

No minimization was performed on the crystal structures utilized for this study. Coordinates of the polar hydrogen atoms were generated with the HBUILD ${ }^{27}$ option of the CHARMM program. Also, atom $\mathrm{O}_{62}$ of the catalytic residue Asp $25^{\prime}$, which was chosen as binding site center for the MCSS simulations, was protonated to form a hydrogen bond with the side chain of Asp 25; i.e., a hydrogen bond is introduced in the plane of the four Asp 25 and Asp $25^{\prime}$ oxygens. This is motivated by the proximity ( $2.6 \AA$ ) between the carboxyl groups of the two catalytic aspartates. ${ }^{7,28}$
The distance between the two terminal blocking groups of MVT-101 from the active site center is approximately

Table II. Minima Found by MCSS

| group | lowest energy ${ }^{\text {a }}$ | highest energy" | cutoff energy ${ }^{\text {b }}$ | no. accepted | no. discarded | no. of clusters ${ }^{\text {c }}$ | largest cluster dimension | no. isolated minimad |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NMA | -51.8 | -10.3 | -9.6 | 83 | 0 | 31 | 9 | 7 |
| acetamide | -49.8 | -12.3 | -9.6 | 91 | 0 | 30 | 11 | 7 |
| methanol | -38.9 | -6.7 | -5.1 | 72 | 0 | 36 | 7 | 13 |
| acetate | -78.1 | -0.9 | -46.5 | 4 | 26 | 4 | 1 | 4 |
| methyl ammonium | -107.7 | -20.5 | -37.5 | 20 | 8 | 8 | 5 | 2 |
| ethyl guanidinium | -101.5 | -18.1 | -37.5 | 163 | 6 | 37 | 21 | 2 |
| propane | -7.8 | -2.6 | -2.4 | 79 | 0 | 15 | 19 | 0 |
| isobutane | -8.9 | -3.7 | -2.4 | 67 | 0 | 16 | 19 | 2 |

${ }^{a}$ Interaction energy with the HIV-1 aspartic proteinase binding site. All energy values are in kcal/mol. ${ }^{6}$ The energy cutoff corresponds to one-half the solvation enthalpy of a particular group (see text); values were derived from refs 49 and 50 . The values for the acetamide and ethyl guanidinium were set equal to the ones of NMA and methyl ammonium, respectively. ${ }^{c}$ The clustering criterion is based on the all-atom RMS deviation (see text); only accepted minima were clustered. ${ }^{\text {d }}$ Isolated minima do not have any other minima within $2.6-\AA$ all-atom RMS deviation.

Table III. Aspartic Proteinase Side Chains-MCSS Minima/Inhibitor Polar Interactionsa

| enzyme residue | MCSS minima |  |  |  |  |  | inhibitors |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\overline{\text { acet }{ }^{\text {b }}}$ | mamm | eguan | NMA | acm | meth | JG-365 | U-85548 | A-74704 | Ace-pepstatin | MVT-101 |
| Arg 8 <br> Asp 25 | $2^{\text {c }}$ | 7 | 37 | 4 | 7 | 65 | Phe P1 (2) <br> Pro P1' (1) | Leu P1 (2) | Phe P1 (3) | Sta P1 (2) | $\begin{aligned} & \hline \text { Arg P3' }^{\prime} \text { (5) } \\ & \text { Nle P1' (1) } \end{aligned}$ |
|  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
| Asp 29 |  | 3 | 36 | 16 | 18 | 11 | Leu P3 (4) <br> Ser P4 (1) <br> Agn P2 (1) | $\begin{aligned} & \text { Gln P3 (4) } \\ & \text { Asn P2 (1) } \end{aligned}$ | Cbz P3 (4) | $\begin{aligned} & \text { Ala P1' (3) } \\ & \text { Sta P2 } \end{aligned}$ | Thr P3 (4) <br> Ace P4 (1) |
|  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
| Asp 30 |  | 1 | 16 | 11 | 15 | 5 | Asn P2 (2) <br> Ser P4 (2) | Asn $P 2$ (2) Ser P4 (1) |  | Sta P2' (3) | Ace P4 (1) |
| Arg $8^{\prime}$ Asp $25^{\prime}$ | 2 |  |  | 13 | 15 | 12 | Leu P3 (1) | Gln P3 (3) |  |  |  |
|  |  | 8 | 44 | 12 | 16 | 2 | Phe P1 (2) | Leu P1 (2) | Phe P1 (2) <br> Phe P1' ${ }^{(1)}$ | Sta P1 (3) | $\mathrm{Nle} \mathrm{P1}{ }^{\prime}$ (1) |
| Asp 29 |  | 4 | 43 | 17 | 15 | 15 | $\begin{aligned} & \mathrm{He} \mathrm{P}^{\prime}(3) \\ & \mathrm{Val} \mathbf{P}^{\prime}(1) \end{aligned}$ | $\begin{aligned} & \mathrm{He} \mathrm{P2}^{\prime}\left({ }^{(2)}\right. \\ & \mathrm{Val} \mathbf{P}^{\prime}(1) \end{aligned}$ | Cbz P3' (1) <br> Cbz P3' (1) | Val P3 (3) <br> Ace P4 (1) | $\begin{aligned} & \text { Arg P3 } \mathbf{P}^{\prime}(5) \\ & \mathbf{G l n} \mathbf{P 2}^{\prime}(2) \\ & \mathbf{G l n} \mathbf{P 2}^{\prime}(3) \end{aligned}$ |
|  |  |  |  |  |  |  |  |  |  |  |  |
| Asp 30 |  | 2 | 18 | 11 | 11 | 5 |  |  |  |  |  |
| Lys 45' |  |  |  | 3 | 2 | 1 |  |  |  |  |  |
| Arg 87' | 1 |  |  | 1 |  | 4 |  |  |  |  |  |


#### Abstract

${ }^{a}$ Charged binding side residues that have at least one N or O atom within 4.2 of any N or O atom of the ligand. Only accepted MCSS minima are considered. Polar and charged side chains of the inhibitors are in bold. Number of contacts with inhibitor residues are in parentheses. Inhibitors are listed from left to right in order of descending affinity, i.e., increasing inhibition constant. ${ }^{6}$ Abbreviations used: acet, acetate; mamm, methyl ammonium; eguan, ethyl guanidinium; NMA, $N$-methylacetamide; acm, acetamide; meth, methanol; Ace, acetyl; Nle, norleucine; Sta, statine; Cbz, carbobenzyloxy. ${ }^{c}$ Number of MCSS minima having at least one N or O atom within 4.2 A of any N or O atom of the proteinase residue.


$12 \AA$. Accordingly, this value was chosen as the radius of the sphere for the initial random distribution of groups for the MCSS. Such a sphere includes the whole enzyme active site, which can be approximated by a cylinder about $24 \AA$ in length with a radius of $5 \AA$. All heavy atoms and polar hydrogens of the proteinase residues in a $20 \AA$ spherical region centered on the $\mathrm{O}_{62}$ of the Asp $25^{\prime}$ side chain were taken into account during the MCSS minimizations, while the field of the entire enzyme was considered when the MCM procedure was applied to the ligand.
2.5. Time Requirements. The MCSS minimizations for the eight functional groups took about 50 h of CPU time on a single processor of a Silicon Graphics Iris 340 GTX. The connecting and clustering of the groups found by MCSS procedure required less than 1 h of CPU time for the hexapeptide ligands. The Monte Carlo minimizations for 15 starting conformations of the hexapeptide inhibitor required about 45 h of CPU time. Thus, the whole procedure required about 4 days of CPU time. Since, for a static protein, the time required for MCSS and MCM depends almost linearly on the number of atoms in the ligand, the determination of the structures of large peptides (up to 12-14 residues) bound to receptors of nearly the same size as in the present application (about 200 residues) could be performed in less than 10 days of CPU time on single processor of a SGI 340.

## 3. Results and Analysis

3.1. MCSS Results. 3.1.1. Distribution of Energy Minima. Table II lists the number of minima and the range of their interaction energies with the HIV-1 proteinase. All minimized positions of the neutral groups were accepted in terms of the enthalpy cutoff, while $29 \%$, $4 \%$, and $87 \%$ of the methyl ammonium, ethyl guanidinium, and acetate minima, respectively, were discarded. The particularly low acceptance ratio of the acetate minima is due in part to the large solvation enthalpy and in part to the presence of several negatively charged residues in the proteinase binding site.
3.1.2. Polar and Charged Group Minima. The MCSS minimized positions were first clustered by the iterative algorithm described in section 2.2. Values of allatom RMS deviations ranging from 2.0 to 3.0 were tested. For the 83 NMA minima, an RMS of $2.6 \AA$ yielded clusters that had the best correlation with one obtained by an analysis of the replica-protein hydrogen bonds. Furthermore, a plot of the number of clusters versus the RMS deviation criterion (from 0 to $12 \AA$ ) showed a sigmoidal character for all of the MCSS groups, the region of maximal slope is located between 2.4 and $2.8 \AA$ (results not shown). The clustering was performed only to facilitate the analysis of the results, since all accepted MCSS minima were included in the generation of ligand molecules (see section 2.2).

Table IV. NMA Clusters with More than One Member in the Complexed Proteinase Structure

| cluster ${ }^{\text {a }}$ | no. | minima in a given cluster ${ }^{\text {b }}$ | interaction energy [kcal/mol] | HB-acce from | HB-don ${ }^{\text {c }}$ to | site |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 9 | 12, 16, 21-24, 26, 28-29 | -34.7 to -29.6 | Wat 511 | Asp 25 or Asp 25' | S1-S1' |
| 2 | 8 | 55-56, 64, 67, 69-70, 72, 74 | -18.4 to -13.0 | B 29 or B 30 | Asp 29 or B 48 | S3-S2 |
| 3 | 7 | 60-61, 65-66, 78, 80-81 | -17.0 to -11.7 | B $29{ }^{\prime}$ | B 48' | S2'-S3' |
| 4 | 5 | 11, 13-14, 27, 31 | -36.3 to -28.8 | Wat 511 | Asp 25 or B 27 | S1 |
| 5 | 5 | 58-59, 62, 75-76 | -17.4 to -13.0 |  | B 27 | S2 |
| 6 | 4 | 20, 34-36 | -30.6 to -27.7 | Wat 511 | B 27' | S1' |
| 7 | 4 | 46, 48, 51, 53 | -25.2 to -21.4 |  | Asp 29 | S3' |
| 8 | 3 | 1-3 | 51.8 to -48.5 | Lys 45' | Asp 30 | S4' |
| 9 | 3 | 8-9, 32 | -39.0 to -28.4 |  | Asp 29 | S3' |
| 10 | 3 | 15, 17, 30 | -33.9 to -28.9 | B48 | Asp 29 or Asp 30 | S4 |
| 11 | 3 | 18-19, 25 | -31.3 to -30.3 | Arg $8^{\prime}$ |  | S4 |
| 12 | 3 | 33, 38, 41 | -28.5 to -27.4 | Arg 8' |  | S4 |
| 13 | 3 | 63, 68, 82 | -15.7 to -10.9 | B 29 | Asp 29 | S3 |
| 14 | 2 | 4-5 | -42.2 to -41.9 | Arg 8 | Asp 29 | S4' |
| 15 | 2 | 6-7 | -41.2 to -40.5 | Arg 8 | B 81 | S4 ${ }^{\prime}$ |
| 16 | 2 | 37, 39 | -27.8 to -27.7 | Arg 8' |  | S4 |
| 17 | 2 | 44,47 | -26.5 to -25.0 | Arg 8' | B 48 | S4 |
| 18 | 2 | 50, 52 | -23.2 to -22.9 |  | B 27 | S2 |

${ }^{a}$ The clusters are ordered in decreasing size. ${ }^{b}$ Minima are numbered in order of increasing interaction energy; i.e., no. 1 has the best interaction energy, no. 2 the next best, and so on. ${ }^{c}$ Most of the NMA minima in a given cluster act as acceptors and/or as donors for one or more hydrogen bonds (HB) with the proteinase residues listed in the corresponding row. The letter B specifies a backbone hydrogen bond.






Figure 4. (a) Stereoview of the 83 MCSS-minimized positions of NMA (thick lines for the heavy atoms and thin lines for polar hydrogens) in the HIV-1 proteinase binding site of the liganded structure (thin lines). $\mathrm{C}_{\alpha}$ atoms of the binding site residues are labeled. (b) Residues at one open end of the binding site (near S4') and the ten lowest minima of NMA; the intermolecular hydrogen bonds between the NMA groups and the protein are dotted. These positions were utilized to design dipeptides with many strong interactions (see section 3.4).

Table III summarizes the polar and charged functional group interactions with charged amino acids in the binding site and at both open ends. There are low-energy minima in the neighborhood of all of the charged side chains. This contrasts with the known inhibitor structures, which have good interactions with only some of the charged groups; e.g., none of the inhibitors have charged interactions with the catalytic Asp 25 and $25^{\prime}$.

Polar groups are distributed over much of the binding site. They tend to form small clusters with less than three members; i.e., 30,18 , and 17 small clusters for methanol, NMA, and acetamide, respectively. Since the NMA functionality is the main-chain peptide group model, we
consider it in detail. The 18 NMA clusters consisting of more than 1 member are listed in Table IV. It can be seen from Tables II and IV that the NMA minima have a wide range of interaction energies; the interaction energy can be as large in magnitude as 5 times the cutoff value. For a given cluster the interactions tend to fall in a relatively narrow range. Most, but not all, of the NMA minima in a given cluster have the same dipole orientation and the same polar interactions; for the partial charges, see Table I. Figure 4 a shows all 83 NMA minima in the HIV-1 binding site; this figure, like the others which include a large number of minima, is meant to illustrate the distribution of groups in the site, rather than the position

Table V. NMA Clusters with More than One Member in the Free Proteinase

| cluster ${ }^{\text {a }}$ | no. | minima ${ }^{\text {b }}$ | interaction energy [kcal/mol] | $\begin{aligned} & \text { HB-acce } \\ & \text { from } \end{aligned}$ | $\begin{gathered} \text { HB-don }{ }^{c} \\ \text { to } \end{gathered}$ | site |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 7 | 17, 20, 22-23, 25, 27, 29 | -27.1 to -26.8 | Arg $8^{\prime}$ |  | S4 |
| 2 | 7 | 18-19, 21, 24, 26, 28, 30 | -27.1 to -26.8 | Arg 8 |  | S4' |
| 3 | 6 | 73, 80, 88, 96, 99, 102 | -14.0 to -10.7 |  | B $48{ }^{\prime}$ | S3 ${ }^{\prime}$ |
| 4 | 6 | 72, 81, 95, 100-101, 103 | -14.0 to -10.7 |  | B 48 | S3 |
| 5 | 5 | 40, 43, 49-51 | -21.0 to -16.8 | Asp 25 |  | S1 |
| 6 | 5 | 61, 63, 70, 86, 91 | -15.8 to -11.5 |  | B 48 | S3 |
| 7 | 5 | 62, 64, 71, 77, 90 | -15.8 to -11.5 |  | B $48^{\prime}$ | S3 ${ }^{\prime}$ |
| 8 | 5 | 79, 89, 97-98, 104 | 13.3 to -9.9 | Asp 25' |  | S1 ${ }^{\prime}$ |
| 9 | 4 | 78, 92-94 | -13.4 to -11.2 |  | B 27 | S2 |
| 10 | 3 | 6, 8, 32 | -30.0 to -26.0 | Arg 8 |  | S4' |
| 11 | 3 | 7,9,31 | -30.0 to -26.0 | Arg 8' |  | S4 |
| 12 | 2 | 1-2 | -53.4 to -52.9 | Lyg 45' | Asp 30' | S4' |
| 13 | 2 | 3-4 | -35.9 to -34.0 | Arg 87' |  | S4' |
| 14 | 2 | 10,16 | -28.3 to -27.2 | Arg 8' |  | S4 |

${ }^{a}$ The clusters are ordered in decreasing size. Only three among the 14 clusters consisting of two minima are listed. ${ }^{6}$ Minima are numbered with respect to their interaction energy. ${ }^{c}$ Most of the NMA minima in a given cluster act as acceptor or as donor for one or more hydrogen bonds (HB) with the proteinase residues listed in the corresponding row. The letter B specifies a backbone hydrogen bond.



Figure 5. (a) The 72 MCSS-minimized positions of methanol. (b) The nine lowest energy methanol minima. (The same conventions as in Figure 4 are used.)
of any given minimum. Most of the minima are in regions of the binding site that correspond to the MVT-101 (see Figure 3). However, the 10 lowest energy NMA minima (Table IV) are at one open end of the binding site (near S4'), which consists of residues Arg 8, Asp 29', Asp 30', Lys 45', Pro 81, and Arg 87' (Figure 4b). They are involved in optimal polar interactions mainly with these charged protein side chains. The largest cluster is formed by 9 NMA minima interacting with both the catalytic aspartates (see Tables III and IV) and Wat 511. It is interesting that the inhibitor does not interact with the catalytic aspartates; it does hydrogen bond to Wat 511.

The acetamide functionality has approximately the same structure and charge distribution as NMA (see Table I). Accordingly, the minima are in essentially the same positions and make the same polar interactions with the protein. Even though acetamide was run with the MCSS method because it better represents a Gln or Asn side
chain than NMA, the results are such that NMA could have been used.

Methanol minima can be found over much of the binding site and also at both open ends. They participate in interactions with most of the charged and polar side chains (see Table III), as well as with many proteinase mainchain NH and CO groups (Figure 5, parts a and b). In fact, the distribution of methanol minima is similar to that of the NMA functionality, as can be seen by comparing Figures 4 and 5. Most of the 20 lowest methanol minima are at the open ends of the binding site. Like NMA and acetamide, the methanol minima include a wide range of energies. The nine lowest energy minima are shown in Figure 5b, which indicates the hydrogen bonds. There are several minima for methanol that interact strongly with Asp 25 and Asp 25'. The lowest energy minima of NMA, acetamide, and methanol (i.e., the three polar groups tested) occupy the same site and act as acceptor for the


Figure 6. The 30 MCSS-minimized positions of acetate. $\mathrm{C}_{a}$ atoms of the binding site residues and methyl carbons of the 10 lowest energy acetate minima are labeled. Hydrogen bonds of the four accepted acetate minima are dotted. (The same conventions as in Figure 4 are used.)
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Figure 7. (a) The 20 MCSS-minimized positions of methyl ammonium. $\mathrm{C}_{a}$ atoms of the binding site residues and methyl carbons of the 10 lowest energy methyl ammonium minima are labeled. (b) Methyl ammonium minima $4,5,9,12$, and 16 , which act as donors with three or four hydrogen bonds (dotted lines) to the catalytic aspartates and/or the backbone CO of Gly 27 or Gly 27 '. (The same conventions as in Figure 4 are used.)

Lys $45^{\prime}$ side chain and as donor for the Asp $30^{\prime}$ side chain. The interaction energy of methanol in this position is 8 times the cutoff value ( $-38.9 \mathrm{kcal} / \mathrm{mol}$ ), while for NMA it is 5 times the cutoff ( $-51.8 \mathrm{kcal} / \mathrm{mol}$ ).

Acetate has relatively few highly favorable positions (Figure 6). Only four acetate minima, two at one open end of the binding site near Arg 8 and Arg 87', and two at the other end near Arg $8^{\prime}$ (see labeled minima in Figure 6), have an interaction energy lower than the cutoff.

The positively charged functional groups (methyl ammonium and ethyl guanidinium) show a large number of
strongly interacting minima. There is a narrower range of energies, relative to the cutoff, than for the polar groups. This is due primarily to the large cutoff energy for the charged groups. The interaction energies are very large in magnitude; the most favorable values are $-107.7 \mathrm{kcal} /$ mol for methyl ammonium and $-101.5 \mathrm{kcal} / \mathrm{mol}$ for ethyl guanidium. The 20 accepted methyl ammonium minima can be grouped into eight clusters, the largest of which contains five minima in the vicinity of the catalytic residues Asp 25 and $25^{\prime}$ (Figure 7, parts a and b). The three lowest minima of methyl ammonium make a salt bridge with the
a
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Figure 8. (a) The 10 lowest energy ethyl guanidinum minima and 10 among the 21 minima of the largest cluster. $\mathrm{C}_{\alpha}$ atoms of the binding site residues and methyl carbons of the 10 lowest energy minima are labeled. (b) Ethyl guanidinium minima 33 and 35 each donate seven hydrogen bonds (dotted lines) to the catalytic aspartates and one to the backbone CO of Gly 27 or $\mathrm{Gly} 27^{\prime}$. (The same conventions as in Figure 4 are used.)
side chain of Asp 30 (site S4, minimum 1) or Asp $30^{\prime}$ (site S4', minima 2 and 3). None of the eight discarded methyl ammonium positions interact with a charged group.

The largest number of minima (169) were found for the ethyl guanidinium functionality of which only six were discarded by the cutoff criterion. That there are so many minima is due primarily to the several possible orientations of both the ethyl and guanidinium groups in each favorable site (Figure 8, parts a and b). The largest cluster contains 21 minima interacting with the backbone CO group of Gly 27 and Gly 48 and with the side chain of Asp 29 at the S3-S2 site. The interaction energies associated with this cluster range from -54.5 to $-39.1 \mathrm{kcal} / \mathrm{mol}$. The second largest cluster is formed by 15 minimized positions interacting with the CO of Gly $27^{\prime}$ and the Asp 29 side chain; their interaction energy ranges from -76.4 to -57.6 $\mathrm{kcal} / \mathrm{mol}$. The third and fourth largest clusters consist of 14 and 13 members, respectively; they interact with the catalytic aspartates. The four lowest minima of ethyl guanidinium participate in a double salt bridge with the Asp 29 and Asp 30 side chains (siteS4, Figure 8a). Minima 5-7 are at the opposite end of the binding site (site $\mathbf{S 4}{ }^{\prime}$ ) where they make a double salt bridge with Asp $29^{\prime}$ and Asp 30'; their interaction energy ranges from -98.6 to -97.9 $\mathrm{kcal} / \mathrm{mol}$. Minimum 9 is isolated and has an interaction energy of $-93.1 \mathrm{kcal} / \mathrm{mol}$; it makes a salt bridge with the side chain of Glu $34^{\prime}$, which is located on the outside surface of the protein.

Although the three lowest minima of methyl ammonium and 19 among the 20 lowest minima of ethyl guanidinium
interact with either Asp 29 and Asp 30 or Asp $29^{\prime}$ and Asp $30^{\circ}$ (at the two open ends of the binding site), several minima of both groups interact with the catalytic aspartates. This suggests that an ammonium group could be introduced into a ligand; e.g. the backbone methylene group in the P 1 position could be replaced by a $\mathrm{CHNH}_{3}{ }^{+}$ or the methylene group could be joined to a $\mathrm{CH}_{2} \mathrm{NH}_{3}{ }^{+}$ moiety.
3.1.3. Hydrogen Bonds. To analyze the contribution of hydrogen bonds to the interactions, a list of all intermolecular hydrogen bonds was generated with the same criteria as used in section 2.4. Both polar and charged group minima involve positions where several hydrogen bonds are present. There is no simple correlation between the number of hydrogen bonds and the interaction energy (Table VI), although the lowest energy minima of polar and charged groups usually participate in more hydrogen bonds then those with intermediate energy. Most of the discarded minima, with exception of those involving ethyl guanidinium, make one or no hydrogen bond. The hydrogen bonds formed by the lowest energy minima of NMA, methanol and acetate are shown in Figures 4b, 5b, and 6.
Almost all NMAs and acetamides act either as donor or as acceptor or as both with the charged proteinase side chains and with several backbone atoms of the binding site. Table III lists the proteinase side chains that are involved in hydrogen bonds with the NMA minima, while Figure 4b shows the hydrogen bonds formed by the 10

Table VI. Energy and Number of Hydrogen Bonds of the 10 Lowest Energy Minima ${ }^{a}$

| minimum ${ }^{\text {b }}$ | acetate |  | mamm |  | eguan |  | NMA |  | acetamide |  | methanol |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 4 | -78.1 | 2 | -107.7 | 4 | -101.5 | $4(2)^{\text {c }}$ | -51.8 | 3 (2) | -49.8 | 2 (1) | -38.9 |
| 2 | 5 | -76.3 | 2 | -100.6 | 4 | -101.2 | 3 (2) | -49.5 | 2 (1) | -48.1 | 3 (1) | -29.0 |
| 3 | 3 | -71.0 | 2 | -100.2 | 4 | -100.8 | 2 (1) | -48.5 | 3 (1) | -39.0 | 3 (2) | -28.0 |
| 4 | 1 | -48.7 | 3 | -71.2 | 4 | -100.8 | 3 (1) | -42.2 | 3 (1) | -38.4 | 2 (0) | -26.9 |
| 5 | 2 | -25.5 | 3 | -70.7 | 5 | -98.6 | 3 (1) | -41.9 | 2 (2) | -36.8 | 2 (0) | -26.8 |
| 6 | 4 | -25.4 | 2 | -70.4 | 5 | -98.3 | 3 (1) | -41.2 | 4 (3) | -36.8 | 2 (2) | -26.3 |
| 7 | 2 | -24.7 | 2 | -69.2 | 5 | -97.9 | 3 (1) | -40.5 | 2 (2) | -36.7 | 1 (0) | -22.2 |
| 8 | 1 | -23.9 | 2 | -69.0 | 4 | -95.4 | 1 (1) | -39.0 | 2 (1) | -35.4 | 2 (0) | -22.0 |
| 9 | 2 | -22.0 | 4 | -68.9 | 4 | -93.1 | 2 (2) | -37.4 | 3 (2) | -34.6 | 2 (1) | -21.9 |
| 10 | 3 | -20.9 | 2 | -68.3 | 4 | -92.5 | 3 (1) | -37.1 | 2 (1) | -34.0 | 2 (1) | -20.6 |

${ }^{a}$ A cutoff of $3.5 \AA$ for the heavy atoms distance and of $90^{\circ}$ for the donor-hydrogen-acceptor angle were used. ${ }^{b}$ Sorted by ascending interaction energy. ${ }^{\text {c For groups that can act as both donor and acceptor, the total number of hydrogen bonds is listed first and the number }}$ of hydrogen bonds in which the group acts as a donor is given in parentheses.

Table VII. van der Waals Contacts of Propane

| minima ${ }^{\text {a }}$ | energy ${ }^{\text {b }}$ | surface ${ }^{\text {c }}$ | d | $e$ | pocket | proteinase residues |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | -7.80 | 24.4 | 13 | 5 | S2 | Asp 29 | Asp 30 | Val 32 | Gly 48 |  |  |
| 2 | -7.62 | 25.2 | 12 | 4 | S2 | Asp 29 | Asp 30 | Gly 48 |  |  |  |
| 3 | -7.48 | 19.8 | 8 | 2 | S2 | Asp 29 | Asp 30 | Gly 48 |  |  |  |
| 4 | -6.96 | 29.5 | 11 | 5 | S2' | Ala $28{ }^{\prime}$ | Asp 29 | Asp 30 | Val 32' | Ile 47' |  |
| 5 | -6.92 | 22.6 | 10 | 4 | S2' | Asp 29' | Asp 30 | Val 32' | He 47' | He 50 |  |
| 6 | -6.87 | 30.6 | 13 | 5 | S2' | Ala 28' | Asp 29 | Asp 30 | Val 32' | Ile 47' | Gly $48^{\prime}$ |
| 7 | -6.51 | 46.1 | 18 | 6 | S3 | Arg 8' | Leu 23' | Gly 27 | Asp 29 |  |  |
| 8 | -6.16 | 22.7 | 13 | 1 | S1-S1' | Asp 25 | Asp 25' | Gly 27 | Gly $27{ }^{\prime}$ | Wat 611 |  |
| 9 | -6.16 | 26.4 | 12 | 1 | S1-S1' | Asp 25 | Asp 25' | Gly 27 | Gly 27 ' | Ala 28 | Wat 511 |
| 10 | -6.16 | 49.4 | 14 | 4 | S3 | Arg $8^{\prime}$ | Gly 27 | Asp 29 |  |  |  |
| 11 | -6.12 | 44.8 | 15 | 5 | S3' | Arg 8 | Leu 23 | Gly 27 ' | Asp 29 |  |  |
| 12 | -6.06 | 38.5 | 18 | 6 | S3 | Arg 8' | Leu $23^{\prime}$ | Gly 27 | Asp 29 |  |  |
| 13 | -6.04 | 24.9 | 12 | 0 | S1-S1' | Asp 25 | Asp 25' | Gly 27 | Gly 27 ' | Wat 511 |  |
| 14 | -6.00 | 69.8 | 18 | 8 | Surface | Leu 5 | Trp 6 | Arg 87' | Asn 88' | Thr 91' |  |
| 15 | -5.96 | 52.4 | 16 | 5 | S $3^{\prime}$ | Arg 8 | Leu 23 | Gly $27{ }^{\prime}$ | Asp 29' |  |  |
| 16 | -5.95 | 60.8 | 9 | 2 | Surface | Glu 21' | Glu 34' | Val $82^{\prime}$ | Asn 83' |  |  |
| 17 | -6.85 | 23.1 | 9 | 1 | S1' | Asp 25 | Asp 25' | Gly 27' | He 84 | Wat 511 |  |
| 18 | -5.85 | 23.6 | 7 | 1 | S1' | Asp 25 | Gly $27{ }^{\prime}$ | Mle 50 | Wat 511 |  |  |
| 19 | -5.84 | 23.8 | 11 | 3 | S1' | Asp 25 | Asp 25' | Gly 27 | He 84 | Wat 511 |  |
| 20 | -5.84 | 24.7 | 11 | 2 | S1-S1' | Asp 25 | Asp 25' | Gly 27 | Gly 27 ' | Wat 511 |  |

${ }^{a}$ The 20 lowest energy propane and isobutane minima are listed. ${ }^{b}$ Interaction energy in kcal/mol. ${ }^{c}$ Accessible surface area in $\AA^{2}$. ${ }^{d}$ Number of intermolecular heavy atom contacts (distance value smaller than $4.2 \AA$ ). 'Number of intermolecular contacts with protein carbon atoms (distance value smaller than $4.2 \AA$ ). T The binding pocket is defined as the residues of the protein that have at least one atom within $4.2 \AA$ of any atom of the ligand.
lowest energy NMA minima. For eight of these minima, the NMA group acts as both donor and acceptor and forms between 4 (lowest minimum) and 1 (third highest minimum) hydrogen bonds (minima 8 and 9 act only as donors); in the majority of cases there are more acceptor hydrogen bonds to the carbonyl than donor hydrogen bonds from the NH group. This is in accord with simulation studies, which have shown that $\mathrm{C}=0$ 's tend to act as acceptors for two hydrogen bonds, while NH's act as donors of one hydrogen bond. ${ }^{29}$

In the methanol minima, the OH hydrogen often interacts with backbone carbonyl oxygens and with charged side chains, such as those of Glu 21, Asp 25, Asp 29, Asp 30, and the corresponding residues of the other chain of the proteinase (see Table III). The 10 lowest energy minima of NMA (Figure 4b), acetamide, and methanol (Figure 5b) form hydrogen bonds with the side chains of Arg 8, Lys 45', Arg $87^{\prime}$ (donors) and Asp 29', Asp $30^{\prime}$ (acceptors).

Among the 20 accepted methyl ammonium minima, 2, 4,13 , and 1 donate $4,3,2$, and 1 hydrogens, respectively. Ten of these minima participate in at least one hydrogen bond with the catalytic residues Asp 25 and Asp 25' (Figure $7 \mathrm{a})$.

Most of the 163 accepted ethyl guanidinium minima make three or more hydrogen bonds; among these, 42 minima are involved in 1-7 hydrogen bonds with the catalytic residues Asp 25 and Asp 25' (Figure 8b).
3.1.4. Apolar Groups. Apolar groups tend to bind in cavities where they have a large number of favorable van der Waals contacts with the protein. For propane and isobutane the results are very similar so we describe only the former. There is a distribution of interaction energies which peaks strongly at a value 2-3 times the cutoff value. However, the absolute range of interaction energies is relatively small and, in particular, the 20 lowest minima are very close in energy (see Table VII). The propane and isobutane groups yield 15 and 16 clusters, respectively. The two largest clusters of both apolar functionalities are at the S 1 and $\mathrm{S1}^{\prime}$ 'subsites (Figure 9). This is in agreement with the requirement of hydrophobic residues at these subsites in most of the sequences of HIV-1 proteinase inhibitors. ${ }^{30,31}$ Among the 20 lowest propane minima, two or more bind in each subsite of the proteinase binding pocket; the same is true for isobutane. Table VII lists the binding pockets of the best 20 propane minima; the proteinase residues involved correspond to the residues which contact the side chains of inhibitors MVT-101 and A-74704 (cf. Table 2 of ref 7 and Table 1 of ref 21 ). In many cases, polar and charged proteinase residues are involved and some of the contacts are to the aliphatic portions of these sidechains. (See Table VII, column 5.) The six lowest energy minima of propane and the four lowest minima of isobutane involve the S 2 or S 2 ' subsites; S2 is the pocket of the Ile P2 side chain of the inhibitor.


Figure 9. The 79 propane minima. (The same conventions as in Figure 4 are used.)
Table VIII
a. NMA Minima Found by MCSS Near the Inhibitor Backbone

| AA site | $\begin{gathered} \text { Ace-Thr } \\ \text { P4-P3 } \end{gathered}$ | $\begin{gathered} \hline \text { Thr-Hle } \\ \text { P3-P2 } \end{gathered}$ | $\begin{aligned} & \text { Ile-Nle } \\ & \text { P2-P1 } \end{aligned}$ | $\begin{aligned} & \text { Nle-Nle } \\ & \text { P1-P1' } \end{aligned}$ | $\begin{aligned} & \text { Nle-Gln } \\ & \text { P1'-P2 }^{\prime} \end{aligned}$ | $\begin{aligned} & \hline \text { Gln-Arg } \\ & \mathrm{P}^{\prime}-\mathrm{P} 3^{\prime} \end{aligned}$ | Arg-amide P3'-P4' |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| rank | 30 | 55 | 40 | 11 | 20 | 78 | 49 |
| energy ${ }^{\text {a }}$ | -32.5 | -22.0 | -31.0 | -39.9 | -34.2 | -16.1 | -27.2 |
| RMS ${ }^{\text {b }}$ | 2.1 | 2.0 | 1.9 | 2.4 | 0.9 | 1.2 | 1.8 |
| c | 2 | 4 | 4 | 1 | 6 | 3 | 1 |
| $d$ | 2 | 4 | 0 | 0 | 0 | 3 | 1 |
| $\boldsymbol{e}$ | 3 | 2 | 2 | 6 | 1 | 3 | 0 |
| $E_{0}{ }^{\prime}$ | -28.1 | -8.0 | -23.7 |  | -30.6 | -9.2 | -23.1 |
| $E_{\text {min }}{ }^{\text {a }}$ | -37.6 | -22.0 | -34.0 |  | -34.2 | -16.1 | -27.2 |
| rank ${ }^{\text {h }}$ | 15 (2.2) | 55 | 22 (3.3) |  | 20 | 78 | 49 |

b. Minima Found by MCSS Near the Inhibitor Side Chains

| AA site | $\begin{gathered} \text { Thr } \\ \text { P3 } \end{gathered}$ | $\begin{aligned} & \text { Ile } \\ & \text { P2 } \end{aligned}$ | Nle <br> P1 | $\begin{aligned} & \mathrm{Nle} \\ & \mathrm{P}^{\prime} \end{aligned}$ | $\begin{gathered} \text { Gln } \\ \mathbf{P}^{\prime} \end{gathered}$ | $\begin{aligned} & \text { Arg } \\ & \text { P3 }^{\prime} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| group | methanol | propane | propane | propane | acetamide | ethyl guanidinium |
| rank | 68 | 3 | 47 | 25 | $89$ | 41 |
| energy ${ }^{\text {a }}$ | -9.3 | -7.5 | -5.1 | -5.7 | -25.1 | -59.5 |
| RMS ${ }^{\text {b }}$ | 1.8 | 1.8 | 0.9 | 2.0 | 2.1 | 2.4 |
| $E_{0}{ }^{\prime}$ | -7.7 | 2.3 | -3.3 | 2.6 | -13.1 | -29.0 |
| $E_{\text {min }}{ }^{\text {a }}$ | -18.8 | -7.5 | -5.1 | -5.9 | -25.6 | -59.5 |
| rank ${ }^{\text {i }}$ | 20 (2.7) | 3 | 47 | 18 (2.1) | 85 (2.2) | 41 |

${ }^{\circ}$ Interaction energy with the HIV-1 aspartic proteinase binding site. All values are in $\mathrm{kcal} / \mathrm{mol}$. ${ }^{b}$ All-atom RMS deviations in A between a NMA group found by MCSS and the nearest corresponding group in the experimental structure of the inhibitor. ${ }^{c}$ Number of NMA minima within $2.6 \AA$ of the experimental structure. ${ }^{d}$ Same as in $c$ for the complexed proteinase without Wat 511 . e Same as inc for the native proteinase. $f$ Interaction energy of the corresponding group in the inhibitor X-ray structure. 8 Interaction energy of the corresponding group in the inhibitor X-ray structure after conjugate gradient minimization. ${ }^{h}$ Gives rank of minimum to which the NMA converged from the peptide group in the inhibitor; the RMS deviation of the different minima are given in parentheses (in $\AA$ ). ${ }^{i}$ Gives rank of minimum to which the group converged from the corresponding side chain group in the inhibitor; the RMS deviation of the different minima are given in parentheses (in $\AA$ ).

The algorithm of Lee and Richards ${ }^{32}$ was used in the CHARMM program to determine the accessible surface area of for the 10 lowest minima of propane and isobutane; a probe radius of $1.4 \AA$ was chosen. The accessible surface area of isolated propane (isobutane) measures about 221 $\AA^{2}\left(245 \AA^{2}\right)$. Upon binding, the average value of the accessible surface area was 30 and $38 \AA^{2}$ for the 10 lowest energy minima of propane and isobutane, respectively; i.e., a significant reduction in accessible surface area takes place. The accessible surface area of the 20 lowest propane minima are given in Table VII.
3.1.5. Comparison of MCSS Minima with the MVT101 Inhibitor. As a first step in evaluating the results, we compare the MCSS minima with the positions of corresponding moieties in the MVT-101 inhibitor. All of the backbone peptide groups of the inhibitor correspond to one or more NMA minima in the MCSS functionality map. (See Table VIII and Figure 10.) The intermolecular backbone hydrogen bonds of the experimental structure are present in several NMA minima. In particular, the

NMA minima listed in Table VIIIa form the backbone donor and acceptor hydrogen bonds observed in the crystal structure of the inhibitor complex (Figure 10). Also, all inhibitor side-chain positions were found by at least one appropriate functional group with an RMS deviation of $2.4 \AA$ or less. (See Table VIIIb and Figure 10.) It is likely that some of the deviations are due to the fact that the binding of the complete inhibitor is not ideal in terms of individual functional group interactions. The largest RMS deviation between inhibitor peptide group and nearest NMA minimum is at position $\mathrm{P} 1-\mathrm{P} 1^{\prime}(2.4 \AA$, Table VIIIa); this discrepancy is due to the absence of the oxygen atom in the reduced inhibitor.

A conjugate gradient minimization of NMA replacing each peptide group of the inhibitor (except the reduced one) was performed in the static proteinase; a convergence criterion for the energy gradient of $10^{-4} \mathrm{kcal} /(\mathrm{mol} \AA$ ) was used. The initial interaction energies for the six groups are listed in Table VIIIa. The minimization of the inhibitor NMA positions yielded six among the 83 NMA minima




Figure 10. Stereoview of MCSS minima (thick lines) nearest to the corresponding groups of the crystal structure of MVT-101 (medium lines); binding site residues participating in hydrogen bonds and/or hydrophobic contacts with the inhibitor are shown (thin lines) together with the hydrogen-bonded water molecule (Wat 511). Intermolecular backbone hydrogen bonds are dotted. $\mathrm{C}_{\alpha}$ atoms of the complexed proteinase (one letter code) and of the inhibitor (three letter code) are labeled, together with the $\alpha$-carbon of the NMA. minimized positions.





Figure 11. (a) Stereoview of the 104 accepted NMA minima (thick lines) in the binding site of the native proteinase (thin lines). (b) Stereoview of 49 NMA minima (thick lines) in the native proteinase (thin lines), which were not present in the complexed proteinase structure (within 2.6-A RMS deviation).
found by MCSS (Table VIIIa); four of the minima are the same and two are different from the closest MCSS minimum. For the six side chains, three of the positions converged to the closest MCSS minimum on minimization and three did not (see Table VIIIb). Both for the main chain and the side chains, the different minima have better interaction energies with the protein and are only slightly further from the corresponding inhibitor position than the closest MCSS minimum.

The best backbone and side-chain MCSS minima in terms of closeness to the hexapeptide inhibitor position are generally not the lowest energy minima for the functional groups; e.g. from Table VIIIa, the NMA minima rank between 11 and 78 relative to the total number of 83 minima within the cutoff. This makes it clear that all of the MCSS minima have to be considered in the construction of oligopeptides (section 3).
Four methanol minima donate a hydrogen bond to Asp
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Figure 12. (a-d) Four sequences of 7 NMA minima (thick lines) in the complexed proteinase (thin lines) found by the connecting algorithm: (a) extended, same direction as in crystal structure; before (thick lines) and after (medium lines) minimization; (b) extended, opposite direction from the crystal structure; before (thick lines) and after (medium lines) minimization; (c) turn at residues 1-5; (d) turn at residues 3-6.

25 (Figure 5a). Two of them have a heavy-atoms RMS deviation less than $1.8 \AA$ from the corresponding atoms in the hydroxyethylamine moiety of JG365 and the hydroxyethylene moiety of $\mathrm{U}-85548$, two substrate-based inhibitors with known crystal structures that bind $10^{3}$ times more tightly than MVT-101 (see also section 3.3). ${ }^{22,28}$ The distance between the oxygen atom of methanol minimum 48 and the hydroxyl oxygen of JG365 ( $\mathrm{U}-85548$ ) is $1.1 \AA$ (1.5 $\AA$ ).
3.1.6. Role of Wat 511. To investigate the importance of Wat 511, which is present in all crystallographic complexes of HIV-1 aspartic proteinase with inhibitors. $7,21,22,28,33,44$ further MCSS runs were performed for NMA, methanol, acetate, and methyl ammonium with the HIV-1 structure from the complex, ${ }^{7}$ but without Wat 511. The MCSS results with or without Wat 511 are essentially the same for the charged and polar groups that were examined, except in the vicinity of the S 2 to $\mathrm{S}^{\prime}$ subsites (see Tables VIIIa, row with footnote d). Approximately the same number of minima were found and the same positions and orientations were present. For methyl ammonium and acetate, the RMS deviation between corresponding minima is less than $0.1 \AA$ in most cases. For methanol, two additional minima were found; they occupy the position of Wat 511 acting as acceptor for the amino groups of the flap residues Ile 50 and Ile $50^{\prime}$. The NMA minima in the P4-P3, P3-P2, $\mathrm{P}^{\prime}-\mathrm{P}^{\prime}{ }^{\prime}$, and $\mathrm{P}^{\prime}-\mathrm{P}^{\prime}{ }^{\prime}$ sites have the same positions and orientations as in the run with Wat 511. The 11 NMA minima between P2 and P2 ${ }^{\prime}$ (i.e., in subsites $\mathrm{P} 2-\mathrm{P} 1, \mathrm{P} 1-\mathrm{P1}^{\prime}, \mathrm{P1}^{\prime}-\mathrm{P} 2^{\prime}$ ) characterized by a RMS deviation from the corresponding peptide group in the experimental inhibitor structure that is smaller than $2.6 \AA$, were not present in the run without Wat 511. (See Table VIIIa.) This finding supports the essential role of this water molecule in mediating hydrogen bonds between the proteinase flaps and the inhibitor backbone. This is a major difference between the structures of complexes between HIV-1 proteinase and inhibitors, $, 7,21,2,2,28,33,34$ and those of cellular aspartic proteinases and inhibitors, ${ }^{35-41}$ which do not contain this fully buried water molecule. Hence, the functional replacement of this water molecule should yield improved specificity. ${ }^{21,22}$ The presence of two additional methanol minima at the water position confirms that it should be possible to design an HIV-1
proteinase selective inhibitor, which contains an oxygen atom in the appropriate position. One possibility is to covalently cross-link the inhibitor main-chain P 2 and $\mathrm{P} 1^{\prime}$ CO groups with a $\mathrm{CH}_{2} \mathrm{OCH}_{2}$ moiety; cross-links of peptide main chain and side chains have been suggested to be of general utility in inhibitor design. ${ }^{\text {1b }}$ In addition to mimicking the interactions of the water molecule, such an inhibitor might bind better because the entropy loss involved in confining the water molecule and in selecting a specific main-chain conformation would not be present.
3.1.7. MCSS Results for the Native Proteinase. The MCSS methodology was also utilized for NMA in the free structure of HIV-1 aspartic proteinase. 9 The crystal structure of the unliganded enzyme does not contain a water molecule corresponding to Wat 511 ; accordingly no such molecule was included in the model. With the same methodology, 104 minima were accepted and 31 were discarded. Figure 11a shows the accepted NMA minima in the free proteinase structure, and Figure 11b shows those that are bound in significantly different regions from the results for the complexed proteinase. The additional minima are near the flaps and near residues $80-82$ and $80^{\prime}-82^{\prime}$. These are the regions that are most affected by the binding of the inhibitor. The lowest energy minima ( $1,2,3,4,6$, and 8 ) are at the same open end of the binding site as in the liganded structure, while minimized positions $5,7,9$, and 10 are at the other open end.
Table V, shows the clusters of NMA minima in the free proteinase together with their interaction energy ranges; they can be compared with the results for the complexed structure in IV. From the RMS deviation between NMA minima in the free and complexed proteinase, only four among the 40 lowest energy NMA minima in the free proteinase were not present in the complexed structure (within $2.6-\AA$ RMS deviation), whereas 14 among the 20 highest energy minima were not present; conversely, only four among the 40 lowest energy NMA minima in the complexed proteinase were not found in the native structure, whereas 11 among the 20 highest were not found. This implies that most of the additional NMA minima found in the free structure are characterized by a relatively small interaction energy. It is clear that differences between the complexed and native structure affect the distribution of functional group positions in the binding

Table IX. All-Atom RMS Deviation between Monte Carlo-Minimized MVT-101 Structures

|  | U2 | U3 | U4 | U5 | U6 | U7 |  | D2 | D3 | D4 | D5 | D6 | D7 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| U1 | 8.0 | 7.4 | 4.0 | 4.5 | 4.9 | 4.2 | D1 | 2.4 | 2.5 | 3.1 | 2.8 | 4.7 | 3.3 |
| U2 |  | 2.3 | 8.0 | 6.6 | 5.8 | 7.0 | D2 |  | 3.4 | 3.9 | 3.6 | 5.0 | 3.8 |
| U3 |  |  | 7.5 | 6.0 | 5.4 | 6.4 | D3 |  |  | 2.1 | 1.8 | 5.3 | 3.4 |
| U4 |  |  |  | 6.2 | 5.6 | 5.0 | D4 |  |  | 5.8 |  |  |  |
| U5 |  |  |  |  | 2.1 | 3.4 | D5 |  |  |  | 2.1 | 5.7 | 3.2 |
| U6 |  |  |  |  |  | 4.1 | D6 |  |  | 5.1 |  |  |  |
|  |  |  |  |  |  |  |  |  | 5.3 | 3.5 | 5.6 |  |  |
|  |  |  |  |  |  |  |  |  | 4.3 | 8.1 |  |  |  |

${ }^{a}$ RMS deviations (in $\AA$ ) after MCM minimization.
Table X. RMS Deviation and Energy of the 15 Lowest Energy Complexes ${ }^{\text {a }}$

| structure | $\begin{gathered} \mathrm{RMS}^{\mathrm{R}} \\ \mathrm{C}_{\boldsymbol{\alpha}}-\mathrm{C}_{\mathcal{A}} \\ \mathrm{vg} \mathrm{X}[A] \end{gathered}$ | RMS ${ }^{\text {c }}$ backbone vs X [ A ] | $\begin{gathered} \mathrm{RMS}^{d} \\ \text { all } \\ \text { vs } \mathbf{X}[\AA] \end{gathered}$ | $\begin{gathered} \text { RMSe } \\ \text { all } \\ \text { vs Xm }[\mathrm{A}] \end{gathered}$ | $\begin{gathered} E_{\text {tof }} \\ \text { conjug } \\ \text { gradient } \\ \text { [kcal/mol] } \end{gathered}$ | $\underset{\substack{\text { final } \\[\mathrm{kcal} / \mathrm{mol}]}}{E_{\text {onf }}}$ | $\begin{gathered} E_{\mathrm{vdW}} \mathrm{int}^{h} \\ \text { final } \\ {[\mathrm{kcal} / \mathrm{mol}]} \end{gathered}$ | $\begin{gathered} E_{\text {alo } \operatorname{int}^{i}}^{\text {final }} \\ {[\mathrm{kcal} / \mathrm{mol}]} \end{gathered}$ | $\begin{gathered} E_{\text {interalal }}{ }^{j} \text { final } \\ {[\mathrm{kcal} / \mathrm{mol}]} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{Xm}^{\text {n }}$ | 0.9 | 1.2 | 2.6 | 0.0 | -310.9 | -326.4 | -40.0 | -160.2 | -126.2 |
| U1 | 3.1 | 3.0 | 4.2 | 3.5 | -271.5 | -324.9 | -49.4 | -163.5 | -112.0 |
| U2 | 6.5 | 6.2 | 7.1 | 6.7 | -292.0 | -310.1 | -36.8 | -192.3 | -81.0 |
| U3 | 5.9 | 5.7 | 6.7 | 6.1 | -283.1 | -303.3 | -40.1 | -197.4 | -65.8 |
| U4 | 1.7 | 2.3 | 2.1 | 3.0 | -270.4 | -301.5 | -48.7 | -146.7 | -106.1 |
| U5 | 3.6 | 1.9 | 5.1 | 4.5 | -258.1 | -297.0 | -36.5 | -190.0 | -70.5 |
| U6 | 4.0 | 2.2 | 5.3 | 4.6 | -275.9 | -291.4 | -49.5 | -176.1 | -65.8 |
| U7 | 3.6 | 3.0 | 4.9 | 4.3 | -270.1 | -287.3 | -34.5 | -176.2 | -76.6 |
| D1 | 2.1 |  |  |  | -272.7 | -334.4 | -44.6 | -170.2 | -119.6 |
| D2 | 2.3 |  |  |  | -306.1 | -330.6 | -45.8 | -187.6 | -97.2 |
| D3 | 0.9 |  |  |  | -299.3 | -330.2 | -48.0 | -181.2 | -101.0 |
| D4 | 2.0 |  |  |  | -299.6 | -322.6 | -48.0 | -190.3 | -84.3 |
| D5 | 1.1 |  |  |  | -278.2 | -312.2 | -45.1 | -161.1 | -106.0 |
| D6 | 4.6 |  |  |  | -272.2 | -289.9 | -37.1 | -190.3 | -62.5 |
| D7 | 3.1 |  |  |  | -278.8 | -283.9 | -33.0 | -206.8 | -44.1 |
| D8 | 5.4 |  |  |  | -260.5 | -280.9 | -38.9 | -175.4 | -66.5 |

${ }^{a}$ Results for the 15 lowest energy conformations selected by conventional minimization (see text). Structures $U$ have the same chain direction as in the crystal structure of the complex, whereas the D conformations have the opposite direction. Both are sorted by ascending total energy. ${ }^{6}$ RMS deviation of the $\mathrm{C}_{\alpha}$ and $\mathrm{C}_{\beta}$ atoms between Monte Carlo-minimized structures ( 300 cycles) and X-ray inhibitor (X). This comparison criterion was introduced since it does not depend on the chain direction. ${ }^{c}$ Backbone-atom ( $\mathrm{N}, \mathrm{C}_{a}, \mathrm{C}, \mathrm{O}$ ) RMS deviation between Monte Carlo-minimized structures ( 300 cycles) and X. ${ }^{\text {d All-atom RMS deviation between Monte Carlo-minimized structures ( } 300 \text { cycles) and }}$ X. 'All-atom RMS deviation between Monte Carlo-minimized structures ( 300 cycles ) and thestructure obtained after Monte Carlo minimization of the X-ray inhibitor ( $\mathbf{X m}$ ). ${ }^{\prime}$ Total energy inter- plus intramolecular after conventional minimization to $0.01 \mathrm{kcal} /\left(\mathrm{mol} \AA\right.$ ). ${ }^{8}$ Total energy after 300 cycles of MCM. ${ }^{h}$ van der Waals interaction energy between inhibitor and proteinase after MCM. ${ }^{i}$ Electrostatic interaction energy between inhibitor and proteinase after MCM. ${ }^{j}$ Internal energy of the inhibitor after MCM. ${ }^{h}$ X-ray structure after 300 cycles of MCM.
site. Since these differences are predominantly (although not exclusively) among the higher energy minima, it is likely that common peptides would be found in calculations for the two protein structures. Thus, studies of native proteinase could have been employed to obtain useful information, if the complexed structure were not available.

Ten NMA minima accept one hydrogen bond from the backbone NH group of flap residues Gly 48 or Gly 48'; further, minima 41 and 42 act as acceptors for both the Ile 50 and Ile $50^{\prime} \mathrm{NH}$ groups (only four NMA minima in the complexed proteinase act as acceptors for NH groups of flap residues).

The RMS deviation between NMA minima in the unliganded proteinase and peptide groups in the inhibitor were computed. For this purpose, the position of the inhibitor inside the uncomplexed binding site was obtained by rigidly superimposing the crystal structures of the free and complexed proteinase. It was found that all peptide group positions, except the $\mathrm{P}^{\prime}-\mathrm{P} 4^{\prime}$ position, were within $2.6 \AA$ of at least one MCSS minimum (see Table VIIIa). Further, all intermolecular backbone hydrogen bonds are present in several NMA minima. Failure to obtain the $\mathrm{P}^{\prime}-\mathrm{P}^{\prime}$ ' position is due to the lack of accessible space between the Arg 8 and Asp 29 side chains, which make a salt bridge in the native proteinase and move to an alternative position in the complexed system. Results for hexapeptide main chains obtained by connecting these NMA minima are described briefly at the end of section 3.2.1.
3.2. Hexapeptide Results. 3.2.1. Construction of Hexapeptides. All possible ways of connecting NMA minima to form hexapeptide backbones were evaluated. A stepwise procedure was used with the criterion for adding an NMA group being that the pseudoenergy of the partial chain have a value smaller than $50 \mathrm{kcal} / \mathrm{mol}$. This yielded 8034 different sequences of seven NMA groups (i.e., including the blocking groups). The lowest energy structure has a pseudoenergy of $E_{\mathrm{ps}}=20.1 \mathrm{kcal} / \mathrm{mol}$; of this, $12.2 \mathrm{kcal} / \mathrm{mol}$ was in the six bonds ( $E_{\mathrm{b}}$ ) and $7.9 \mathrm{kcal} / \mathrm{mol}$ in nonbonded contacts ( $E_{\mathrm{nb}}$ ). The sequences were clustered, and a representative of each cluster was selected with the algorithm described in section 2.2. This yielded 104 clusters and one representative of each was selected for further study. Most of the resulting backbone structures had an extended form in the binding site (see Figure 12, parts a and b) with the terminal NMA minima positioned at or near the S 4 and $\mathrm{S} 4^{\prime}$ site, respectively. Further, the central NMA position was located at the S2S2' sites in 97 of 104 sequences. Only two main chains showed a turn in the middle; the chain consisting of NMA minima 14-74-44-73-21-78-54 had a turn at residues 1-5 (Figure 12c), while the chain consisting of NMA minima 29-27-64-17-37-45-75 had a turn at residues 3-6 (Figure 12d). Among the 104 structures, 27 had the same (parallel) chain direction as in the crystal structure of MVT-101, and the remaining 77 had the opposite (antiparallel) direction. The latter are favored by better electrostatic interactions. The main chain consisting of NMA minima




Figure 13. Stereoview of Monte Carlo-minimized structure of MVT-101 (Xm, medium lines) superimposed on the crystal structure ( X , thick lines). Intermolecular backbone hydrogen bonds are dotted. $\mathrm{C}_{\alpha}$ atoms of the proteinase (one letter code) and of the $\mathbf{X}$ structure of the inhibitor (three letter code) are labeled.

15-67-76-40-20-78-54 was the closest to the inhibitor backbone ( $2.5-\AA$ RMS deviation). Furthermore, it yielded the peptide structure closest to the experimental MVT101 structure (conformation U4, see section 3.2.2). No main chain could be constructed from the closest NMA minima listed in row 1 of Table VIIIa (30-55-40-11-20-$78-49$ ) because the pseudoenergy was $161 \mathrm{kcal} / \mathrm{mol}$. Similarly, the set of minima resulting from the inhibitor when it was separated into NMA that were minimized (row 9 of Table VIIIa) also did not yield a hexapeptide because they had a pseudoenergy of $219 \mathrm{kcal} / \mathrm{mol}$. This suggests that MVT-101 does not have an optimized backbone position. Among the 104 backbones there were sequences, such as $15-55-40-20-78-51-5$ and $73-47-55-$ 40-20-78-51, that used four out of the seven of the closest NMA minima.

Given the 104 backbone representatives, all possible ways of connecting the appropriate side chain to each $\mathrm{C}_{\alpha}$ atom were evaluated. For each of the six $\mathrm{C}_{\alpha}$ atom in the 104 backbones, the MCSS-minimized position characterized by the lowest value of the pseudoenergy (eq 1) was chosen. The entire inhibitor structure was accepted if each candidate side chain had a pseudoenergy value smaller than $50 \mathrm{kcal} / \mathrm{mol}$. This yielded a total of 63 inhibitor conformations. Among the 63 conformations, 24 pointed in the same direction as the experimental inhibitor complex and 39 pointed in the opposite direction. Only three inhibitors of the 27 backbone structures oriented in the same direction as in the crystal structure were discarded, while 38 oriented in the opposite direction were rejected because of the lack of appropriate MCSS side-chain minima in the vicinity of all of the $\mathrm{C}_{\alpha}$ atoms. As an example, the sequence of NMA minima 4-9-65-13-74-44-73 was not accepted because of the lack of appropriate side-chain minima.

Application of the connecting algorithm to the NMA minima found in the native proteinase (section 3.1.7) yielded 4430 different sequences of seven NMA groups, corresponding to the hexapeptide with blocking groups. These sequences were clustered into 115 clusters and one representative of each was selected. It was found that three (nine) representative sequences had RMS deviations of $3.0 \AA$ ( $3.5 \AA$ ) or less, from the corresponding backbone atoms of the X-ray inhibitor structure. The binding modes
are generally similar to those found in the liganded proteinase structures. Most of the 115 sequences are extended along the binding site in both directions. Two extended sequences, whose N -terminal part or C-terminal part makes an angle of about $60^{\circ}$ with the axis of the experimental structure of the inhibitor, represent possible alternative binding modes in the native HIV-1 aspartic proteinase structure.
3.2.2. Minimization Results for Hexapeptides. The 63 inhibitor conformations were minimized by the conjugate gradient algorithm ${ }^{25}$ in the presence of the rigid protein; a convergence criterion of $0.01 \mathrm{kcal} /(\mathrm{mol} \AA$ ) was chosen. Minimization of the backbone structures prior to the attachment of the side chains was also attempted but abandoned because the procedure for side chain attachment yielded only 47 inhibitor structures. It was found that some parts of the inhibitor backbone had moved into cavities required for the side chains.

After minimization there were 15 inhibitor structures with a total potential energy (intermolecular plus intramolecular) lower than the cutoff value of $-250 \mathrm{kcal} /$ mol. Among these, seven had the same chain direction as in the inhibitor crystal structure (called the "up" direction U ), while eight were oriented in the opposite direction ("down", D). The 15 structures were further minimized by the MCM method with a temperature of 310 K used in the Metropolis criterion (see section 2.3). Each complex was first submitted to 100 MCM cycles involving random changes in all dihedral angle variables ( 40 in the present inhibitor). Then 200 MCM cycles were performed that involved random changes in only the side-chain torsion angles ( 21 in the present inhibitor). Average values of the acceptance ratio were $19 \%$ for the first 100 cycles and $27 \%$ for the last 200 cycles, the latter value being larger because of the restriction to sidechain alterations. In the Monte Carlo minimization the average RMS displacement was $1.7 \AA$ (minimum value of $0.8 \AA$ and maximum value of $3.1 \AA$ ). Before the MCM procedure, only U5 and U6 were similar to each other (all-atom RMS deviation smaller than $2.6 \AA$ ). After MCM, U3 was similar to U2, U6 to U5, both D3 and D2 to D1, D5 to D4, and both D5 and D4 to D3 (cf. Table IX).

The decrease in energy after the 300 MCM cycles was $-27.4 \mathrm{kcal} / \mathrm{mol}$ on average, with a maximum of $-61.7 \mathrm{kcal} /$
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Figure 14. (a) Stereoview of computed structure U 4 (medium lines) superimposed on X (thick). Proteinase structure is shown in thin lines. (b) Computed structures D1-D5 (medium lines) superimposed on $\mathbf{X}$ (thick). (c) Computed structure D3 (medium lines) superimposed on X (thick). (d) Computed structure D1 (medium lines) superimposed to the structure of inhibitor JG-365 (thick). The position of inhibitor JG-365 was determined by superimposing the proteinase structure. (e) Computed structure D1 (medium lines) superimposed on the structure of inhibitor U-85548E (thick). The position of inhibitor U-85548E was determined by superimposing the proteinase structures. $\mathrm{C}_{a}$ atoms of the proteinase (one letter code) and of the computed structure of the inhibitor (three letter code) are labeled.
mol and a minimum of $-5.1 \mathrm{kca} / \mathrm{mol}$. Table X lists the final energy values for the seven up conformations (U1U7) and the eight down conformations (D1-D8), together with their RMS deviation from the crystal structure of the inhibitor (X). The total energy, as well as the van der Waals and electrostatic contributions to the interaction energy are given; the electrostatic term is always greater in magnitude and has considerably more variability than the van der Waals term. The inhibitor internal energy also is significant and has a large variation in the different structures; it ranges from -44.1 (D7) to $-119.6 \mathrm{kcal} / \mathrm{mol}$ (D1) for the D conformers and from -65.8 (U3 and U6) to $-112.0 \mathrm{kcal} / \mathrm{mol}$ (U1) for the U conformers. When the same MCM procedure was applied to the X-ray structure of the inhibitor, it yielded an RMS deviation of $2.6 \AA$ from X and the energy was lowered by $-15.5 \mathrm{kcal} / \mathrm{mol}$ from an initial value of $-310.9 \mathrm{kcal} / \mathrm{mol}$; the internal energy was equal to $-126.2 \mathrm{kcal} / \mathrm{mol}$. (This structure is referred to as

Xm.) The major alteration was an interchange of the positions of the Arg P3' side chain and the amide C-terminal group. The Arg P3' side chain donates 2 and 1 hydrogen bonds to Asp $29^{\prime}$ and Asp $30^{\prime}$, respectively (Figure 13) in the minimized structure, Xm , whereas in X, Arg P3' donates 3 hydrogen bonds to Asp 29'.

The backbone conformation of U4, U5, and U6 are similar to X ; their RMS deviations are $2.3,1.9$, and $2.2 \AA$, respectively (Table X). After MCM minimization U4 converged toward X (RMS deviation of $2.1 \AA$ ). The major differences are (see Figure 14a) in the position of the acetyl terminus, which is rotated by about $60^{\circ}$, in the Thr P3 side chain, which makes a hydrogen bond with the Arg $8^{\prime}$ side chain (Thr P3 is the only side chain lying partially outside of density in the X-ray structure ${ }^{7}$ ), and in the Gln P2' acetamide group, which is rotated of about $90^{\circ}$ and acts as an acceptor for the NH group of both Asp $29^{\prime}$ and Asp $30^{\prime}$ and donates to one oxygen of the Asp $30^{\prime}$ side

Table XI. Hydrogen Bonds ${ }^{a}$

| X-ray |  | U4 |  | U5 |  | D3 ${ }^{\text {b }}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Donor | Acceptor | Donor | Acceptor | Donor | Acceptor | Donor | Acceptor |
| Thr P3 NH | $\mathrm{O}_{82}$ Asp 29 | + | + | + | + | + | + |
| Ile P2 NH | CO Gly 48 | + | $\mathrm{O}_{52}$ Asp 29 | + | + | + | + |
| Nle P1 NH | CO Gly 27 | $+$ | CO Gly 48 | + | + | + | $+$ |
| $\mathrm{Gln} \mathrm{P}^{\prime} \mathrm{NH}$ | CO Gly $27{ }^{\prime}$ | + | + | + | + | + | + |
| Arg $\mathrm{P}^{\prime} \mathrm{NH}$ | CO Gly $48^{\prime}$ | + | + | $+$ | $+$ | + | $+$ |
| Ami P4' ${ }^{\text {NH }}$ | $\mathrm{O}_{82}$ Asp $29{ }^{\prime}$ | - | - | + | CO Gly 48' | $+$ | $+$ |
| - | - | - | - | - | - | Thr P3 NH | $\mathrm{O}_{61}$ Asp 29 |
| - | - | - | - | - | - | Ne P1' NH | $\mathrm{O}_{52}$ Asp 25 |
| - | - | - | - | - | - | Ami P4' NH | $\mathrm{O}_{32} \mathrm{Asp} 29$ |
| Gly 48 NH | CO Ace P4 | + | CO Thr P3 | + | + | - | - |
| Asp 29 NH | CO Thr P3 | + | $\mathrm{COHeP2}$ | + | + | $+$ | + |
| Wat 511 H 1 | COMe P2 | $+$ | CO Ne P1 ${ }^{\prime}$ | + | $+$ | + | + |
| Asp $29^{\prime} \mathrm{NH}$ | CO Gln P2 ${ }^{\prime}$ | - |  | - |  | + | + |
| - | Com | Gly 48' NH | CO Arg P3' | Asp 29 NH | CO Arg P3 | - | - |
| Arg ${ }^{\text {P }}{ }^{\prime} \mathbf{N}_{71}$ | $\mathrm{O}_{61}$ Asp $29{ }^{\prime}$ | $+$ | + | - | - | - | - |
| Arg $\mathrm{P}^{\prime} \mathrm{N}_{92}$ | $\mathrm{O}_{61} \mathrm{Asp} 29^{\prime}$ | $+$ | + | - | - | - | - |
| Arg P3 ${ }^{\prime} \mathrm{N}_{\mathrm{m}}{ }^{2}$ | $\mathrm{O}_{52} \mathrm{Asp} 29$ | $+$ | $+$ | $+$ | $+$ | $+$ | $+$ |
| - | - | $\mathrm{Gln} \mathrm{P}^{\prime} \mathrm{N}_{\mathbf{6} 2}$ | $\mathrm{O}_{81}$ Asp 30 | $\mathrm{Gln} \mathrm{P}^{\prime} \mathrm{N}_{\mathbf{6} 2}$ | $\mathrm{O}_{61}$ Asp 29 | $\mathrm{Gln} \mathrm{P} 2^{\prime} \mathrm{N}_{2}$ | $\mathrm{O}_{62}$ Asp 30 |
| - | - | Arg P3 ${ }^{\prime} \mathrm{N}_{\mathrm{nl}}$ | CO Gly 27 ' | Arg P3' ${ }^{\text {n }}$ | $\mathrm{O}_{61}$ Asp $30^{\circ}$ | Arg P3' $\mathrm{N}_{\mathrm{n} 1}$ | $\mathrm{O}_{62}$ Asp 30 |
| - | - | - | - | Arg P3' ${ }^{\prime \prime}$ | $\mathrm{O}_{61} \mathrm{Asp} 30^{\circ}$ |  |  |
| - | - | - | - | Arg P3' $\mathrm{N}_{\mathrm{nl}}$ | $\mathrm{O}_{82} \mathrm{Asp} 30^{\circ}$ | Arg P3' $\mathrm{N}_{72}$ | $\mathrm{O}_{62}$ Asp 30 |
| - | - | Arg $8^{\prime} \mathrm{N}_{\mathbf{n} 1}$ | $\mathrm{O}_{\gamma} \mathrm{Thr} \mathrm{P3}$ | Arg $8 \mathrm{~N}_{\boldsymbol{n} 1}$ | $\mathrm{O}_{61} \mathrm{Gln} \mathrm{P}^{\prime}{ }^{\prime}$ | - | - |
| - | - | Asp $29{ }^{\prime} \mathrm{NH}$ | $\mathrm{O}_{4} \mathrm{Gln} \mathrm{P} 2^{\prime}$ | $\mathrm{Arg}_{\mathrm{n}} \mathrm{n}$ | $\mathrm{O}_{4}$ Cin ${ }^{2}$ | - | - |
| - | - | Asp $30^{\circ} \mathrm{NH}$ | $\mathrm{O}_{\mathrm{al}} \mathrm{Gln} \mathrm{P}^{\prime}{ }^{\prime}$ | - | - | - | - |
| Thr P3 NH | CO Thr P3 | - |  | Nle P1 NH | + | - | - |
| $\mathrm{Nle} \mathrm{Pl}^{\prime} \mathrm{NH}$ | $\mathrm{CO} \mathrm{Ile} \mathrm{P2}$ | + | CO Nle P1 ${ }^{\prime}$ |  |  | - | - |
| $\mathrm{Gln} \mathrm{P}^{\prime} \mathrm{NH}$ | CO Gln P2 ${ }^{\prime}$ | + | $+$ | - | - | + | + |
| - | - | Thr P3 OH | CO Ace P4 | Ile P2 NH | CO Ace P4 | - | + |
| - | - | Arg P3' ${ }^{\prime} \mathrm{H}$ | CO Arg P3 ${ }^{\prime}$ |  | O Ace | - | - |
| - | - | Arg P3' ${ }_{\text {c }}$ | CO Gln P2 ${ }^{\prime}$ | - | - | - | - |
| - | - | Arg P3' ${ }^{\text {n }}$ | CO Gln P2 ${ }^{\prime}$ | - | - | - | - |
| - | - | Ami P4' NH | $\mathrm{O}_{\text {e1 }} \mathrm{Gln} \mathrm{P}^{\prime}{ }^{\prime}$ | - | - | Ami P4' NH | CO Gln P2 ${ }^{\prime}$ |

${ }^{\circ}$ A cutoff of $3.5 \AA$ for the heavy-atoms distance and of $90^{\circ}$ degrees for the donor-hydrogen-acceptor angle were used. A plus sign means some polar group as in X-ray structure, whereas a pair of minus signs means that the hydrogen bond was not present. The bottom of the table contains the inhibitor intramolecular hydrogen bonds. ${ }^{6}$ This structure has direction opposite to the X-ray inhibitor conformation; accordingly, for the proteinase residue listed in the first two columns one has to consider Gly $27^{\prime}$ as Gly 27 , Asp 29 as Asp $29^{\prime}$, Gly 48 as Gly $48^{\prime}$ and so on.
chain (see Table XI and Figure 14a). Of the 11 experimental inhibitor backbone-proteinase (or Wat 511) hydrogen bonds, 9,5 , and 4 are present in U5, U6, and U4, respectively (Figure 14a and Table XI). Furthermore, in U4 the CO groups of Thr P3, Ile P2, and Arg P3' accept from the NH's of Gly 48, Asp 29, and Gly 48', respectively, while the NH group of Ile P2 and Nle P1 donate to the O $\delta$ of Asp 29 and the CO group of Gly 48, respectively. The Arg P3' side chain of U4 makes the same salt bridge with the Asp $29^{\prime}$ side chain as in the X-ray structure of the complex (Table XI). In both U5 and U6 the side chain of residue $n$ points into the pocket occupied by the residue $n+1$ in the X-ray structure. Hence, the all-atom RMS deviation from the X-ray structure is larger than that of U4, although the backbone RMS deviation is slightly smaller. Before MCM, the U4 structure had the 12th lowest energy (among the 63) and a RMS deviation from X of $2.4 \AA$; after MCM, its energy value is 9 th and its RMS deviation from X is only $2.1 \AA$. The RMS deviation between U4 and Xm is larger than that between U4 and X because of the differences in the position of Arg $\mathrm{P}^{\prime}$ ' and the C-terminal amide group.

Structures U2 and U3 are translated two residues along the binding cleft relative to U 4 and X ; their side chain $n$ lies in the groove of side chain $n+2$. This suggests that an octapeptide inhibitor could be constructed. This position allows the arginine side chain of the inhibitor to make a salt bridge with Asp $30^{\prime}$ instead of Asp 29'. The arginine side chain of U1 also makes a salt bridge with Asp $30^{\prime}$, which lies at the end of the HIV-1 proteinase binding
site. Since the distance of the Asp $30^{\prime}$ side chain from Arg 8 is larger than that from Asp 29', the Arg P3' side chain of the inhibitor points toward the carboxyl group of the former aspartate and avoids the electrostatic repulsion of the Arg 8 side chain. The lack of a solvation correction leads to unrealistically low electrostatic energies. All other MCM inhibitor structures are characterized by lower electrostatic interaction energies than U4 (Table X).

The down conformations, D1-D5 (i.e., 5 of the 6 lowest energy conformations) have backbone positions similar to the X-ray result, although their chain direction is inverted. It is interesting that the $\mathrm{C}_{\alpha}-\mathrm{C}_{\beta}$ RMS deviation (see caption of Table $\mathbf{X}$ ) between D3 and X is only $0.9 \AA$ and the one between D5 and X is only 1.1 A; D1, D2, and D4 have deviations smaller than 2.3 A . In D1-D5 the sidechain of residue $\mathrm{Pi}^{\prime}$ points into the Si site (Figure 14b). Ten among the 11 inhibitor backbone-proteinase (or Wat 511) hydrogen bonds of the crystal structure are present in the D3 conformation (Figure 14c and Table XI); only the acetyl P4 CO-NH Gly $48^{\prime}$ is missing. One among the 3 Arg P3 $3^{\prime}$ side chain $H$ bonds with Asp 29 is present in D3; furthermore, Arg P3' of D3 makes two hydrogen bonds with Asp 30. In most of the D conformations, the Ile P2 side chain occupies the S 2 ' site of the proteinase and makes hydrophobic contacts with Ile 47', Gly 48', and Ile 50 . In $\mathrm{D} 1-\mathrm{D} 5$ the residues $\mathrm{Nle} \mathrm{P1} \mathrm{and} \mathrm{Nle} \mathrm{P1}^{\prime}$ point in the same direction and make the same hydrophobic contacts (with Leu 23, Ile 50, Pro 81, Val 82, and Ile 84 and the corresponding residues on the second chain of the proteinase) as Nle P1' and Nle P1, respectively, in the crystal
structure (see Figure 14b). Also, Gln $\mathrm{P}^{\prime}$ points into the S2 pocket, Arg P3' is involved in a salt bridge with the Asp 30 side chain, while the C-terminal amide occupies several positions but is mainly directed toward the broad P3 site. The D1-D5 structures are well behaved in terms of the internal, van der Waals, and electrostatic energy contributions (see Table X).
3.2.3. Addendum. After the present study was completed, a copy of the paper was sent to Dr. A. Wlodawer, who transmitted it to Dr. Maria Miller. She informed us that a refined crystal structure based on $2-\AA$ data for the complex between HIV-1 aspartic proteinase and MVT101 showed that the inhibitor binds in two orientations, which correspond to $D$ and $U$ of the calculations. Moreover, the D orientation is the predominant conformation ( $70 \%$ ) and that the $U$ conformation, described in the original paper, is a minor conformer ( $30 \%$ ). This is in agreement with the simulation results. Dr. Maria Miller kindly provided the new coordinates prior to publication (M. Miller et al., to be published). Comparison of the predominant ( D ) conformer in the new crystal structure with $\mathrm{D}_{1}, \mathrm{D}_{3}, \mathrm{D}_{4}$, and $\mathrm{D}_{5}$ from the calculations demonstrates that the main-chain position, side-chain orientations, and hydrogen bonds for positions P2 through P2' are very similar. The sidechains of Ile P2, Nle P1, Nle P1', and Gln P2' in the computed structures D1, D3, and D5 occupy the same subpockets as the corresponding side chains in the refined MVT-101 crystal structure and participate in the same interactions with the proteinase. For P2 to P2', the all-atom RMS deviations of MVT-101 including mainchain and side-chain atoms are $1.76,3.06,1.09,1.75$, and $1.21 \AA$ relative to D1, D2, D3, D4, and D5, respectively. Both the S3 and S3' pockets, which involve surface residues, are less well defined in the crystal structure than S1,S1' and S2,S2' and the position of the inhibitor P3 and P3' residues appears to be affected by both the solvent and crystal contacts. In the crystal, the side chain of Thr P3 at the N terminus is partially exposed to solvent and there is a water molecule that couples the hydroxyl hydrogen of the P3 to the carboxylates of Asp 29' and Asp $30^{\prime}$. In the computed structures no water was included and the Thr P3 hydroxyl group donates a hydrogen bond directly to the Asp $29{ }^{\prime}$ side chain. Hence, the Thr P3 side chain in the simulation has a slightly different position from that in the crystal structure. The C terminal Arg P3' side chain appears to be buried in a hydrophobic pocket between the side chains of Phe 53 and Pro $81^{\prime}$ in the crystal structure. It is surprising to have such a charged side chain with limited polar interactions; further, the Arg P3' side chain is not in electron density in the structure. In the simulation the Arg P3' side chain makes salt bridges with the side chains of Asp 30 and Asp 29.

The agreement between the modeled and experimental structures for the $\mathrm{P} 2-\mathrm{P}^{\prime}$ region is gratifying, particularly because the present study was performed without any knowledge of the presence of a second orientation for the bound MVT-101 inhibitor.
3.3. Comparison with Other Proteinase-Inhibitor Complexes. A crystal structure of a complex between HIV-1 proteinase and acetyl pepstatin, Ace-Val-Val-Sta-Ala-Sta, exists at $2.0-\AA$ resolution with an $R$ factor of $0.176 .^{33}$ Since statine is only one carbon-carbon bond shorter than a dipeptide, the main-chain length of this inhibitor is approximatively the same as that of MVT101. The inhibitor acetyl pepstatin is bound in two approximately symmetric orientations, $U$ and $D$; reflecting
differences in the flap positions, the atoms in the two orientations of the inhibitor adopt very similar but not identical positions. Its peptidyl backbone is extended, and the intermolecular hydrogen bonding network is similar in both orientations to that of the MVT-101 complex. That both U and D orientations are observed is in accord with the two main-chain orientations of the MVT-101 inhibitor generated in the present work. Also, the essential correspondence of the main-chain H bonds in the $U$ and $D$ conformations is confirmed. In the computed MVT-101 conformations and the X-ray structure of the acetyl pepstatin proteinase complex, ${ }^{33}$ the sidechain position of inhibitor residue Pi in the U orientation points into the site occupied by the sidechain $\mathrm{Pi}^{\prime}$ in the D orientation and vice versa (compare Figure 14b of this paper with Figure 7 of ref 33). It is of interest that an inhibitor with as few polar group interactions as acetyl pepstatin binds so well ( $K_{i}=20 \mathrm{nM}$ ). This supports the importance of hydrophobic interactions in determining binding constants, even when the specificity is due to polar or charged groups.

After the modeling work reported here was completed, we received the X-ray coordinates of synthetic HIV-1 proteinase complexed with the inhibitors JG-365 ${ }^{22}$ and U-85548E. ${ }^{28}$ The complex with inhibitor JG-365, which has the sequence Ace-Ser-Leu-Asn-Phe- $\psi\left[\mathrm{CH}(\mathrm{OH}) \mathrm{CH}_{2} \mathrm{~N}\right]$ -Pro-Ile-Val-OMe and a $K_{\mathrm{i}}$ of $0.24 \mathrm{nM},{ }^{30}$ was refined to an $R$ factor of 0.146 at $2.4-\AA$ resolution. The complex with inhibitor U-85548E, which has the sequence H -Val-Ser-Gln-Asn-Leu- $\psi\left[\mathrm{CH}(\mathrm{OH}) \mathrm{CH}_{2}\right]$-Val-Ile-Val-OH $\left(K_{\mathrm{i}}<1.0\right.$ nM ), ${ }^{31}$ was refined to an $R$ factor of 0.138 at $2.5-\AA$ resolution.

The main-chain position and side-chain orientations of JG-365 and U-85548E in the binding site are similar to that of MVT-101, even though JG-365 and U-85548E are one and two amino acid longer, respectively, at the N -terminus; i.e., they occupy the corresponding sites with the $\mathrm{CHOHCH}_{2}$ group in the same site as the $\mathrm{CH}_{2} \mathrm{NH}$ group in MVT-101. The Ser P4 side chain makes a hydrogen bond with the side chain of Asp 30 in both JG-365 and U-85548E, whereas the Val P5 of U-85548E appears to be accessible to solvent. It is of interest that there are displaced positions of computed MVT-101, as described earlier, in which residue $n$ points into the pocket corresponding to the side-chain $n+1$ (structures U5, U6, and D6) or $n+2$ (U2, U3, and D8); the symmetry of the site would suggest that inhibitors in $n-1$ and $n-2$ would also occur. The intermolecular backbone hydrogen bonding scheme is the same in all three complexes; they all have the same 11 backbone hydrogen bonds. In both JG-365 and U-85548E the backbone hydroxyl group interacts favorably with the catalytic Asp 25 and Asp 25'. This hydroxyl group appears to be important for binding, since both JG-365 and U-85548E bind to proteinase $>10^{3}-10^{4}$ fold more tightly than closely related inhibitors that lack such a group. ${ }^{30,31}$ The hydroxyl group is not present in inhibitor MVT-101, which possesses a reduced peptide bond at position $\mathrm{P} 1-\mathrm{Pl}^{\prime}$; its binding constant is 780 nM . The importance of the hydroxyl group is in accord with the methanol MCSS minima found in a corresponding position (see section 3.1.5).

The two computed structures characterized by the lowest value of the total energy (D1 and D2) possess the same position and orientation as JG-365 and U-85548E (see Figure 14, parts d and e). The D1 and D2 side chains occupy the same subsites of the JG-365 and U-85548E

Table XII. Docking of Dipeptides to One Open End (Near S4') of the Binding Site

| name | sequence | $E^{\text {b }}$ backbone | $E^{c}(\mathrm{~S} 1)$ | $E^{d}(\mathrm{~S} 2)$ | $E^{e}$ MCM | $E_{\text {tot }}{ }^{\prime} \mathrm{MCM}$ | $\% E_{i n t}{ }^{g}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T1 | Ala-Gln | -120.1 | -2.1 | -14.9 | -120.5 | -164.9 | 88 |
| T2 | Leu-Thr | -120.2 | -4.0 | -28.0 | -114.7 | -139.0 | 75 |
| T3 | Nle-Arg | -122.1 | -3.1 | -77.6 | -172.5 | -179.3 | 85 |
| T4 | Arg-Thr | -118.0 | -77.6 | -28.2 | -168.5 | -195.8 | 75 |
| T5 | Ile-Ser | -116.7 | -6.0 | -29.0 | -87.4 | -129.2 | 58 |

${ }^{a}$ The sequences were generated as explained in the text. ${ }^{b}$ Interaction energy of the three NMA groups. All energy values are in kcal/mol. c Interaction energy of the MCSS group selected for the side chain of residue I. ${ }^{\text {d }}$ Interaction energy of the MCSS group selected for the side chain of residue 2 . Interaction energy after MCM. $f$ Total energy after MCM. 8 Percent of the interaction energy of the MCSS minima conserved in the dipeptide after MCM.
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Figure 15. Stereoview of two terminal blocked dipeptides $\left(\mathrm{CH}_{3} \mathrm{CO}-\mathbf{X}-\mathrm{X}-\mathrm{NHCH}_{3}\right)$ docked at one open end of the binding site (thin lines): (a) Nle-Arg (T3) and (b) Arg-Thr (T4). Intermolecular hydrogen bonds are shown as dotted lines.
inhibitors; the carbonyl group at the N -terminus in D1 and D2 is located at the same positions as the corresponding moiety at the C-terminus P4'; the Thr P3 side chain is slightly shifted with respect to the Val P3' side chain of both JG-365 and U-85548E; the Ile P2, Nle P1, and Nle P1' residues make the same hydrophobic contacts as the $\mathrm{Ile} \mathbf{P}^{\prime}$, Pro P1' (Val P1'), and Phe P1 (Leu P1) side chains in JG-365 (U-85548E). Furthermore, the Gln P2' side chain of D1 points into the same pocket as the Asn P2 of both JG-365 and U-85548E, while the salt bridge between the Arg P3' side chain and Asp 30 corresponds to the hydrogen bond between the Ser P4 side chain of both JG-365 and U-85548E and the proteinase Asp 30 side chain. Last, the C-terminal amide of D1 and D2 is involved in the same polar interactions (mainly with the Arg $8^{\prime}$ side chain) as the Gln P3 side chain of U-85548E.
3.4. Construction of Dipeptide Ligands at Open End of Binding Site. Once the MCSS methodology has been applied to a sufficient number of functional groups, the connection and minimization procedure can be utilized todesign new oligopeptides. As described in (section 3.1), several of the low-energy minima of polar and charged groups bind to the region near residues Arg 8, Asp 29', Asp $30^{\prime}$, and Arg $87^{\prime}$ at one open end of the HIV-1 proteinase binding site. Although these may not be the best binding sites because of their significant solvent exposure, we use this region to illustrate the possibilities for peptide design. It is also of interest because such peptides could be
connected to longer peptides in the binding site to provide specificity via their interaction with the charged amino acids at the open ends that are present only in HIV-1 proteinase and not in other proteinases. As a simple example, we construct terminal-blocked dipeptides ( $\mathrm{CH}_{3^{-}}$ $\mathrm{CO}-\mathrm{X}-\mathrm{X}-\mathrm{NHCH}_{3}$ ) by connecting sets of three of the 10 lowest energy NMA minima at the same open end of the binding site (Figure 4b). They could represent the terminal part of a peptide consisting of more than six residues or be part of a smaller peptide. A search through all 720 combinations of three different NMA minima yielded five sequences with a pseudoenergy $E_{\text {ps }}$ (see eq 1) smaller than $50 \mathrm{kcal} / \mathrm{mol}$. The lowest value of $E_{\mathrm{pa}}$ was found for minima 8, 5, and 10 (see Figure 3b); the $E_{\text {ps }}$ value was $19.5 \mathrm{kcal} /$ mol, which derived from the two stretched bonds. None of the five dipeptide sequences had significant bad contacts.
Side chains were built onto each of the five dipeptide backbones by evaluating the pseudoenergy $E_{\mathrm{ps}}$ (eq 1) without moving either the backbone or the side-chain minima. All the accepted MCSS minima of acetamide, methanol, acetate, methyl ammonium, ethyl guanidinium, propane, and isobutane described in section 3.1 were considered for each $\mathrm{C}_{\alpha}$ atom. This represents the main difference with respect to the calculations for the MVT101 inhibitor, where only the minima corresponding to the known side chain were included. The minimized position characterized by the lowest value of $E_{\mathrm{pg}}$ was
selected for each pair of sidechains. The resulting dipeptide sequences are listed in Table XII, together with the interaction energies of the constitutive MCSS minima. In a full search, more than one minimum would be tried for each side chain.

The five dipeptides T1-T5 were then submitted to 1000 MCM cycles with all variable dihedrals included in the random perturbation. The resulting conformations bind in different ways but all of them make several hydrogen bonds with the charged residues Arg 8, Asp 29', Asp 30', and Arg 87'. Dipeptides T3 and T4 are characterized by an energy of interaction with the protein that is about 50 $\mathrm{kcal} / \mathrm{mol}$ greater in absolute value than that of the three remaining dipeptide ligands. The stronger interaction is due primarily to the presence of the Arg side chain, which like the minimum energy hexapeptide structures D1-D3 makes a salt bridge with Asp $30^{\prime}$ in both cases. The Arg is position two in T3 and position one in T4. This is possible because the peptides have opposite orientations. Both T3 and T4 participate in 10 intermolecular hydrogen bonds (Figure 15, parts a and b). In all cases the interaction energy of the dipeptides increases as a result of the MCM procedure. This is due to the fact that the total energy is minimized in MCM and improvements in the internal geometry are made that inhibit ideal intermolecular contacts. In structures T1-T4, the interaction energy after MCM is more than $75 \%$ of the sum of the interaction energy of their constitutive MCSS minima (Table XII). This suggests that these peptides have found a geometry that corresponds to a near-optimum binding mode.

The D1-D3 hexapeptides do not overlap the T3 and T4 dipeptides, and it is possible to connect them to each other. For example, the Thr P3 hydroxyl (in D1 or D2) could be linked to the Arg 2 backbone nitrogen of T3 or the N-terminal $\mathrm{CH}_{3}$ of T 4 .

## 4. Conclusions

The procedure described here for rational ligand design divides a very complex problem into a series of solvable tasks. The present paper is concerned with the search for all optimal positions and orientations of a set of functional groups and the connection of the resulting functional group minima to generate peptide ligands. As a test of the method, it was applied to the construction of hexapeptide ligands with the sequence of inhibitor MVT-101 in the HIV-1 proteinase binding site. In addition, alternative functional group interactions were considered and some possible dipeptide ligands were constructed.

The search of the binding site for functional group minima was made by the MCSS method. At least one MCSS minimum was found within $2.4 \AA$ of the experimental result for all positions of the groups that correspond to those present in MVT-101. Further, all of the inhibitorenzyme hydrogen bonds and most of the hydrophobic interactions are reproduced by the MCSS minima.

The MCSS positions of the side-chain and main-chain functional groups of MVT-101 differ somewhat from the positions seen in the cocrystal structure. This arises in part from imprecision in the MCSS calculation, but also from the constraints associated with linking these functional groups into a single peptide. This implies that the design of peptide ligands, which could include all natural as well as easily obtained nonnatural side chains, may yield peptides with superior electrostatic and steric contacts with the protein.
An algorithm for evaluating the possible connections between MCSS-minimized positions was developed to
build peptide ligand conformations from the MCSS functionality maps. The method is very fast; e.g., a systematic search of all possible ways of forming hexapeptide main chains from the 83 NMA minima was made. The combination of a method for an exhaustive search for functional group minima in the binding site with a highly efficient method for constructing molecules from them provides a novel and effective approach to the theoretical design of candidate peptide ligands.
Sixty-three replicas of the MVT-101 hexapeptide, N -acetyl-Thr-Ile-Nle- $\psi\left[\mathrm{CH}_{2}-\mathrm{NH}\right]$-Nle-Gln-Arg.amide, were generated at different positions inside the binding site of the HIV-1 proteinase. The 15 lowest energy minima were divided into two groups; seven had the same (parallel) orientation as MVT-101 and eight had the opposite (antiparallel) orientation; the latter tended to be lower in energy. [Addendum: This is in agreement with recent high-resolution crystallographic data, which have shown that there is a minor and a major conformer in the binding site. (M. Miller etal. Private communication.) Moreover, the $\mathrm{P}_{2}-\mathrm{P}_{2}{ }^{\prime}$ segment of the computed structure characterized by the lowest (third lowest) total energy has an allatom RMS deviation of $1.76 \AA$ (1.09 $\AA$ ) from the corresponding segment of the MVT-101 inhibitor in its major orientation.]
Terminal-blocked dipeptides, which are characterized by optimal interactions (in vacuo) with one open end of the binding site, were designed. It would be of interest to determine if such peptides bound effectively and, if so, whether by themselves they inhibited the proteinase. Alternatively, the dipeptides generated here could be added to known ligands to make a tighter binding inhibitor. Since retroviral proteinases have a special arrangement of charged amino acids at the binding site open ends, the longer inhibitor should be characterized by a high degree of specificity.
In addition to the validation of the MCSS procedure and the demonstration of the utility of the pseudoenergy function approach for constructing peptide ligands, a number of results of the present analysis are of interest. First, there are many strongly binding functional-group minima in the active site that are not used by any known inhibitor. This includes both minima of the mainchain (NMA) and sidechain type. Particularly suggestive are the open end ( S 4 and $\mathrm{S} 4^{\prime}$ ) regions with many charged side chains that contribute to the dipeptide interaction and several methyl ammonium and ethyl guanidinium minima that interact with the catalytic aspartates. Modifications of known inhibitors to include such positively charged functionalities between the P1 and P1' sites could lead to improved inhibition. [A reviewer pointed out that the use of an aminostatine has been tried in renin inhibitors and that the potency of these inhibitors is similar to or greater (depending on the stereochemistry) than that of their counterparts; further, the aminostanine inhibitors are characterized by a better solubility. ${ }^{51}$ ] The methanol functionality map suggests that the role of the hydrogenbonded water molecule interacting with the flaps of the proteinase and the inhibitor can be replaced by an oxygen atom covalently bonded to the ligand main chain; an aliphatic alcoholgroup and a cross-link containing an ether group are suggested. Since this buried water molecule is not present in the mammalian aspartic proteinases, the design of such a ligand could aid in developing a selective inhibitor that is specific for retroviral aspartic proteinases. More generally, the present results raise the question whether inhibitors that mimick substrates or transition
states, although easy to design and often successful, necessarily represent the most strongly binding ligands in the region of the active site.

Second, a comparison of the results without the active site water and for the inhibitor-free structure with those of the complexed structure including the water suggests that application of the present methodology could yield useful results even if the complexed proteinase structure were not available.

Third, none of the hexapeptide inhibitors constructed in the binding site by the present procedure are identical to the X-ray structure and when the latter is minimized with the same force field it moves away from the X-ray structure in the rigid protein. This suggests that improvements in the energy function may be required. The energy contribution that is likely to have the largest error is the electrostatic term, which is obtained from an in vacuo Coulomb calculation. Also, no direct term for the hydrophobic interaction is present in the potential function. A variety of approaches to overcome these difficulties are being examined. ${ }^{42-48}$
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