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An alternative method for determining structure-activity correlations is presented. Ligand 
molecules are described using data matrices derived from the results of N by N (each molecule 
compared to every other) molecular similarity calculations. The matrices were analyzed using a 
neural network pattern recognition technique and partial least squares statistics, with the results 
obtained compared to those achieved using comparative molecular field analysis (CoMFA). The 
molecular series used in the study comprised 31 steroids. The resultant pattern recognition analysis 
showed clustering of compounds with high, intermediate, and low affinity into separate regions 
of the neuron output plots. The cross-validated correlation coefficients obtained from statistical 
analyses of the matrices against steroid binding data compared well with those achieved using 
CoMFA. These results show that data matrices derived from molecular similarity calculations can 
provide the basis for rapid elucidation of both qualitative and quantitative structure-activity 
relationships. 

Introduction Table I. Steroid Binding Affinity Data 

It is generally thought that noncovalent forces dominate 
receptor-drug interactions, and that these forces can be 
described in terms of steric and electrostatic effects. In 
an attempt to relate these effects to observed biological 
data, a number of approaches have been presented.1-4 

Among these, Hopfinger2'3 described a method for com­
paring net differences in fields and volumes. Cramer et 
al.4 proposed the now widely applied technique5 of 
comparative molecular field analysis (CoMFA), which uses 
partial least square statistics6'7 to analyze the steric and 
electrostatic fields lattices of ligand molecules. 

Molecular similarity calculations have become estab­
lished as a method both for generating parameters in 
structure-activity relationships and in optimizing struc­
ture superposition.8^20 As originally introduced by Car-
bo,8-9 
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molecular similarity #AB is determined from the structural 
properties PA and PB of the two molecules being compared. 
The numerator measures property overlap while the 
denominator normalizes the similarity result. Electron 
density, electrostatic potential, and shape have all been 
used as the structural property P. 

The Carbo index has been used in a previously published 
quantitative structure-activity relationship (QSAR) study13 

in which electrostatic potential similarity calculations were 
executed against a lead molecule and the results correlated 
with activity. This technique is similar to that applied by 
Hopfinger in that he also used the results from comparisons 
with a single reference molecule when undertaking QSAR 
determination. 

In this paper we propose an approach somewhere 
between those of Cramer and Hopfinger. It is clear that, 
as with Hopfinger, the results obtained from steric and 
electrostatic comparisons using the Carbo index measure 
the net effect of similarities between molecules. However, 
by comparing each molecule to every other in a series (N 
by N calculation), a similarity matrix is formed which 
provides a numerical representation of how all the 

compound 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 

CBG affinity0 

-6.279° 
-5.000^ 
-5.000d 

-5.763d 

-5.613d 

-7.8816 

^.ssi6 

-6.892° 
-5.000* 
-7.6536 

-7.881" 
-5.919° 
-5.000" 
-5.000d 

-5.000* 
-5.225d 

-5.225d 

-5.000d 

-7.380i 

-7.740* 
-6.724° 
-7.5126 

-7.5536 

-6.779' 
-7.2004 

-6.144° 
-6.247° 
-7.1206 

-6.817° 
-7.688* 
-5.797c 

TeBG affinity" 
-5.322d 

-9.114" 
-9.176* 
-7.462° 
-7.146° 
-6.342d 

-6.204d 

-6.431d 

-7.819° 
-7.380° 
-7.204° 
-9.740* 
-8.833* 
-6.633d 

-8.176° 
-6.146d 

-7.146° 
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-6.996° 
-9.204* 
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-
-
-
-
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-
-
-

0 Binding affinity data from refs 21-23 shown as log 1/K. * Defined 
as high affinity compound for the neuron plots. ° Defined as 
intermediate affinity compound for the neuron plots. d Defined as 
low affinity compound for the neuron plots. 

molecules interrelate. The matrix thus implicity intro­
duces some of the location dependence of the steric and 
electrostatic parameters used within CoMFA. 

The methodology was tested using the 31 steroids 
utilized in the original CoMFA study4 for which test­
osterone-binding globulin (TBG) and/or corticosteroid-
binding globulin (CBG) binding affinities were known.21-23 

Model Building 
Steroid models were built from the coordinates of related 

structures in the Cambridge Crystallographic Database.24 

Substituents (hydroxyl groups, acetyl groups, etc.) were 
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Figure 1. Steroid structures used to determine SARs and QSARs. 

added using the modeling program CHEM-X25 as required, 
ensuring that the starting geometry of any given substit-
uent was identical across all relevant steroids. At this 
point each steroid was minimized within CHEM-X using 
the default force field. AMI MOP AC26 calculations were 
then undertaken from which point charges were back-

calculated to fit the consequent molecular electrostatic 
potentials.27 Finally the resultant structures were super­
imposed by a least squares fit of the 3,5,6,13,14, and 17 
carbon atoms. Binding data for the 31 steroids are shown 
in Table I. The steroid structures used are shown in Figure 
1 (structures available in CSSR format from the authors). 



SAM from Molecular Similarity Matrices 

Input Encoding Parameter Decondlng Output 
Layer Layer Layer Layer Layer 

Figure 2. Schematic representation of ReNDeR neural network. 

Experimental Section 
In this work we use a modified version of the ASP software,14 

utilizing Gaussian functions rather than grids to elucidate 
electrostatic potential and shape similarity.19'20 Gaussians used 
to estimate the inverse distance (1/r) dependence of point charge 
potentials were applied to measure electrostatic similarity. For 
this study the 3 Gaussian approximation to the 1/r curve was 
used.19 Gaussians representing the square of ST03G28 wave 
functions were used to measure shape similarity. Gaussians 
constrained to drop to zero outside the atomic van der Waals 
radii20 (simulating the "hardness" of bonded atoms) were used 
here, since they are most sensitive to structural differences. These 
functions permit rapid analytical integral evaluations, greatly 
enhancing the speed of similarity calculations. Shape and 
electrostatic potential similarity calculations have been incor­
porated into the same program and results matrices are generated 
automatically. The 31 by 31 similarity matrices were calculated 
for steroid shape (SHAPE) and electrostatic potential (ESP). A 
31 by 62 matrix was also created containing both shape and 
electrostatic potential similarity data (SHESP). The 178 s CPU 
time were required on a Silicon Graphics Iris 4D-20 to calculate 
the 31 by 31 matrices for both shape and electrostatic potential 
(a total of 930 similarity calculations). 

While the extra information provided through the use of these 
similarity matrices is extremely useful, the amount of data present 
also causes problems. As with CoMFA, the data sets created 
from N by N similarity calculations are underdetermined (more 
columns than rows). The dimension reduction techniques of 
neural networks and partial least squares statistics have therefore 
been employed to analyze the matrix data sets. 

Study 1. Graphical Analysis Using Neural Networks. 
For the first investigation the matrix data was analyzed qual­
itatively using a neural network. Neural networks are hardware 
or software systems attempting to simulate some functions of 
the brain,29 including the problem of pattern recognition. For 
these studies we have chosen to use the reversible nonlinear 
dimensionality reduction (ReNDeR) procedure utilized by Liv­
ingstone et al.30 This method uses a symmetric neural network 
of the kind shown in Figure 2. The input and output layers 
contain as many neurons as there are parameters. The encoding 
and decoding layers contain a smaller number of neurons (around 
a third the number of input neurons works well), while the central 
parameter layer contains the number of neurons equal to the 
dimensionality of the ReNDeR plot required (usually 2). The 
output from the neurons within the parameter layer are used as 
the coordinates of the ReNDeR plot. 

For this experiment, neural network software developed in 
house was used. A 31-10-2-10-31 network was used to analyze 
the shape and electrostatic potential matrices, while a 62-20-2-
20-62 system was applied to the combined matrix. Each matrix 
was analyzed for around 2-3 h on a PC-486 until the decrease 
in rms fit error was negligible (less time required relative to the 
original work of Livingstone30 et al. because of the incorporation 
of a momentum29 term into the neural network. This greatly 
increases convergence speed). The results of the neural network 
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analyses are shown in Figure 3a-f. The definitions of high, 
intermediate, and low affinity compounds are shown in Table I. 

Study 2. QSAR Analysis Using Partial Least Squares. 
In the second investigation PLS statistics were used to analyze 
the similarity matrices quantitatively. The SYBYL modelling 
package31 implementation of PLS7 was used for the study. The 
steroid structures 1-21 were used in creating the QSAR equations 
for both the CBG and TBG studies, as was the case for the original 
CoMFA study.4 The equations derived using the CBG affinity 
data were then used to predict the activities of steroids 22-31, 
again in the same vein as the original study. 

PLS runs were undertaken using shape and electrostatic 
potential similarity data both individually (SHAPE and ESP) 
and together (SHESP). The similarity matrix containing both 
shape and electrostatic potential data was automatically loaded 
into a SYBYL data table using the SYBYL PROGRAMMING 
LANGUAGE.31 The matrix was added to the table without data 
scaling. All cross-validated runs were undertaken using 21 cross-
validation groups and 5 components. A cross-validated PLS run 
of the full (SHESP) similarity matrix took 5 s to run on an Iris 
4D-20. 

CoMFA runs were also performed on the 21 steroids. The 
CoMFA grid spacing used was 2.0 A for all but two runs when 
a 1.0-A spacing was applied. An sp3 carbon atom with a +1 charge 
was used as the probe atom. The energy cutoff was set to 30 kcal 
mol"1. The MINIMUM-SIGMA (set to 2.0) and COMFA-STD 
options were also enabled. All cross-validated runs were un­
dertaken using 21 cross-validation groups and 5 components. All 
other variables were left as the SYBYL defaults. PLS runs were 
initiated for four separate CoMFA runs. These runs were made 
up as follows: (i) analysis of CoMFA electrostatic field only, (ii) 
analysis of CoMFA steric field only, (iii) analysis of CoMFA using 
both steric and electrostatic fields (full field), (iv) analysis of 
CoMFA using both steric and electrostatic fields with a 1.0-A 
grid spacing. The four analyses were used for both CBG and 
TBG correlations. A cross-validated full field CoMFA analysis 
PLS run took 20 s with a 2.0-A grid spacing, and 17 min with a 
1.0-A spacing (increase by up to 2 orders of magnitude if the 
MINIMUM-SIGMA option is not used). The results of all the 
PLS runs are shown in Table II, together with the standard error 
produced when predicting the CBG affinity of the remaining 
steroids. The correlations producing the lowest cross-validated 
standard error were deemed to be the best and are shown here. 

Results and Discussion 

The neuron plots from the electrostatic potential 
similarity matrix show excellent clustering of the high 
affinity compounds for both CBG (Figure 3a) and TBG 
binding (Figure 3b). Grouping of intermediate and low 
affinity compounds into bands across the plot can also be 
seen. The CBG plot for the shape similarity matrix (Figure 
3c) shows tight clustering for the majority of active 
compounds, although there is no clear grouping (banding) 
of the intermediate and low affinity compounds away from 
the high affinity cluster. The TBG plot for shape (Figure 
3d) shows little clustering of compounds according to 
affinity. The point distributions of the plots created using 
both shape and electrostatic potential data (Figures 3e,f) 
are similar to those derived from the electrostatic matrix. 
For CBG affinity (Figure 3e), the banding of compounds 
according to affinity appears somewhat more defined, but 
little discernible improvement can be seen for TBG affinity 
(Figure 3f). 

The quantitative behavior of the PLS analyses closely 
mirrors the qualitative properties of the neuron plots. 
Table II shows the results of the PLS runs undertaken 
using the similarity matrices and CoMFA. For CBG 
binding shape, both in similarity (SHAPE) and CoMFA 
form, produced the best cross-validated r2 values. Cor­
relation of electrostatic similarities (ESP) and CoMFA 
data was also good. Interestingly, combining the two 
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Figure 3. Neuron plots produced by ReNDeR neural network: (a) from electrostatic potential similarity matrix for CBG affinity, 
(b) from electrostatic potential similarity matrix for TBG affinity, (c) from shape similarity matrix for CBG affinity, (d) from shape 
similarity matrix for TBG affinity, (e) from combined similarity matrix for CBG affinity, and (f) from combined similarity matrix 
for TBG affinity. High affinity (•); intermediate affinity (A); low affinity (O). 

Table II. Results of QSAR Studies 

independent variables 

ESP matrix 
SHAPE matrix 
SHESP matrix 
CoMFA - electrostatics 
CoMFA - shape 
CoMFA - full field 

ESP matrix 
SHAPE matrix 
SHESP matrix 
CoMFA - electrostatics 
CoMFA - shape 
CoMFA - full field 

cross-validated 
standard error 

0.850 
0.821 
0.820 
0.718 
0.604 
0.69G-70.6786 

0.699 
1.146 
0.665 
0.826 
0.972 
1.010°/1.004* 

cross-validated 
r2 

Corticosteroid-Binding Globulins 
0.501 
0.633 
0.533 
0.644 
0.761 
0.689<70.716fe 

Testosterone-Binding Globulins 
0.733 
0.244 
0.743 
0.603 
0.483 
0.441"/0.4146 

no. of components 
(degrees of freedom) 

1 
5 
1 
1 
2 
2a/36 

4 
3 
3 
3 
4 
4a/3b 

standard error 
of predictions 

0.411 (0.5950 
0.404 (0.710*) 
0.514 (0.6460 
0.352 (0.6190 
0.421 (0.760*) 
0.396"/0.5676 

(0.746°-*)/(0.8356-*) 

-
-
-
-
-
-

" 2.0-A grid density. 61.0-A grid density. c Error including compound 31. 

properties did not produce better correlation, with both 
the full (SHESP) similarity matrix and CoMFA analysis 

yielding cross-validated r2 values less than those achieved 
by shape alone. The S H E S P matrix model description 
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utilizes only one component and is close to that produced 
using just the electrostatic (ESP) matrix. The use of a 
1- A grid density when generating CoMFA data marginally 
increased the cross-validated r2. The errors and cross-
validated r2 values achieved by CoMFA were slightly better 
than those attained using similarity. 

With regard to the predictions of steroids 22-31, little 
difference was seen between the two methods, with CoMFA 
electrostatics giving the lowest standard error of prediction 
for compounds 22-30. For these compounds the difference 
in predictive standard error achieved across all similarity 
and CoMFA PLS runs was only 0.215. None of the QSAR 
equations were able to predict closely steroid 31, every 
run overestimating its affinity. The CoMFA runs were 
found to overestimate the affinity of 31 slightly more than 
similarity, with a consequent relative increase in overall 
standard error. Again the full (SHESP) similarity matrix 
and CoMFA analysis did not produce the best results. It 
was also found that the use of a 1.0-A density grid decreased 
prediction accuracy. 

For the TBG binding models, both the electrostatics 
only (ESP) similarity matrix and CoMFA run produced 
significantly higher cross-validated r2 values than their 
shape counterparts. Once more the use of a full CoMFA 
field analysis, utilizing both a 1.0-A and 2.0-A grid 
separation, actually decreases cross-validated correlation 
(in this case lower than both shape only and electrostatics 
only CoMFA runs). However, the use the full (SHESP) 
similarity matrix results in an improved cross-validated 
r2 while decreasing the number of components required 
for the model description. The model was still close to 
that derived using the ESP matrix alone. For the TBG 
series, similarity matrices produced better overall cross-
validated r2 values than those derived from CoMFA data. 

In summary, the results obtained both in the form of 
a graphical SAR description and QSAR model using 
similarity matrices correlate well with observed affinity. 
QSAR models derived from the similarity matrices are 
comparable with those produced by the CoMFA technique 
both in terms of overall result and general behavior. 

It is of interest that PLS appears unable to derive an 
improved model when analyzing both steric and electro­
static field data from CoMFA. Using the COMFA-STD 
option and accurate charges leads to rather different results 
from those obtained in the original CoMFA study.7 Both 
the full 2.0-A grid separation CoMFA analyses of CBG 
and TBG binding have electrostatic and steric factors 
contributing approximately equally (data obtained from 
CoMFA PLS listings31) to the QSAR models generated. 
In the original study no correlation is obtained with 
electrostatic field. This would at first appear to be a good 
result, since we would expect electrostatics to play some 
part in binding. However, when we consider this result 
in relation to those obtained when considering shape and 
electrostatics separately, PLS would seem a little "con­
fused". This can be seen in the context of the TBG models 
created. For the TBG system, electrostatic factors are 
clearly more important (see both the neuron plots and 
cross-validated QSAR model r2 values, Figures 3b,d and 
Table II), yet when shape is added to the CoMFA model 
it makes a near 50% contribution and the correlation 
decreases. 

One of the reasons this problem can occur is that shape 
parameter variance tends to be larger than electrostatic 
parameter variance (a similar problem exists for similarity 

data, although here the shape variance is the lesser of the 
two). When colinearity exists between the two properties, 
PLS will select the data with the greater variance, in this 
case shape. In an attempt to overcome this problem the 
MINIMUM-SIGMA and COMFA-STD options31 used 
in this study have been created. The COMFA-STD 
facility scales all CoMFA columns so they are all treated 
equally. Unfortunately, because the only variable filtering 
undertaken is through the somewhat arbitrary MINI­
MUM—SIGMA option (removal of columns with a stan­
dard deviation lower than a user defined threshold), large 
numbers of noise variables are still present in the CoMFA 
matrix. The use of the COMFA-STD option gives the 
noise equal importance to the signal, making it difficult 
for the PLS analysis to obtain the best possible result. 
This hypothesis is supported by the fact the cross-validated 
r2 value actually drops when additional data are provided 
in the form of a 1-A density grid. Also the 1-A density grid 
analysis of CBG data, while producing a better cross-
validated r2, was found to be the worst of the models for 
predicting the affinities of compounds 22-31. 

As a consequence of these problems, it would be useful 
to have access to more sophisticated statistical techniques 
for filtering the signal data from the noise and creating 
the QSAR model. To this end a test release of the statistics 
package GOLPE32 was used to analyze the similarity data 
and CBG affinity. Signal variables were filtered from the 
noise using progressive exclusion,32 with shape and elec­
trostatic similarity data considered separately. The 
resulting signal variable data was combined and auto-
scaled. A preliminary PLS run was undertaken and the 
first component scores plotted against y (affinity) values. 
The resultant plot suggested a logarithmic relationship 
between the data and the CBG affinity. While linear PLS 
copes well with certain nonlinear relationships through 
the addition of extra components, relationships of a 
logarithmic nature tend to be estimated as a straight line 
incorporating only a single component. It was therefore 
decided to use the Quadratic PLS option within GOLPE 
to analyze the data fully. This option utilizes a published 
technique for quadratic PLS evaluation.33 Additional 
operators have also been developed34 which allow the 
calculated loadings to be converted back into coefficient 
values, thus allowing prediction calculations to be made. 
The resultant cross-validated r2 was 0.828 described in 3 
components derived from just 14 shape and 9 electrostatic 
similarity variables. It was not possible to undertake 
similar work on the CoMFA data, since the version of 
GOLPE used could not handle the missing values of the 
electrostatic data columns (points within the van der Waals 
radii). Nevertheless, the importance of variable filtering 
(and the availability of quadratic PLS) is evident, since 
notable improvements in model performance are possible 
even when analyzing relatively small similarity matrices. 
It is almost certain therefore, that large CoMFA data sets 
could benefit greatly from this form of analysis. 

Similarity matrices are thus shown to provide an 
interesting alternative method for generating SAR and 
QSAR models. The matrices are generated quickly, and 
the amount and nature of the data they contain allows 
rapid analysis with a relatively low noise to signal ratio. 
This is extremely useful in areas such as PLS, where 
analysis of large data sets can be a time consuming process 
and which leads to possible extensions in the application 
of QSAR studies. For example, cross-validated r2 values 
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could be treated as optimizable variables, with molecules 
used to derive the QSAR model (especially outliers) shifting 
in order to maximize correlation. 

Conclusions 
N by N similarity matrices have been shown to provide 

a powerful numerical representation of the steric and 
electrostatic relationships between a series of drug mol­
ecules. Matrix generation and analysis are rapid, with 
excellent qualitative and quantitative correlation found 
between similarity data and affinities for the steroid set 
used. 
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