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A new computational method for the in situ generation of small molecules within the binding 
site of a protein is described. The method has been evaluated using two well-studied systems, 
dihydrofolate reductase and thymidylate synthase. The method has also been used to guide 
improvements to inhibitors of HIV-1 protease. One such improvement resulted in a compound 
selected for preclinical studies as an antiviral agent against AIDS. 

We describe MCDNLG (Monte Carlo De Novo Ligand 
Generator), a computer program for the de novo genera­
tion of ligands within the vacant binding site of a 
protein. Although there has been much recent work on 
in situ ligand design by computer programs, for ex­
ample, see the work described by Rotstein and Murcko1 

and the references cited therein, it has yet to be shown 
that these techniques can be used to design new 
compounds that actually enhance binding. In this paper 
we demonstrate that our method can. 

Protein structure-based drug design utilizes the struc­
ture of a therapeutically relevant protein target to direct 
the search for new drug leads and optimize their 
design.2,3 Notwithstanding the diversity achieved with 
recent combinatorial chemistry approaches to generat­
ing compound libraries4 coupled with high-throughput 
screens,5 the use of structural information to discover 
leads and optimize their potency is a powerful and 
complementary endeavor. The detailed description of 
the binding cavity of a protein afforded by X-ray 
crystallography invites the application of computational 
methods to generate structural proposals for new ligands. 
In contrast to the database screening approach,6 these 
methods generate customized solutions to the problem 
of discovering a ligand complementary to the target 
protein binding site. Current de novo design algorithms 
position chemical fragments and atoms at favorable 
locations within a binding cavity and then extend or join 
these components to generate basic design ideas. The 
evolution of the systems and their convergence to single 
fragment solutions is encouraged by a variety of means. 
Although MCDNLG was designed independently and 
its development was not influenced by any other com­
puter program for ligand design, it is of interest in that 
it does contain features similar to those in other de novo 
design programs that have been described recently.7 

The primary purpose for developing MCDNLG was 
to speed the discovery of structurally diverse lead 
compounds. In our experience, and compared to the 
structure-based elaboration of an existing lead com­
pound, this activity is difficult and time-consuming, 
even when aided by useful computer programs such as 
GRID.8 We have found that design proposals are 
frequently biased by the human designers' desire for 
familiar synthesis targets. MCDNLG avoids such preju-
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dice by using a Monte Carlo simulation to carry out de 
novo design without the use of a fragment library or 
other bias regarding the type of molecule desired. 

The de novo design algorithm implemented in MCDN­
LG anneals a "super molecule", a nonphysical arrange­
ment of random atoms densely packed into the target 
protein's binding site, into a chemically stable and 
physically realizable molecule that is complementarity 
to the site. The super molecule is comprised of atoms 
that can far exceed typical chemical bond valences, 
participating in up to 12 bonds simultaneously. Me­
tropolis Monte Carlo9 and simulated annealing protocols 
are used to evolve the mechanical system from its 
densely packed original state into a low-energy mol­
ecule. Mechanical energies for these nonphysical mo­
lecular states provide the chemical forces that drive the 
evolution. 

The MCDNLG program, which is written in C, first 
reads a file containing the coordinates of the atoms that 
make up the binding site, the coordinates of the close 
packed hexagonal array of atoms that is placed within 
the binding site at the start of the simulation, and the 
parameters associated with the various energy terms 
utilized in the simulation. It next carries out the Monte 
Carlo simulation to evolve the ligand, and, finally, 
writes out the ligand coordinates in PDB format. The 
Monte Carlo simulation (see Figure 1) is most easily 
described in terms of the molecular representation of 
the evolving ligand, the atomic interaction energies 
which drive ligand design, the ligand evolution process, 
and the ligand design protocol. 

Molecular Representation 

The fundamental units of the evolving molecular 
system are atoms and bonds. Each atom has an atom 
type associated with it, and each bond has an order, 
either single or double, associated with it. Each atom 
has a set of parameters characterizing its interactions 
with the other atoms in the evolving ligand and its 
interactions with the protein target. The individual 
atom types represent three distinct atomic properties: 
element type, electronic hybridization state, and the 
number of implicit hydrogen atoms. Currently, only the 
elements carbon, nitrogen, and oxygen are used, but in 
principle, the program could be expanded to include any 
element desired. Only sp2 and sp3 hybridization states 
are incorporated in the present version of the program. 
Hydrogen atoms do not exist on their own but are 
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Figure 1. Flow diagram for the Monte Carlo simulation. 

implied by the atom type. Target values for bond 
angles, torsional angles, and the number of valence 
bonds are indexed by atom type and together account 
for local features of the molecular geometry. During the 
simulation atoms are allowed to disappear and reap­
pear, and hence an occupancy parameter is required. 
When the occupancy of an atom is set to "disappeared", 
that atom is no longer considered a part of the evolving 
ligand. A disappeared atom cannot be bonded to any 
atom. However, it remains part of the total evolving 
system, interacting with the protein and other disap­
peared atoms. Because a disappeared atom is not 
constrained by intramolecular potentials, it can be 
moved to a more geometrically favorable location in the 
binding site, where it may reappear to produce a ligand 
that better fits the binding site. 

Atomic Interaction Energies 

The potential energy functions that govern the evolu­
tion and ultimately determine the structure of the 
evolved ligand are listed in Table 1. They fall into two 
distinct categories, the intramolecular potential energies 
among the ligand atoms and the intermolecular poten­
tial energies between the ligand and the target protein 
binding site. The intramolecular energy contributions 
primarily influence ligand geometry while intermolecu­
lar energy contributions ensure shape and chemical 
complementarity with the target binding site. The 
intramolecular interaction energies include a pairwise, 
radially symmetric atom—atom function based on a 
Morse potential. At separations greater than 6 A, this 
function decays to zero. Bond angle strain energy is 
computed by a quadratic potential centered on the 
equilibrium bond angle for the vertex atom type. 
Torsional angle strain is computed for all combinations 
of three sequential bonds by a cosine function, with the 
number and height of the rotational barriers determined 
by the central bond atom types. Atomic valence strain 
energy is computed by a quadratic function of the 
deviation of the sum of the orders of its bonds from the 
expected number of valence bonds for each ligand atom. 
This term, absent from standard molecular mechanics 
potential energy functions, is necessary here because 

bond rearrangements are allowed to evolve through 
nonphysical valence states. At low temperatures, the 
valence energies ensure that chemically reasonable 
structures are obtained. 

Intermolecular dispersion and repulsion interactions 
between the evolving ligand and the protein binding site 
are evaluated by a standard Lennard-Jones potential. 
To account for hydrogen bonding, MCDNLG has a 
quadratic potential for the donor-acceptor distance and 
a piecewise linear potential with minimum energy for 
donor—hydrogen—acceptor angles in the range of 120— 
180°. In addition, a desolvation penalty is given for each 
heteroatom in the ligand. This destabilizing energy, 
easily offset by hydrogen bonding to the protein, helps 
to ensure that heteroatoms are placed only where they 
interact favorably with the binding site or are necessary 
for the chemical stability of the ligand. 

A variety of heuristic energy terms, listed in Table 2, 
influence the creation of rings, hydrocarbon chains, and 
heteroatom functionality and thereby evolve ligands 
with favorable molecular topology. Stabilization ener­
gies promote ring formation, local bond conjugation, and 
aromaticity. Destabilizing energies discourage macro-
cyclic ring formation, bridgehead formation, creation of 
fragmented ligands, and certain bonding configurations, 
e.g. O-O, unlikely to be found in drug molecules. These 
terms, also absent from traditional molecular force 
fields, are crucial in shaping the type of molecule 
generated. For example, all-carbon diamond lattices or 
extended planar rings are of little interest as drug 
candidates. 

Ligand Evolution 

To evolve a ligand molecule, MCDNLG employs the 
standard Metropolis Monte Carlo algorithm9 coupled 
with a simulated annealing protocol. As shown in 
Figure 1, each move is selected at random. The possible 
moves, and their set of allowed values, for an individual 
step in the Monte Carlo simulation are as follows: (1) 
change atom occupancy (appeared, disappeared), (2) 
change atom position (arbitrary small distance within 
cavity defined by boundary atoms), (3) change bond type 
(single, double), (4) change atom type (C sp2 C sp3, CH 
sp2, CH sp3, CH2 sp2, CH2 sp3, CH3 sp3, O sp2, 0 sp3, 
OH sp3, N sp2, N sp3, NH sp2, NH sp3, NH2 sp2), (5) 
translate a fragment (arbitrary small distance within 
cavity defined by boundary atoms), (6) rotate a fragment 
about a random vector (arbitrary small angle), (7) rotate 
all atoms on one side of a selected bond about the bond 
(arbitrary small angle). 

Bonds are allowed to change type, but bond existence 
is a function of interatomic distance only. In the 
simulation a bond exists between all appeared atoms 
that lie within 2.1 A of each other. If, in a positional 
move, one atom in a bond moves more than 2.1 A from 
the other, the bond is deleted. The system temperature 
is defined by a user-provided piecewise linear profile, 
an example of which is shown in Figure 2. The relative 
frequency among different move types is also an adjust­
able input parameter. Other parameters govern the 
relative contribution of each energy type (see Table 1). 
A single ligand is generated each time the simulation 
is run, but because the potential energy surface for the 
system is complex with many local minima, multiple 
runs that differ only by the value of the initial random 
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Table 1. Force Field Expressions with Typical Parameter Values" 

description functional form typical values 

hydrogen-bonding protein-ligand interactions 2.3 A < r < 3.5 A 

non-bonded protein-ligand interactions 

ligand intramolecular interactions 

bond angle strain in degrees 

deviation from standard valence 

sp2 torsional strain 

sp3 torsional strain 
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° The values given are independent of atom type. The total energy is the sum of these components, with each component summed over 
its respective interactions, plus contributions from the heuristic energy terms given in Table 2. Ideal bond angles, 0°hyb, are either 109.5° 
for sp3 or 120° for sp2 hybridization; standard valences, v°type, depend on atom type, e.g., 1 for OH or CH3, 2 for O or CH2, etc.; r is an 
interatomic distance; 6 is a ligand bond angle in degrees; v is the valence of a ligand atom; and 0 is a dihedral angle. All force constants, 
k, are unitless and all energy terms, E, are in arbitrary energy units. The ligand-ligand intramolecular energy potential is used to 
model both bonding and nonbonding interactions, with a bond being defined by a distance cutoff (see text); the attractive nonbonded 
potential encourages ligand atoms to move within bonding distance of each other. 

Table 2. Heuristic Energy Terms Used To Encourage the Formation of Chemically Reasonable Structures" 

situation type description 

atom type/bond type inconsistency 
two double bonds from the same atom 
macrocycle formation 
bridged ring system formation 
spiro-fused ring system formation 
bonds between heteroatoms 
multiple fragments 
heteroatom existance 

formation of a conjugated bond 
small ring formation 
aromatic ring formation 

penalty 
penalty 
penalty 
penalty 
penalty 
penalty 
penalty 
penalty 

reward 
reward 
reward 

discourage, for example, an sp3 atom with a double bond 
discourage allene formation 
discourage formation of rings with more than seven atoms 
discourage overrepresentation 
discourage overrepresentation 
discourage formation of potentially unstable groups, e.g. peroxides 
encourage output of a single, connected structure 
desolvation penalty that discourages placement of heteroatoms 

in unfavorable locations 
encourage conjugation, which may lead to aromaticity 
encourage five-, six-, and seven-membered rings 
encourage formation of aromatic systems 

" Magnitudes of the atom type/bond type inconsistency and conjugated bond formation are typically 5.0, the desolvation penalty is 
typically 3.0, and the remainder are typically 10.0, in arbitrary energy units. 

2000 

Simulation Step Number x 10 

Figure 2. Typical temperature profile for a 300 000 step 
simulation. The temperature increase at approximately step 
200 000 was found (generally) to produce ligands with lower 
energy. 

number seed will produce quite different l igands and 
thereby offer a rich variety of molecular solutions to the 
same binding site topography. 

MCDNLG D e s i g n P r o t o c o l 

MCDNLG s ta r t s with a nonphysical hexagonal close 
packed a r ray of a toms with 1.5 A interatomic spacing 
placed in a random orientation within the binding site 

of the ta rge t protein. The atom types are randomly 
selected unless the occupancies of all a r ray atoms are 
set to "disappeared", in which case the default a tom 
type, sp3 OH, is used. A separa te computer program 
with a graphical interface caps the binding site wi th 
boundary atoms, represent ing solvent, extracts this site 
from the remainder of the protein and fills it with the 
randomly oriented hexagonal close packed a r ray of 
a toms. The only inputs required are a Protein Da ta 
Bank atomic coordinate file for the protein within whose 
binding site the ligands are to be generated and interac­
tive direction from the user to locate and cap the site. 
Polar hydrogen atoms are frequently included with the 
protein in order to facilitate calculation of ligand— 
protein hydrogen bond geometry. A typical ligand 
design simulation consists of 300 000 Monte Carlo steps, 
wi th no checks for system convergence, and requires 
about 15 min of run t ime on one processor of a Convex 
C240 vectorizing supercomputer. For some systems, 
longer runs have been shown to increase the yield of 
reasonable ligands. 

The MCDNLG program has been used routinely for 
s t ructure-based design projects in our laboratories. 
Dur ing i ts use we have investigated t h e program's 
ability to generate a variety of novel s t ructures , its 
ability to build onto existing substructures , and its 
ability to link two fixed s t ructura l fragments together. 
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Figure 3. Schematic representation of design ideas produced for dihydrofolate reductase, (a) Binding mode of the pteridine ring 
portion of methotrexate to DHFR; dotted lines represent hydrogen bonds, (b) Representative sample of design ideas generated by 
MCDNLG to fill the pteridine binding pocket of DHFR. The orientation of the structures is with reference to that in part a. Note: 
in order to make ligand generation independent of assumed pH, MCDNLG allows the oxygen atoms of Asp and Glu side chains 
to be either hydrogen-bond donors or acceptors. 

We describe below three applications of MCDNLG 
which illustrate some of these capabilities. 

Dihydrofolate Reductase 
As one of the earliest paradigms of how detailed three-

dimensional structural information can reveal the ori­
gins of potency and selectivity in a pharmacophore, 
dihydrofolate reductase (DHFR) has become a test 
system for many computational studies of molecular 
recognition.10 We have run MCDNLG in this system 
to investigate how much structural diversity can be 
generated in a binding cavity where the vast majority 
of published ligands contain a 2,4-diaminopteridine or 
pyrimidine ring system. The intent of this experiment 
was to find out if MCDNLG could generate ideas for 
ligands that resemble the pteridine portion of known 
inhibitors, such as methotrexate, as well as ligands that 
differ but still make many of the same interactions with 
the protein. 

Figure 3b shows a sample of the output in the same 
reference frame as methotrexate, which is shown sche­
matically in Figure 3a. These structures were gener­
ated using the published structure of DHFR (Brookhaven 
file 3dfr). A portion of the ligand, methotrexate, con­
taining the pteridine ring and C9 was removed, and N10 
was selected as the point from which all ligands were 
grown. Eight representative compounds generated by 
MCDNLG are shown in Figure 3, exactly as they were 
designed by the program. Not surprisingly, some of 
these structures may not be chemically viable (for 
example, number 4) and others may be too synthetically 
challenging to be useful as speculative leads. It should 
be stressed that the MCDNLG program is an idea 
generator and that knowledge of tautomer stability, j>Ka, 
or even low-energy conformation is not built into it at 
this time. It is noteworthy that none of the structures 
contain the equivalent of N3 in the pteridine ring. This 
atom does not make any direct polar interactions with 
the site and hence its appearance in the output would 
be accompanied by an uncompensated desolvation en­
ergy penalty. The importance of N3 in methotrexate is 
indirect in that it alters the electronic properties of the 
ring and its substituents, allowing for more favorable 
coulombic interactions at Nl . Further, several of the 

structures (numbers 4 -6) make plausible, additional 
interactions which are not present with methotrexate. 
Many of the structures in Figure 3 are unreported in 
the literature and therefore probably have not been 
evaluated as potential DHFR inhibitors. 

Thymidylate Synthase 
The protein structure used for this retrospective 

design exercise was the ternary complex of Escherichia 
coli thymidylate synthase (TS) containing covalently 
bound 5-fluoro-2'-deoxyuridylate, but from which the 
bound antifolate, 10-propargyl-5,8-dideazafolate 
(CB3717), has been removed. Key water molecules 
known to bridge between most potent ligands and the 
active site residues were retained. The binding site was 
capped to limit ligand generation to the quinazoline 
region of the folate binding pocket. This structure was 
initially solved by Matthews and co-workers11 and has 
been described previously as a suitable starting place 
for de novo design.2 

Several groups have reported the discovery of anti-
folates which bind to this protein, inhibit its activity, 
and have the potential to be clinically useful agents.12 

Figure 4A is a schematic representation of the interac­
tions made between the TS active site and CB3717. 
Figure 4B shows, on the left, four of the substructures 
that have been elaborated into potent enzyme inhibitors 
in our laboratories,13 including two ( la and 4a) which 
are drug leads currently under clinical investigation. 
Adjacent to each substructural class are examples of 
output from the MCDNLG program which are most 
suggestive of each class. Again, no filtering of the 
output to take account of ease of synthesis, stability, or 
tautomerism has been performed. The generation of the 
set of 100 structures from which these examples were 
chosen took approximately 20 h of CPU time on single 
processor of a Convex C240 computer. Although no 
exact replicas of the known structures were found in 
this run, it is gratifying that linear bicyclic (lb) and 
tricyclic (2c) as well as fused tricyclic ring systems (4b) 
were found. 

HIV-1 Protease 
The above examples represent applications of the 

program to designing novel substructures in well-
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Figure 4. Schematic representation of design ideas produced for thymidylate synthase: (A) binding mode of the quinazoline 
portion of CB3717, (B) representative sample of design ideas generated by MCDNLG to fill the quinazoline binding pocket of 
thymidylate synthase. On the left (la—4a) are structurally diverse portions of inhibitors synthesized in our laboratories. On the 
right, for each class of inhibitor, are closely related design ideas generated by MCDNLG to fill the corresponding portion of the 
binding site. 

In the course of a research project to discover nonpep-
tidic inhibitors of HIV-1 protease for potential use as 
orally active antiviral drugs, our colleagues synthesized 
one series of molecules containing two ortho-substi-
tuted iV-te7t-butyl-AT-(2-hydroxyethyl)benzamide moi­
eties, one of which is shown in Figure 5. The tert-butyl 
groups were known from X-ray crystallographic studies 
to bind in the S1-S3, and Sl'-S3' pockets.14 As one 
potential way to increase the potency of the lead 
compound in this series, MCDNLG was run in these 
subsites of the enzyme active site. Prior to the run, the 
sites were capped by about 20 boundary atoms placed 
in the vicinity of residues Phe 53, Arg 8, and Pro 81 in 
both subunits of the enzyme, and the methyl groups 
forming the tert-bntyl substituent were removed from 
the bound ligand structure, shown in Figure 5. The 
remaining carbon atom was defined as the point of 
attachment for the replacement fragment. This atom 
was not allowed to disappear, but otherwise acted as 
any other ligand atom, i.e., new bonds could be formed 
to it, and it was allowed to move and change atom type. 
Two independent series of runs were carried out, into 
the capped S1/-S3' region and into the symmetry related 
S1-S3 region. We had observed in our crystallographic 
studies that ligand binding could induce different 
conformations of the residues that make up these 
subsites and therefore decided to treat them indepen­
dently. 

S1-S3 
region 

Figure 5. HIV-1 Protease inhibitor used as a starting point 
for MCDNLG design. iert-Butyl groups that bind in the Sl'-
S3' and S1-S3 pockets are circled. The crystal structure of the 
complex used for design contained the R enantiomer. Inhibi­
tion constants for both the starting compound and the com­
pound suggested by MCDNLG were measured on racemic 
mixtures. 

defined subsites of an enzyme active site. In certain 
enzymes, of which the aspartyl protease from HIV-l is 
a good example, the active sites lack such obvious large 
subsites but rather, as a consequence of the extended 
conformation of their polypeptide substrates, consist of 
elongated binding sites with one or more specificity 
pockets that accommodate certain substrate side chains. 
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Figure 6. Stereo representation of a portion of the structure of HIV-l protease with ligands bound, (a, top) the Sl'-S3' region of 
the active site. Crystallographically determined positions of the parent compound with the tert-butyl group in green and the 
derivative with the ethyl and rc-propyl groups in purple are shown together with the respective Connolly surfaces for those groups 
and the surface for the protein in white. The origin atom for the MCDNLG run is marked with an X. (b, bottom) the S1-S3 region 
of the active site. Crystallographically determined positions of the parent compound with the tert-butyl group in green and the 
derivative with the cyclopentyl and ethyl groups in purple are shown with the respective Connolly surfaces for those groups and 
the surface for the protein in white. 

The first run, in the S l ' -S3 ' region, produced several 
interesting functional groups tha t appeared to make 
superior contact with the hydrophobic residues forming 
the subsite as compared to the original tert-butyl group. 
Following a routine gas phase minimization of the most 
reasonable generated structures,1 5 they were re-evalu­
ated both conformationally and from the point of view 
of synthetic accessibility. The structure containing the 
diethyl, n-propyl substitution pattern off the origin atom 
was selected for synthesis. Figure 6a shows the crys­
tallographically determined structure of the new bound 
ligand in the region of the new substituent, compared 
to the structure of the parent ligand. The point of origin 
for the MCDNLG runs is indicated (X) and the solvent 
accessible surfaces16 shown are for the parent ligand 
(green), the new ligand (purple), and the protein (white). 
The additional contacts made by the four extra carbon 
atoms are clearly apparent in Figure 6a and probably 
account for the increased binding observed for the new 
ligand, which is 9-fold greater than parent ligand in 
inhibiting the enzyme. 

The same type of MCDNLG run was performed in the 
S1-S3 pocket, capped in a similar manner and initiated 
from the equivalent carbon atom. Again, several struc­
tural leads worth pursuing further were obtained and, 
in part because of the small site differences and in part 
because of the nature of the Monte Carlo simulation, 
there was no overlap of the output with the previous 
experiment. Figure 6b shows the structure of an 
inhibitor containing cyclopentyl and ethyl substi tuents 
off the origin carbon, again superimposed on the struc­
ture of the parent tert-buty\ amide. This compound, 
directly generated by the program, was synthesized and 
shown to bind in the protein with the cyclopentyl and 
ethyl groups in two possible rotational orientations, one 
of which was identical to tha t generated by MCDNLG. 
The binding of this ligand was improved 10-fold over 

the parent molecule against the isolated enzyme.14 As 
before, additional protein-l igand contact made by the 
additional ligand atoms may account for the increased 
binding. 

Discuss ion 

The results of the MCDNLG applications described 
above demonstrate that the program is a useful addition 
to small molecule design protocols. When used as an 
idea generator, in conjunction with input from modelers, 
it can rapidly accelerate design of new ligands and 
suggest improvements to existing ligands. The majority 
of MCDNLG output structures require some modifica­
tion before they become synthetically viable targets, but 
on occasion, as with some of the HIV-l protease runs, 
the program generates readily synthesizable com­
pounds. 

We are working on ways to enhance the performance 
of MCDNLG and to extend its application. Par t of our 
current efforts is directed toward optimizing the user-
adjustable parameters, which have a varying degree of 
influence on the output ligands. Since genetic algo­
ri thms are ideally suited to finding optimal combina­
tions of linked and unlinked parameters, we are inves­
tigating their application to this problem. In its present 
form, MCDNLG does not distinguish whether a newly 
designed ligand is truly novel, and we are developing 
techniques for automatic postrun filtering of generated 
structures to eliminate ligands overly similar to ones 
previously generated. We are also trying to develop 
methods for reliably ranking the remaining compounds 
to select those most promising. A fundamental change 
in the design protocol would be to employ fragment 
positioning, such as that found in the LUDI program,17 

to extend the fundamental unit of manipulation in 
MCDNLG to include a selected set of chemical frag­
ments. This approach may have the effect of allowing 
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known pharmacophores or known conformational pref­
erences of functional groups to appear in the eventual 
output. A weakness in the current version of MCDNLG 
is the assumption that the binding site is rigid; i.e., there 
is no way to account for motion of protein backbone and 
side chain atoms; we hope to develop methods to account 
for flexibility of the binding cavity in a subsequent 
version of the program. We are investigating applica­
tion of MCDNLG to computational database searching 
methods for optimization of hits found by them and to 
suggest appropriate database queries to direct the 
search itself. In addition, we are developing portions 
of the MCDNLG code to use for ligand docking and for 
ranking design ideas. 
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