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“Fail early and fail fast” is the current paradigm that the pharmaceutical industry has adopted
widely. Removing non-drug-like compounds from the drug discovery lifecycle in the early stages
can lead to tremendous savings of resources. Thus, fast screening methods are needed to profile
the large collection of synthesized and virtual libraries involved in the early stage. Solubility
is one of the filters that are applied extensively to ensure that the compounds are reasonably
soluble so that synthesis of the compounds and assay studies of pharmacokinetics and toxicity
are feasible. To address this need, we have developed a fast quantitative structure-property
relationship (QSPR) model for the prediction of aqueous solubility (at 298 K, unbuffered solution)
from the molecular structures. Multiple linear regressions and genetic algorithms were used
to develop the models. The model was based on a set of diverse compounds including small
organic molecules and drug and drug-like species. The predicted solubility for the training
and test sets agrees well with the experimental values. The coefficient of determination is R2

) 0.84 for the training set of 775 compounds and the RMS error ) 0.87. This model was
validated on four sets of compounds. The RMS error for the 1665 compounds from the four
validation data sets (including compounds from the Physician’s Desk References and
Comprehensive Medicinal Chemistry databases) is 1 log unit and the unsigned error is 0.77.
This model does not require 3-D structure generation which is rather time-consuming. Using
2-D structure as input, this model is able to compute solubility for 90 000-700 000 compounds/h
on a SGI Origin 2000 workstation. This kind of fast calculation allows the model to be used in
data mining and screening of large synthesized or virtual libraries.

Introduction
Solubility of a compound is defined as the amount of

solute dissolved in a saturated solution under equilib-
rium conditions. Dissolution is the process of approach-
ing the equilibrium solubility.1 Solubility is a property
of interest to many areas of research, such as pharma-
ceutical, material, physical, and environmental sciences.
It is particularly important to the pharmaceutical
industry because solubility is relevant to pharmacoki-
netic properties (absorption, distribution, metabolism,
and excretion) and toxicity. For example, a drug must
be soluble so that it can be absorbed across the biological
membrane to reach the target organ or issue. Solubility
of a compound must be accurately determined to assess
the concentrations that the drug will achieve in the
target area, to establish the therapeutic level, and to
prevent toxicity. Lower solubility can hinder the biologi-
cal activity (for example, absorption and distribution)
of a compound, and often a special formulation or
modification is required to enhance the solubility. Drug
modification can be complex, time-consuming, and
sometimes lead to unexpected results.

A drug discovery lifecycle, a rather lengthy and costly
process, typically spans 10-15 years. The worldwide
R&D expenditures by the pharmaceutical industry have
been increasing steadily during the past 30 years. The
annual cost for U. S. pharmaceutical companies reached
26 billion in 2000.2 However, 75% of the overall R&D
cost is attributed to failures.3 Among these, 29% is due
to lack of efficacy, 40% is due to pharmacokinetics, and
11% is due to animal toxicity.4 It is clear that an ideal
drug is a balance of potency, selectivity, pharmacokine-
tics, and toxicity. Appropriate physicochemical proper-
ties (e.g., logP and solubility) together with pharmaco-
kinetic properties and toxicity are the major determi-
nants for progressing from a good lead to a good drug.
Tremendous cost can be saved by weeding out the non-
drug-like compounds in the early drug discovery life-
cycle. However, experimental assays and animal or
clinical tests are expensive and not practical to apply
to the large collection of compounds in the early stage.
Accurate predictive methods can be used to identify and
prioritize candidates for development, to assist the
rational design of compounds with desirable profiles,
and to prioritize and even to reduce the experimental
studies and animal tests. Many currently available
ADME/Tox prediction tools have been applied in the
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discovery settings by medicinal chemists to enhance the
drug-like characteristics of lead compounds.5-11

Moreover, with the advent of combinatorial chemistry
approaches it is possible to generate very large real or
virtual libraries, which has required the development
of library design tools that drive libraries toward more
drug-like characteristics. Hence, fast property prediction
tools are essential to ensure that the design of combi-
natorial libraries can be approved.

Significant effort has been put into the prediction of
solubility for small organic compounds and environ-
mentally important chemicals. However, only very few
studies were focused on the prediction of solubility of
drug-like molecules, primarily due to the lack of con-
sistent experimental data in the published literature.
Yalkowsky and Banerjee have summarized the various
methods used to develop solubility models.12 Below we
list some of the more recent efforts along these lines.
The interested readers are referred to the original
articles and the references therein for earlier publica-
tions in this area.

Work by Jurs’s group utilized topological, electronic,
and 3-D geometrical descriptors to represent the struc-
tural features.13-16 In these publications, the electronic
properties such as atomic charges were computed using
semiempirical molecular orbital calculations. Bodor and
Huang used a semiempirical method to calculate various
molecular properties to fit a linear equation to reproduce
the experimental solubility.17 Katritzky and co-workers
developed solubility models for hydrocarbons and ha-
logenated hydrocarbons based on the physicochemical
properties obtained from semiempirical quantum cal-
culations.18 All these methods work reasonably well for
the prediction of the solubility of small organic com-
pounds. However, calculations involving quantum ap-
proaches are rather time-consuming tasks.

Yalkowsky has developed a method to predict the
solubility for several series of structurally related
compounds by correlating solubility with experimental
water-octanol partition coefficients and melting points.19

Meylan et al expanded this method by including mo-
lecular weight (MW).20 The approaches based on ex-
perimental properties (such as logP and melting tem-
perature) are only suitable for compounds for which the
measured values are available. This method is not
applicable to compounds yet to be synthesized, thus,
making it impossible to use in the design of drug-like
virtual libraries.

Group contribution methods have been employed for
the prediction of solubility on several occasions.21-23

This type of method often requires numerous param-
eters to achieve a good predictive model. For example,
40-200 parameters are not uncommon.21-23 Kuhne et
al employed a fragmentation method where the experi-
mental melting point was also considered as a frag-
ment.24 Recently, Abraham and Le used linear solvation
energy relationship for the prediction of solubility.25

Ruelle and Kesselring applied the mobile order ther-
modynamics method to compounds with no hydrogen
bond donor capacity.26

Huuskonen and Taskinen developed an artificial
neural network model based on molecular topology and
E-state keys for the prediction of solubility of drug and
drug-like compounds.27 However, the experimental solu-

bility of the molecules included in the training set was
measured under different experimental conditions,
thereby making it difficult to interpret the predicted
solubility. Recently, Huuskonen developed an artificial
neural network model for a large diverse set of com-
pounds.28 The model used 30 descriptors based on 1-D
and 2-D molecular information. The model gave excel-
lent R2 ) 0.94 and SD ) 0.47 log unit for a training set
of 884 compounds. This model, using a 30-12-1 neural
network architecture, has a total of 385 adjustable
weights and is rather complex.

Tetko et al developed an artificial neural network
model using a 33-4-1 architecture (a total of 141
adjustable weights).29 Using a set of homogeneous
descriptors, such as MW and electrotopological indices
(E-states), the model gave comparable performance to
that presented in Huuskonen’s work.28 Liu and So30

used an even smaller neural network, 7-2-1 architec-
ture (a total of 19 adjustable variables) on the same set
of training set used by Huuskonen.28 The model gave a
reasonable R2 ) 0.86 and SD ) 0.72.

More recently, Jorgensen and Duffy have developed
an approach combining Monte Carlo simulation and
QSPR method.31 Separate regression equations are used
for small organic compounds and drug molecules and,
as a result, this scheme gives good prediction for a
diverse set of molecules. However, Monte Carlo simula-
tion is relatively time-consuming for the prediction of
large collections of compounds. Recently, Ran and
Yalkowsky32 used a generalized solubility equation
(GSE) to estimate the solubility of the same set of
compounds studied by Jorgensen and Duffy. The inputs
used in the GSE were the experimental melting points
and calculated or experimental water-octanol partition
coefficients. The method is simple, yet as accurate as
the Monte Carlo approach.

In this work, we describe a fast quantitative-
structure property relationship (QSPR) method for the
prediction of aqueous solubility. We tried to focus on a
small number of descriptors or parameters that have
physical meaning and, as a result, are intuitive to bench
chemists. Thus, our predictive model can be readily used
in library design and optimization. Moreover, the mod-
els are fast enough to be used in data mining and in
silico screening of large libraries.

The Data Set. There are fairly large collections of
experimental solubility data for small organic com-
pounds. However, only limited data were available for
drug and drug-like compounds. Furthermore, the ex-
perimental conditions vary considerably from laboratory
to laboratory, especially for the drug and drug-like
compounds. For example, measurements at various pH’s
and temperatures were reported. These conditions affect
the solubility of a compound. The solubility of a com-
pound usually increases as the temperature is elevated
and the solubility of many compounds can be easily
altered by adjusting the pH of the solution.1 Further-
more, for a given condition (T and/or pH), the solubility
measurement may be influenced by the experimental
protocol. For example, purity of the material, especially,
the solute, and the length of equilibration time can be
critical. Thus, experimental conditions and experimental
protocols can all lead to inter-laboratory variation in the
measurement. These issues are beyond the scope of this
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paper and are thoroughly discussed in an excellent book
by Yalkowsky.1 The interested reader may consult the
original book for further discussion. Any model devel-
oped based on the available experimental solubility data
is limited by the accuracy of experimental measure-
ments. Unfortunately, most of the experimentally de-
termined solubility values do not report the standard
error for the measurements. This made it impossible to
assess the quality of the experimental data. Provided
that reasonable experimental procedures are followed
the experimental measurements from different labora-
tories should agree with each other within an acceptable
accuracy. Comparison of the measured solubility from
different research groups can give us a rough idea about
the quality of the data. The comparison of a small
collection of hydrocarbons by Huibers et al shows that
the error is at least 0.16 log units.18 Hence, for a
collection of diverse compounds, like the one used here,
the errors might be significantly greater.

The experimental conditions under which solubility
has been determined vary widely (e.g., temperature, pH,
etc. are experimental variables). Because of this, we
decided upon one experimental set (T ) 298 K, unbuf-
fered solution) of conditions that would give us a clean
and consistent data set. We focused on the thermody-
namic solubility that is defined as the equilibrium con-
centration of the chemical in a saturated solution. For
the solid, the thermodynamic solubility reflects the true
solubility of the most stable crystal form; therefore, the
solubility is not affected by the crystal form. Different
crystal forms may have different dissolution rates which
results in a temporary change in the apparent solubility
only.1 We only concentrated on the aqueous solubility
of pure neutral species. We did not include mixtures and
formulated drug products because, indeed, formulation
ingredients can alter the solubility significantly.33 Fur-
thermore, the formulation design of drug products de-
pends on the nature of the individual compound, the
route of administration, and many other factors.33 Thus,
the highly variable nature of the formulation procedure
reduces the value of the inclusion of formulation de-
pendent solubility data in a general solubility model.
Others have attempted to fit variable conditions to a
QSPR model, but it is our opinion that this makes it
even more difficult to model what is a very complex
physical process.

We started with a literature data set that consisted
of 330 small organic compounds.13 This set was origi-
nally from Yalkowsky’s AQUASOL database.34 To ob-
tain a more diverse data set, we expanded the set to
551 compounds by including compounds from several
other sources.15,17,25 Compounds with inconsistent in-
formation were eliminated. This small molecule data set
covers a wide variety of functional groups (20% of the
molecules had multiple functional groups) and solubility
ranging from 10-12 to 102 (mol/L). The highest MW is
500. However, MWs of only eight molecules are between
400 and 500. Examining the CMC and PDR compound
collections showed that 12 and 8% of compounds,
respectively, have MW over 500. To develop a model
suitable for the prediction of a wider range of com-
pounds, we added higher MW compounds (MW > 250)
to the training set. Specifically, drug-like compounds
and compounds with functionalities under-represented

in the small molecule data set were chosen to better
cover the chemical space. Most of these compounds were
from the PHYSPROP database.35 We only included one
enantiomer of a chiral compound since enantiomers
have the same melting point, boiling point, spectroscopic
properties, and the same solubility in water while only
their interaction with plane-polarized light and their
reactions and/or interactions with other chiral molecules
are affected. The final data set (809 compounds) con-
tained multiple functional groups, which are listed in
Table 1. Many molecules with multiple functional
groups were arbitrarily put in one of those categories
since this table just gives us a rough idea about the
distribution of compound functionality not an elaborate
classification of all of the compounds. Figures 1 and 2

Figure 1. Molecular weight (MW) distribution for the two
training sets. One contains 517 small molecules and the other
has 775, including many molecules with multiple functional
groups. The latter set includes more molecules with MWs
greater than 250 and has 6 compounds with MWs between
600 and 800.

Figure 2. The distribution of aqueous solubility Sw (mol/L)
for the two sets of data. The logarithmic scale is used to
compress the data into a convenient range.

Table 1. Profile of Functional Groups in the Data Set

no. of
compounds functionality

28 alkanes
20 alkenes
9 alkynes
144 halogen derivatives
68 aromatic and cyclic
60 nitrogen-containing compounds: nitros, nitriles,

amides
11 amines
57 alcohols
20 ketones
8 aldehydes
27 esters
14 ethers
20 acids
6 sulfur-containing compounds
59 drug and drug-like molecules
258 with multiple functional groups and MW > 250
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show the MW profile and the solubility distribution for
the training set, respectively. The solubility is expressed
in mol/L and a logarithmic scale was used to compress
the solubility data into a more convenient range.

A small number of molecules (34) were randomly
selected from 809 compounds and were kept outside the
training set as a test set. We also collected several sets
of data as independent external validation sets: 61
orally available drugs from the Physician’s Desk Refer-
ences (PDR),36 166 drug-like compounds from the Com-
prehensive Medicinal Chemistry (CMC) database,37 and
1404 compounds from the PHYSPROP database.35 The
61 compound PDR data set was obtained by searching
through the solubility data for all 438 orally available
PDR drugs in archival data sources available to us
(Merck Index,38 AQUASOL,34 and the PHYSPROP35

database). We were able to find solubility data for 61
out of 438 compounds. Similarly, the 166 compound
CMC data set (out of a total of 5836 drug-like CMC
compounds) was obtained in a similar manner. The 5836
drug-like CMC compounds were extracted from 7577
entries in the CMC database as described in Egan et
al.11 These data sets were kept separate to allow us to
monitor the performance of the model on different series
of compounds, such as drug-like compounds (PDR and
CMC series) and environmentally interesting com-
pounds (PHYSPROP data set). There are many other
ways to separate the validation data set based on one’s
particular goals and interests. It is important that the
model perform well on the entire validation data set.
We also predicted the solubility profile for 438 orally
available drugs from the PDR and 5836 drug-like
compounds from the CMC database. Since the solubility
data are only available for a small fraction of these
compounds, we compare the profile of the entire collec-
tion to that of the subset with known solubility data.

In summary, we used 775 compounds as a training
set to develop models and 1665 external compounds for
model validation. Huuskonen’s model was based on 884
compounds and was validated on 442 external com-
pounds.28 It is impossible for us to compare our data
sets with theirs since their paper did not disclose the
compounds used in the model and it was not clear how
the compounds were selected. It is likely that our com-
pound list overlaps with theirs to some extent since both
efforts shared common data sources (AQUASOL data-
base and PHYSPROP database), but our dataset is
significantly larger than the one reported by these
authors.

Model Development. The Cerius2 4.0 package39 was
used to build the QSPR models for the prediction of
aqueous solubility. The structures were minimized using
the universal force field implemented within the open
force field (OFF) module of Cerius2. All 136 descriptors
available within Cerius2 were computed, which included
descriptors describing structural, topological,40-42 elec-
trotopological indices known as E-state keys,43 and
spatial parameters.44,45 The structural descriptors in-
clude MW, number of rotatable bonds, number of
hydrogen bond donors and acceptors. We also calculated
the water-octanol partition coeffient, AlogP,46 as imple-
mented in Cerius2 4.0. The spatial descriptors include
Jurs’s charged partial surface area parameters and
shadow indices represented as the area of the projec-

tions of the molecular volume in three perpendicular
planes.44,45 The pairwise correlation coefficients reveal
that many descriptors were highly correlated to each
other. Among a group of highly correlated descriptors,
only one was retained for regression. The cutoff for the
correlation coefficient is 0.9 (i.e., if the correlation
coefficient was greater than 0.9, they were considered
highly correlated). Some descriptors have zero value for
some compounds, and those descriptors that had very
few nonzero values were eliminated since they only
represented a small number of molecules. The remain-
ing 30-40 descriptors were used for the regressions.

Several regression methods were used to build a
model. G/PLS, which is a combination of a genetic
algorithm and a partial least-squares method, was used
to find the best combination of descriptors. Typically,
G/PLS regression gives many models with similar
accuracy. Each model was analyzed, and the most
statistically significant group of descriptors was used
for the final model. Stepwise regression was also used
to find the most significant descriptors and to confirm
the descriptors obtained from the G/PLS method. Mul-
tiple linear regressions were performed on the small set
of descriptors selected by G/PLS and stepwise methods
to build the final models. The regression results from
different methods agree with each other well, so we only
present the results from the multiple linear regressions
because it gave us our final solubility model.

We developed models using two different training
sets. The first model was based on the experimental
solubility of 517 small molecules. We derive models
using all 517 compounds in the training set instead of
subdividing the training set into fairly homologous
groups of compounds and then developing individual
models on these subsets. Because it is generally easier
to derive a model from chemically related compounds,
the use of subsetting is quite common in models for
various physical and biological properties. However,
while this procedure can provide better fits of the
training set data, it can dramatically decrease the
accuracy of predictions for external compounds, espe-
cially those that do not fall clearly into any one
particular subset.

In choosing the final regression model, we were
concerned that the resulting equation was simple but
accurate and retained terms that were as physically
intuitive as possible. We also included electrotopological
indices and 2-D topological connectivity indices to refine
the model. Regressions were carried out using an
increasing number of descriptors, and both coefficient
of determination R2 and leave-one-out (LOO) validated
R2 were monitored. The LOO validation was performed
by holding one compound out and by developing a model
based on the rest of the training set. The model was
then used to predict the solubility of the compound being
held out. This process was carried out for all of the
compounds in the training set. The predicted values and
the experimental values are used to calculate R2. This
parameter reflects the quality of the model on the
validation data set. R2 generally improves as the
number of descriptors is increased. However, LOO
validated R2 increases first and then starts to decline
as the number of descriptors increases further, which
indicates overfitting. The final model is a linear model
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using eight descriptors that do not require the 3-D
structure of a molecule. The regression model based on
eight descriptors has a coefficient of determination R2

) 0.892 and root-mean-square error (RMSE) ) 0.75 for
the compounds in the training set.

This model was validated on several external data
sets. It was noticed that the errors for high MW
compounds were slightly greater than that observed for
low MW molecules. It was determined that this was
likely because the MW of the larger molecules was
outside of the range of the training set. This led to the
generation of a second training set of 775 compounds
that had an increased number of higher MW drug and
drug-like compounds with multiple functional groups.

The regression procedure described above was also
used to develop the second solubility model. An eight-
descriptor regression gave the optimal LOO validated
R2. This model has a coefficient of determination, R2 )
0.84, which is slightly lower than the previous model,
the unsigned error ) 0.68, the RMS ) 0.87, the LOO
validated R2 ) 0.833 and F8,766 ) 502.4. The regression
equation is as follows:

where <x> represents the mean-centered, unit-variance
scaled value of each descriptor based on the training
set values. The coefficients then illustrate the relative
importance of each descriptor to show the significance
of each descriptor; the variables are mean-centered, and
then scaled accordingly. Figure 3 shows the predicted
solubility versus experimental solubility. The slightly
lower correlation compared to the previous model is
probably related to the data quality of some of the
higher MW compounds. In this equation, all the de-
scriptors are very significant as indicated by the F ratio

and the significance probability as shown in Table 2.
The average of 28 pairwise correlation coefficients
between eight descriptors for the entire training set is
0.37 and SD ) 0.31. Three pairs have correlation above
0.8 (they are 0.822, 0.824, and 0.864), correlation
coefficients for four pairs are between 0.6 and 0.8 and
those for 21 pairs are less than 0.6. The quality of this
simple linear model with eight descriptors is comparable
with that of the recent neural network model,30 which
involves 19 adjustable variables and has slightly better
R2 ) 0.86. With the neural network method, it is
sometimes difficult to interpret the physical meaning
of the model and relative importance of the descriptors.

The AlogP98 descriptor was the most significant
contributor to the solubility prediction. It appears in
both the 517- and the 775-compound training set model.
It is not surprising that this term carries a negative sign
since solubility and water-octanol partition coefficient
represent two opposite properties of a compound: hy-
drophilicity and hydrophobicity. The greater the AlogP98,
the more hydrophobic the compound, and the lower the
solubility. In fact, the logP parameter has been used to
model the solubility of homologous and congeneric series
of compounds.47,48

The descriptor, (HBD*HBA), proportional to the
product of the number of hydrogen bond donors (HBD)
and acceptors (HBA), is also very significant for the 517-
and 775-compound training set. We interpret this par-
ameter as reflecting intermolecular hydrogen bonding
between two solute molecules. Thus, this variable can
be interpreted as representing the solid-state cohesive
energy or crystal packing forces to some extent. The
more intermolecular hydrogen bonding, the stronger the
molecules are bound to one another in the crystalline
phase, and, hence, the lower the solubility. To test this
hypothesis, we selected two subsets of compounds from
the training set. One group consisted of solids and the
other group contained liquids. Two separate models
were developed based on each subset. It was found that
the HBD*HBA term was present in the model based
on solids, but was absent in the model based on liquids.
This indicates that the HBD*HBA term is likely cor-
related with the crystal packing energy, at least from
the statistical point of view. To solely attribute this term
as representing crystal packing is an oversimplification
of the complex interactions present in solids.

The number of hydrogen bond donors (HBD), present
in both models, is interpreted to reflect the hydrogen
bonding capacity of a solute with water. The electronic
state key, S_sOH, appears in both models and is closely
related to the hydrogen bonding ability of a molecule.
The hydroxyl group OH is both a hydrogen bond donor
and acceptor. The more hydrogen bond donors and

Figure 3. The predicted vs experimental solubility for the
training set of 775 compounds.

log(Sw) ) - 0.7325*<AlogP98> - 0.4985*<HBD>
*<HBA> - 0.5172*<Zagreb> - 0.0780*<S_aaaC>

+ 0.1596*<Rotlbonds> + 0.2057*<HBD> +
0.1834*<S_sOH> + 0.2539*<Wiener>

Table 2. F Ratio and the Significance Probability for Each
Descriptor in the Regression Equation

descriptors F ratio prob > F

AlogP98 1332.23 <0.0001
HBD*HBA 160.86 <0.0001
HBD 42.69 <0.0001
Rotlbonds 73.84 <0.0001
Wiener 88.21 <0.0001
Zagreb 370.40 <0.0001
S_aaaC 23.35 <0.0001
S_sOH 36.53 <0.0001
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acceptors the more soluble a compound is likely to be.
Attempts to interpret all parameters in a QSAR equa-
tion may lead to an oversimplification of the physical
processes being represented. Thus, it is not possible to
unambiguously determine if a descriptor is clearly re-
sponsible for enhancing or decreasing the solubility of
a molecule. For example, hydrogen bond donors and ac-
ceptors are important for both molecule-molecule inter-
actions in the crystalline phase and solute-solvent in-
teractions, but we have interpreted the HBD*HBA term
as modeling solute-solute interactions, while the HBD
term models solute-solvent. This may not be entire-
ly correct, but we believe it is the most plausible inter-
pretation. Most importantly, the descriptors, HBD*HBA,
HBD, and S_sOH, representing somewhat different
aspects of hydrogen bonding interactions, work syner-
gistically with the other parameters to explain the
variation of the solubility of the training set.

The number of rotatable bonds, Rotlbonds, did not
appear in the 517-compound model. In light of this, we
believe that it is related to the large MW compounds
added to this bigger data set. Hence, a parameter closely
related to the size of a compound, such as number of
rotatable bonds, was necessary to account for the wide
MW range.

The other two geometrical indices, Wiener and Zagreb
also correlate with the size of the molecule. These two
parameters, along with the number of rotatable bonds,
account for the molecular size dependency of solubility.
Here, the opposite contribution of the Zagreb term might
be necessary to balance out the overcompensation of
Rotlbonds and Wiener.

E-state key, S_aaaC, is related to the aromatic nature
of a compound. The two geometrical indices, Wiener and
Zagreb, and E-state key, S_aaaC and S_sOH were used
to further refine the model. The interpretation of the
physical significance of each term is not straightforward.
As mentioned above, mechanistic interpretation of
individual terms in a regression equation may not
always result in an entirely meaningful conclusion.
However, the descriptors as a group gave the best
explanation of the variation of the dependent variable.
The weight associated with each descriptor depends on
the composition of the training set of compounds. If a
training set covers the chemical space uniformly, the
resulting equation is likely to reflect the mechanism of
solvation.

Interestingly, regressions including descriptors based
on the 3-D structural information did not lead to signi-
ficant improvement. Considering that these descriptors
are more time-consuming to compute, we think that a
model using descriptors based only on molecular con-
nectivity (or 2-D structure) is a better choice, especially
since we were interested in developing a model that
could be applied to large (multi-million molecules) li-
braries and virtual libraries. Regressions using nonlin-
ear terms other than HBD*HBA did not improve the
model.

Model Validation. The final model was used to
predict the solubility of several sets of external com-
pounds (i.e., these compounds are not included in the
training set). These data sets cover very diverse com-
pounds: some small organic molecules, 61 orally avail-
able compounds from the PDR, 166 drug-like compounds

from the CMC database, and a diverse collection of 1404
compounds from the PHYSPROP database. The PHYS-
PROP data set has many environmentally relevant
chemicals, such as pesticides, herbicides, insecticides,
and other industrial chemicals. The validation results
on these data sets are shown in Table 3. The quality of
the data varies from one data set to another. The
solubility for CMC compounds shows the greatest vari-
ability and this is reflected by RMSE ) 1.15. However,
there are not a lot of data available for drug and drug-
like compounds, and we kept most available data for
use in the validation. Since these data are not used in
the training set, they do not affect the quality of the
model. The overall predictability of the model is very
satisfactory with a combined RMS error of 1 log unit
and unsigned error 0.77 (1665 compounds). Figure 4
plots the number of compounds as a function of the
absolute deviation of the predicted solubility from the
experimental value. The plot shows that if one can tol-
erate an error of 1 log unit, the model can correctly pre-
dict the solubility for 60-80% of the compounds. If one
can tolerate 1.5 log unit of error, the model can correctly
predict the solubility for 80-95% compounds. Only 5%
of the predictions have errors greater than 2 log units.

Predicting solubility for drug-like compounds is of
great importance for drug discovery. However, the
validation of the predictive model is limited by the
availability of experimental measurements for drug-like
compounds. We predicted the solubility for 438 orally
available drugs from the PDR and 5836 drug-like
compounds from the CMC database. Since the experi-
mental values are only available for a limited number
of drugs, we chose to use the distribution of the
experimental solubility for 93 orally available PDR
compounds as a reference. Here, 61 of 93 compounds
were the same as those in the previously discussed
external validation set, 15 of the 93 compounds were in
the training set, and 17 were obtained from searches of

Figure 4. The number of compounds within a given deviation
from the experimental value. This shows the fraction of com-
pounds this model is able to correctly predict for a given error.

Table 3. Predicted Error for the 775 Molecule Training Set
Model Relative to the Validation Data Sets

data set
no. of
cmpds

signed
error

unsigned
error

RMS
error

training set 775 0.00 0.68 0.87
small molecules 34 0.17 0.64 0.62
PDR 61 -0.28 0.80 0.95
CMC 166 -0.02 0.95 1.15
PHYSPROP 1404 -0.01 0.75 1.01
all validation compounds 1665 -0.02 0.77 1.01
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other sources. The profile for these compounds indicates
that the solubility for 95% of orally available compounds
falls between -6 and 0 on the logarithmic scale. The
distribution of the predicted solubility for the 438 orally
available PDR compounds and 5836 drug-like CMC
compounds overlaps well with that of the experimental
profile for the reference compounds (see Figure 5). At
the lower end of the solubility scale, the predicted
solubility distributions drop less abruptly than that of
the experimental profile. Comparison of the distribu-
tions of the MW for the two data sets with that of the
reference set shows that high MW compounds are
slightly under-represented in the reference set (see
Figure 6). This might explain the discrepancy between
the solubility distributions at the low solubility region.
Solubility values of 11% of the PDR compounds are
outside the 95% range (-6 to 0) of the experimental
profile. The solubility distribution of the CMC com-
pounds is slightly wider. 15% of the compounds are
outside the 95% drug range. This is not surprising given
that the CMC database includes many drugs adminis-
trated via forms other than oral; therefore, compounds
with lower solubility than orally administered drugs are
possible.

Application to Data Mining and Library Design.
Here, we demonstrate how this type of model can be
used in the compound and library design. These models
were used to predict solubility of several Pharmacopeia

libraries. These models can compute the solubility for
25-200 compounds/s depending on the composition of
the library. In another words, it can compute solubility
for 1 million compounds in 1.4-11 h on a SGI worksta-
tion. The computation time is quite acceptable and can
be used for data mining and library design purposes.

This quantitative structure-property relationship
model is able to predict the solubility for each compound
with an average error of 0.77 log unit. This value can
be used to prioritize and optimize the synthesis in the
rational design. For a design of a large combinatorial
library, the predicted solubility value of all compounds
is too overwhelming to be analyzed. Therefore, we
constructed a ranking scheme based on the solubility
distribution of available drug-like compounds and the
standard deviation of the predictive model. The ranking
and the definition are listed in Table 4. We tried to use
several rankings instead of just two (drug-like vs non-
drug-like) because we think the model should be used
to provide a solubility profile for chemists to select
compounds for further pursuing. The higher the rank-
ing, the more soluble a compound. The compound in the
ranking zero is clearly too insoluble to be considered
further in the discovery effort. The compound with
solubility ranking 1 is only slightly soluble; however,
there are some marketed drugs in this range. Ranking
2, 3, and 4 are all in the drug-like category. Though
ranking 5 is clearly extremely soluble, not many mar-
keted drugs are found in this category. As mentioned

Figure 5. The distribution of the predicted solubility for 438
orally available PDR compounds and for 5836 drug-like
compounds from the CMC database. This is compared to the
experimental solubility distribution for 93 orally available PDR
compounds.

Figure 6. The distribution of MWs for 438 orally available
PDR compounds and for 5836 drug-like compounds from the
CMC database compared to that of 93 orally available PDR
compounds.

Figure 7. The solubility profile of a library. Black, red, yellow,
green, cyan, and blue are for ranking 0, 1, 2, 3, 4, 5,
respectively. The first number next to each slice is the ranking
and the second is the percent of compounds in this ranking.
For this library, there are no compounds with ranking 0.

Table 4. Definition of Solubility Ranking

solubility ranking solubility value drug-likeness

0 log(Sw) < -8 no, impossible
1 -8 < log(Sw) < -6 no, very low, but possible
2 -6 < log(Sw) < -4 yes, low
3 -4 < log(Sw) < -2 yes, good
4 -2 < log(Sw) < 0 yes, optimal
5 0 < log(Sw) no, too soluble
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earlier, a good drug has to balance many physicochem-
ical and pharmacokinetic properties. The extremely
soluble compounds can be too hydrophilic to penetrate
the biological membrane.

With this kind of ranking scheme, one can obtain a
profile for any synthesized or virtual library. Figure 7
shows a pie chart of solubility distribution of a library.
To aid library design effort, it is important to under-
stand the relationship between structural characteris-
tics and the solubility if possible. Figure 8 shows the
solubility profile of sublibraries as a function of R1 and
R2 substituents. From the plot, one can see how each
substituent contributes to the solubility. R1 and R2
substituents also interact with each other. In another
words, a compound with a particular R1 or R2 may not
be very soluble, but a compound with a combination of
specific R1 and R2 can be very soluble or vice versa.
This information can help chemists to select the specific
building blocks in the library design, thus, optimizing
the solubility profile.

Conclusions

In conclusion, we were able to develop a fast, yet
reasonably accurate, model for the prediction of aqueous
solubility based on a diverse set of literature data. The
RMS error for 1665 test compounds is 1 log unit and
unsigned error is 0.77. The quality of the model was
limited by the accuracy of the experimental measure-
ments on the training set compounds. These models do
not require the 3-D structure of a compound and are,
therefore, suitable for use in data mining and library
design applications. This model is based on a diverse

set of compounds, and, therefore, can be used to predict
the solubility for pharmaceuticals and compounds of
general interest.
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