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One factor that can strongly influence predicted free energy of binding is the ionization state
of functional groups on the ligands and at the binding site at which calculations are performed.
This analysis is seldom performed except in very detailed computational simulations. In this
work, we address the issues of (i) modeling the complexity resulting from the different ionization
states of ligand and protein residues involved in binding, (ii) if, and how, computational methods
can evaluate the pH dependence of ligand inhibition constants, and (iii) how to score the
protonation-dependent models. We developed a new and fairly rapid protocol called “compu-
tational titration” that enables parallel modeling of multiple ionization ensembles for each
distinct protonation level. Models for possible protonation combinations for site/ligand ionizable
groups are built, and the free energy of interaction for each of them is quantified by the HINT
(Hydropathic INTeractions) software. We applied this procedure to the evaluation of the binding
affinity of nine inhibitors (six derived from 2,3-didehydro-2-deoxy-N-acetylneuraminic acid,
DANA) of influenza virus neuraminidase (NA), a surface glycoprotein essential for virus
replication and thus a pharmaceutically relevant target for the design of anti-influenza drugs.
The three-dimensional structures of the NA enzyme—inhibitor complexes indicate considerable
complexity as the ligand—protein recognition site contains several ionizable moieties. Each
computational titration experiment reveals a peak HINT score as a function of added protons.
This maximum HINT score indicates the optimum pH (or the optimum protonation state of
each inhibitor—protein binding site) for binding. The pH at which inhibition is measured and/
or crystals were grown and analyzed can vary from this optimum. A protonation model is
proposed for each ligand that reconciles the experimental complex structure with measured
inhibition and the free energy of binding. Computational titration methods allow us to analyze
the effect of pH in silico and may be helpful in improving ligand binding free energy prediction
when protonation or deprotonation of the residues or ligand functional groups at the binding

site might be significant.

Introduction

Computational methods provide very useful and
powerful tools for modeling of proteins, for evaluation
of the strength of protein—ligand interactions, and for
understanding structure—activity relationships. These
tools can assist in the discovery and optimization of lead
compounds with enormous advantages for pharmaceuti-
cal development by reducing synthetic efforts and time.
To this goal, the computational prediction of the binding
affinity between a protein and its putative ligands is
the most crucial issue. A wide variety of methods have
been developed to address the problem, ranging from
very elementary “back of the envelope” calculations, e.g.,
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the Peter Andrews model,! to sophisticated and more
computationally demanding free energy calculation
methods such as those pioneered by Peter Kollman?3
and others such as Aqvist4® and Jorgensen.®’ For more
details on binding free energy calculation methods, see
reviews by Ajay and Murcko,® Wang et al.,® Gohlke and
Klebe,° Lazaridis,’* and Cozzini et al.12 However, many
of these approaches provide, at most, a very approxi-
mate evaluation of the entropic component of binding
free energy, while most of the others are very difficult
and expensive to undertake. To more properly take into
account the entropic components of free energy, a
“natural” force field based on the experimentally deter-
mined log Pouw (partition coefficient for 1-octanol/water)
was developed. log Py is an equilibrium measurement
of the ratio of these concentrations and is thus related
to free energy.’31* The software model based on this
force field, HINT (Hydropathic INTeractions),'>~18 was
recently used to evaluate the free energy of binding of
53 protein—ligand complexes of known three-dimen-
sional structure. A rather good correlation between the
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HINT scores and the experimental dissociation con-
stants was observed.1® Earlier investigations of protein—
protein associations in native and mutant hemo-
globins29-22 also showed very good correlations between
HINT scores and the free energy of dimer—dimer
association.

An important aspect of the modeling of ligand—
protein complexes, the dependence of ligand affinity on
the ionization state of residues and/or ligand functional
groups involved in binding, was only partially addressed
in our previous work.*® For one of the complexes
examined, a phosphonate-containing ligand bound to
penicillopepsin, the experimental binding free energy
was available at three distinct pH values?® and a
striking correlation was observed with the HINT score
as a function of pH.’® This interesting observation
suggested that a more in-depth investigation of protein—
ligand complexes where ionization state and the associ-
ated local pH are expected to play significant roles in
binding free energy was potentially valuable. This is a
key issue in many drug design projects because virtual
screening experiments of databases against protein
targets are almost exclusively carried out with no or
very limited attempts to optimize the ionization state
of residues surrounding the binding site and/or func-
tional groups on the ligands themselves. Predictions of
local pH are confounded because the protein and ligand
affect each other as the binding occurs.

The description of the protonation equilibria and
tautomerism of proteins and ligands and the prediction
of the actual protonation state and pK; of ionizable
groups have been the subject of several investigations
(e.g., refs 24—34, 35 (and references therein), 36—38).
It should also be pointed out that there is not a single
global model for each protein—ligand system, i.e., a well-
determined ionized state for each defined residue,
because protons are not static and the ionization state
of residues is a group function.®® In other words, there
may be multiple energetically accessible states for each
complex. Proton transfer between molecules and, in
particular, proton migration across hydrogen bonds has
been identified as one of the fundamental mechanisms
for biological processes,*® and the energy barriers for
these transfers are expected to be small.

In this paper we address two fundamental ques-
tions: (1) how can the complexity arising from different
possible ionization states of residues involved in protein—
ligand binding be properly modeled and (2) can compu-
tational methods evaluate the dependence of the disso-
ciation constants of ligands on pH? We developed a
protocol, called computational titration, that includes
a careful modeling of the ionization states and resonance
forms for the ligands and protein residues at the binding
site and the evaluation of the free energy of binding for
modeled complexes by HINT. This procedure is applied
to a collection of influenza virus neuraminidase—inhibi-
tor systems. Influenza virus neuraminidase (NA) is a
tetramer of identical subunits (MW 240 kDa) and is one
of the two surface glycoproteins of influenza virus (the
other being hemagglutinin).#%42 It cleaves terminal sialic
acid residues from glycolipids or glycoproteins and is
essential for spreading progeny virus particles during
infection. Inhibition of NA stops virus infection.*344 NA
is a design target for anti-influenza agents,**~58 and
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specific drugs are already on the market.5°=62 Impor-
tantly, the apo-NA and NA complexed with several
different ligands have been structurally characterized
by X-ray crystallography.4451.5357.63-66 The NA active
site is a cavity, invariant for all known strains of
influenza virus, formed by 11 conserved residues and
defined by a relatively high number of ionizable resi-
dues, namely, Asp151, Glul19, Glu227, Glu276, Arg118,
Arg292, Arg371. In addition, many of the reported
inhibitors have pH-dependent functional groups such
as amine/ammonium and carboxylic acid/carboxylate.
Thus, this system is quite complex and not immediately
amenable to simple modeling approaches.

Results

We applied the HINT model” in evaluating the
interactions between neuraminidase and nine inhibitors
(Scheme 1). The inhibitors are DANA (2,3-didehydro-
2-deoxy-N-acetylneuraminic acid) (1),5” five DANA de-
rivatives, 4-amino-DANA (2),57 9-amino-DANA (3),%’
4,9-diamino-DANA (4),57 4-guanidino-DANA (also known
as Zanamivir) (5),%8 dihydropyran-phenetyl-propyl-car-
boxamide (6),°® and three smaller ligands that are
benzoic acid derivatives, BANA106 (4-(acetylamino)-3-
hydroxy-5-aminobenzoic acid) (7),** BANA108 (4-(acetyl-
amino)-3-aminobenzoic acid) (8),** and BANA105 (4-
(acetylamino)-3-hydroxy-5-nitrobenzoic acid) (9).** Crys-
tallographic and in vitro inhibition data for the nine
neuraminidase—ligand complexes in this study are
highlighted in Table 1.

DANA (1) is a transition-state analogue inhibitor of
neuramindase (NA). The five ligands related to DANA
derive from the substitution of hydroxyl groups at the
positions 4 and/or 9 with aminic groups (2—4), a
guanidinum group (5), an aminic group, and a phenetyl-
propyl-carboxamide (6). Two of the benzoic acid-derived
ligands have an aminic group at position 6 (7 and 8),
while the third has a nitro group. Thus, these ligands
present a number of functional groups that can assume
different ionization states. The protein active site also
presents several polar ionizable residue types, i.e.,
aspartates, glutamates, arginines, etc. As a representa-
tive case, the complex between NA and DANA is shown
in Figure 1. As protons are normally undetectable by
X-ray crystallography, there is experimental uncertainty
in the “correct” assignment of the protonation state of
the ionizable protein residues and ligand groups. Fur-
thermore, the protonation state under which the crys-
tals were grown does not necessarily correspond with
the protonation state under which the measurements
in solution were carried out, and both measurements
may not correspond to the “optimum” pH for binding.

Model Building and Computational Titration.
Model building is more complex than just assigning the
correct ionization states of residues/functional groups.
The assignment of the spatial positions of these hydro-
gens is equally important, as the strength of hydrogen
bonds is affected by the geometry of the interacting
atoms. This is singularly difficult because protons are
not static and may be shared between two, three, or
more functional groups. Our working hypothesis and
guiding principle in this work is that there is not one
definitive model. Nevertheless, our challenge is to apply
static molecular modeling tools to this environment.



Calculations of Free Energy of Binding

Journal of Medicinal Chemistry, 2003, Vol. 46, No. 21 4489

Scheme 1. Chemical Structure of the Neuraminidase Ligands Analyzed.
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Table 1. Crystallographic and Inhibition Data for the Neuraminidase—Ligand Complexes Analyzed

crystallographic

PDB (ligand) NA resolution (A) PHcryst Ki (uM) pHki AG (kcal mol—1)
1f8b (1) virus A-N9 1.8%7 5.9 474 5.5 7.4
1f8c (2) virus A-N9 1.757 59 0.0474 5.5 —-10.1
1fsd (3) virus A-N9 1.457 5.9 40057 5.5 —4.6
1f8e (4) virus A-N9 1.457 5.9 1557 5.5 —6.6
la4g (5) virus B 2.258 7.5—-8.0 0.0042 5345 5.5 —-11.8
la4q (6) virus B 1.9%3 7.5-8.0 3.6253 na -7.8
live (7) virus A-N2 2.44 6.3 ~10%a 44,75 6.0 —2.770
live (8) virus A-N2 2.4% 6.3 >10% 4475 6.0 —2.770
livd (9) virus A-N2 1.8% 6.3 7502 44 6.0 —-4.6

2 |Csp; Nna = not available.
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Figure 1. Schematic representation of the active site of
neuraminidase in the presence of DANA (1).

With these issues in mind, we developed a new method,
called “computational titration”, to assist in modeling
ionization states in the biological environment and,

thus, more correctly evaluating ligand—protein inter-
actions. Our working procedure includes two phases:
model building and hydropathic analysis. The starting
point is the PDB file for the complex. As hydrogens are
not present in PDB files, they were added and energy
minimized, i.e., keeping the heavy atom framework
intact.’® Then, the “essential” hydrogen atoms present
in the active sites, that is the hydrogen atoms bound to
polar heavy atoms (N, O, P, S), were carefully examined
as these can be trapped in local minima. Manual
adjustment of the R—XH torsions were performed if
necessary to maximize the hydrogen-bond interactions.
The other important point of the model building phase
is examination of the ionization states of the residues
and ligands as a function of added protons on ionizable
residue of ligand and protein active sites participating
in binding, i.e., the “computational titration”. The
computational titration procedure introduces one proton
at a time into the molecular model for a complex. The
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Scheme 2. NA-DANA (1) (A) and NA-4,9-diamino
DANA (4) (B) Complexes?
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a2 The protonation sites are highlighted.

analogy is with an experimental titration where a
solution is acidified. As there are many possible sites
of protonation, as well as several protons to be poten-
tially added, all possibilities that we deemed to be viable
were modeled in our procedure. We are thus considering
the relationship between distinct protonation patterns,
“pH” values and energy of binding. As a representative
case, consider the interactions involved in the binding
between the protein active site residues and the ligand
DANA as shown in Figure 1. The majority of these
interactions are conserved in all complexes and include
three arginines (Argl18, Arg292, Arg371) that bind to
the carboxylate of the ligand, the acetylamino methyl
group that interacts with the hydrophobic pocket, and
the acetylamino oxygen and nitrogen atoms that inter-
act with Arg152 (not highlighted), the hydroxyl groups
of the glycerol side chain of the ligand (O8 and O9) that
are hydrogen bonded to Glu276 (these interaction are
not present in complexes with 6—9 that do not have the
glycerol side chain), and the hydroxyl group at the 4
position of the ligand that is at the entrance of a pocket
formed by Asp151, Glull9, and Glu227. Of the last
three residues, Glu227 is not as close to the ligand as
Aspl151 and Glul19. Another residue conserved in the
active site of all neuraminidase—inhibitor complexes is
Tyr406. This tyrosine is very close to both the oxygen
atoms of the ligand carboxylate and to those of Glu277.
Careful examination of the protein—ligand structures
suggests that Tyr406 has a preferential interaction with
Glu277, as the Glu277 OEZ2 is the closest hydrogen-bond
acceptor atom to the OH of the tyrosine. The relevance
of this observation will be part of the Discussion section.

For the NA DANA-based ligand complexes, the ioniz-
able neuraminidase residues Aspl51, Glul1l9, and
Glu276 were initially targeted for titration because they
would appear to have the most significant contributions
to the ligand binding by forming hydrogen bonds. For
the NA—DANA, five titration levels were explored (see
Scheme 2A), corresponding to the addition of zero, one,
two, three, or four protons to the molecular model. The
“OH” case represents the situation where Aspl51,
Glul119, and Glu276 are unprotonated. The “1H” case
represents the situation in which a single proton is
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added to one of these three residues (Aspl151, Glul19,
or Glu276). However, the carboxylate moiety of Glu276
makes very good hydrogen bonds with the two hydroxyl
groups of the ligands, so that protonation of this residue
would appear to be unfavorable for binding, and we did
not protonate Glu276 in the initial stages of the titra-
tion. There are then four different possibilities for the
“1H” case by protonation of Aspl51 and Glull9, de-
pending on which of the four carboxylate oxygen atoms
the added proton is attached and all were modeled. The
“2H” case is the situation in which two protons are
added into the model, i.e., both Asp151 and Glu119 are
simultaneously protonated. Again, there are four com-
binations, and all were modeled. In the “3H” case, both
the Asp151 and Glull9 are protonated and a proton
must now be added to either OE1 or OE2 of Glu276,
yielding eight possible combinations. Finally, in the “4H”
case, the last hydrogen added to the model protonates
the carboxylate group of the ligand. For steric reasons,
the additional proton could only be added to one of the
two oxygens of this group, again yielding eight model
combinations. As the negatively charged carboxylate
group of the ligand strongly interacts with the trio of
positively charged arginines (Argll8, Arg292, and
Arg371), its protonation is unfavorable for binding and
is thus the last stage of the “computational titration”.
It should also be noted that further complexity would
be added by examining the protonation state of the
arginines, i.e., a large number of additional models
would be accessible by “titrating” the three protons of
the arginines (and sharing them with the ligand car-
boxylate). However, arginine is rarely neutral because
of its high pKj,, and accordingly, it was modeled in the
protonated form in this study. The models thus derived
for each ligand are summarized in Table 2 and detailed
explicitly in Table 3 (Supporting Information).

For ligands that themselves possess ionizable groups
interacting with polar protein residues, e.g., 4,9-diamino
DANA (4) that has two aminic groups at positions 4 and
9, the computational titration becomes more complex,
requiring the preparation of an even larger number of
models. Seven titration levels were explored for this
complex, corresponding to the addition of 0—6 hydrogens
into the model (Scheme 2B highlights the protonation
sites for the “computational titration”). While the “OH”
case is the situation in which both the ionizable groups
of the ligand and the protein are deprotonated, requiring
only one model, the “1H” case, where only one proton is
present either on the ligand or on the protein, leads to
six molecular models. In the “2H” case the two ad-
ditional protons can be both added to the protein or to
the ligand or one proton to one of the two ionizable
groups of the ligand and the other one to the protein
(Asp 151 or Glul19), yielding 13 molecular models. In
the “3H” case one hydrogen is always added to the
amine group at C9 position of the ligand, and either the
amine group at C4 position can be protonated and one
of the protein residues protonated, or both the two
protein residues can be neutral, yielding eight possible
models. In the “4H” case both the amines are ionized
and Aspl51 and Glull9 are both neutral and four
models were built. In the “5H” case there is an ad-
ditional hydrogen on one of the two oxygens of Glu276,
yielding again four possible models. Finally, in the “6H”
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Table 2. HINT Scores and Free Energies of Binding for
Neuramindase-Binding Ligands in Computational Titration

mean
complex AGpinding added model model HINT
(Lig) (kcal mol~1) protons count notes score
1f8b (1) -74 0 1 a 4461
1 4 4699 + 170
2 4 b—d 4877 +51
3 8 4285 + 46
4 8 2610 + 36
1f8¢ (2) -10.1 0 1 5302
1 5 a 5762 + 509
2 8 6126 + 358
3 4 b—d 6383 + 82
4 8 5687 + 68
5 8 3799 + 73
1f8d (3) —4.6 0 1 4302
1 5 a 4879 + 286
2 8 5415 + 282
3 4 b, c 6184 + 39
4 4 d 5083 + 52
5 4 3477 £+ 26
1f8e (4) —6.6 0 1 5029
1 6 5696 + 458
2 13 a 6392 + 342
3 8 7654 + 350
4 4 b, c 7864 + 85
5 4 d 6412 + 51
6 4 4603 £ 67
ladg (5) -11.8 0 2 c 5439 + 15
1 9 a 5804 + 126
2 12 6110 + 89
3 4 b, d 6200 + 54
4 8 5415 + 40
5 8 3455 + 29
1a4q(6) -7.8 0 1 c 5304
1 5 a 5771 + 518
2 8 6212 + 359
3 4 b, d 6437 + 95
4 4 4374 + 116
live (7) —-2.7 0 1 3053
1 5 a 3432 + 155
2 8 b—d 3809 + 140
3 4 4240 + 161
4 4 4044 £+ 161
5 8 2844 + 71
live (8) 2.7 0 1 2380
1 5 a 2737 £+ 143
2 8 b—d 3048 + 77
3 4 3317 £ 65
4 4 3164 + 63
5 8 2256 + 33
livd (9) —4.6 0 1 a 3728
1 4 b—d 3679 + 146
2 4 3675 + 44

a This protonation level is assumed to be neutral, i.e., at pH
7.0. P This protonation level is assumed to be the condition where
the K; measurement was made. ¢ This protonation level is assumed
to be the condition where the X-ray crystals were grown. 9 This
protonation level is proposed as best representing the local pH
environment of the complex at the binding site.

case the ligand carboxylate is also protonated and,
again, four molecular models were created (see Tables
2 and 3).

In the complex between NA* [*The amino acid
numbering used throughout this report corresponds to
that of neuraminidase from virus A. It needs to be
pointed out, however, that in the PDB files for com-
plexes ladq (6) and ladg (5) the residue numeration
corresponds to that of neuraminidase from virus B.] and
dihydropyran-phenetyl-propyl-carboxamide (6), the pro-
tonation sites for the titration were the amino and
carboxylate groups of the ligand and Asp151 and Glu119
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at the protein active site. The tertiary amide of this
ligand was not protonated. Glu276 appears to interact
weakly with the hydrophobic side chain of the ligand
but strongly interacts with the Arg224 protein residue.
Protonation of this glutamate does not impact the HINT
score and was not considered in our models.

The three benzoic acid derivative ligands (7—9) are
considerably less bulky than 1—6, and thus, the binding
pocket has a number of water molecules that may be
influencing the pH effect. We will explore the implica-
tions of this observation in the Discussion. The possible
titratable groups of these complexes are the amino and
carboxylate groups of the ligands and Asp151, Glu119,
and Glu227. While the anilino NH, of 7 and 8 is a
relatively weak base compared to the amines of 2—4,
its pK, is not dissimilar from that of aspartate and
glutamate. BANALO5 (9) is a weakly binding benzoic
acid derivative with an NO; group. This particular
ligand has only the carboxylate as an ionizable/titratable
group. In general, molecular mechanics poorly repre-
sents the actual electronic structure of the NO; group.
HINT parameters, as they are indexed by the Tripos
force field atom typing, are similarly inadequate for
representing this group.®’” Thus, the interactions be-
tween the NO; and the surrounding residues are prob-
ably underestimated by our modeling and analysis and
should at best be considered a lower limit. We report
the associated scores for the protonation models of 9 but
do not otherwise consider 9 in other analyses.

Hydropathic Analysis of Models. For each specific
protonation model of individual NA—inhibitor complexes
(Table 2), the HINT score was calculated as described
previously.171921.22 At each “pH”, i.e., the number of
protons dropped into the molecular models, a mean
HINT score value was obtained by averaging the HINT
scores obtained for each of the individual models. These
mean values for the eight complexes are listed in Table
2 and plotted with standard errors, where applicable,
in Figures 2a—h for the NA-1 to NA-8 complexes,
respectively, as a function of added protons. The error
bars indicate the variability of HINT score for each
protonation model, corresponding in large measure to
the uncertainty of placing a single proton or set of
protons into the molecular models. All these graphs
show a very similar behavior. They all show a smooth
and fairly consistent increase in HINT score as a
function of “pH”, reaching what may be regarded as a
peak HINT score, i.e., a maximal binding free energy.
This peak is at the level of two added protons for 1, at
the level of three added protons for 2, 3, 6, 7, and 8,
while the maximum HINT score corresponds to four
protons added into the model for ligand 4. The peak is
not so apparent for 5, for which the maximum HINT
score value is almost the same for the addition of two
or three hydrogens. Finally 6, 7, and 8 all show the
maximum HINT score at the level of three protons.
There is generally a consistent rise up to this peak point
and a somewhat sharp drop-off for the next added
protons. Taking into account the error bars on some of
these figures suggests that alternative interpretations
of optimum protonation level are possible. This behavior
is reminiscent of an experimental pH titration curve and
suggests that the optimum binding would occur at the
pH coinciding with the number of added protons at the
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Figure 2. Computational titration of NA—ligand complexes. Plots a—h correspond to ligands 1—8, respectively. Data points are
mean HINT score values for different models at a defined protonation level. The error bar represents the standard deviation of

the mean.

maximum value of HINT score. The relation between
actual solution pH, local “site” pH, and protonation level
will be addressed in the Discussion.

In previous publications®2268 we demonstrated a
linear relation between HINT score and free energy of
binding. In the present work, the mean HINT scores at
constant “pH” values for the complexes were correlated
with experimentally determined free energies of bind-
ing. These data are shown for the “OH” case (Figure 3).
The linear fit of the data is relatively good, exhibiting r
= 0.88 and standard error = 1.7 kcal mol~1, following
the equation

1)

where Hrotar is the total HINT score. However, a more
physically and chemically appropriate correlation would
include the HINT score corresponding to the pH at
which the solution binding measurements were made
(see Discussion, Figures 4 and 7).

AG = —0.0025H, 575, + 4.524

Discussion

The influenza virus is the cause of a major respiratory
tract disease affecting millions of people each year.

1
H

AG (kcal mol™)
&

12+ .

1 L L

4000 5000
HINT score units
Figure 3. Dependence of the experimental AG on HINT score
units for NA—inhibitor complexes for the “OH” case, i.e., when
accessible ligand and protein residues are deprotonated. The
line through data points represents the best squares fit.

2000 3000 6000

Because of the rapid rate of mutation of influenza viral
antigens, vaccines are frequently ineffective and must
be reformulated each year. Neuraminidase (NA), one
of the two major surface antigens of influenza virus,
offers an attractive site for therapeutic intervention in
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influenza infections. Accordingly, a large number of
studies have been reported on this enzyme,*~58 describ-
ing application of drug design approaches to the devel-
opment of anti-influenza agents.

HINT, the computational tool used to calculate the
strength of interactions between NA and inhibitors in
this work, is a model based on experimental log P values
that calculates a “score” for each atom—atom interaction
in a biomolecular complex. This score has both a
character defining the particular type of interaction, i.e.,
hydrogen-bond, acid—base, hydrophobic, base—base,
acid—acid, hydrophobic—polar, and a magnitude repre-
senting the strength of the interactions. In effect, each
atom—atom interaction is a partial dg, a fraction of the
total AGinteraction, SO that the total HINT score between
the two molecules can be directly correlated to the free
energy of binding.1718

In this work we investigate the problem of modeling
ionization states of protein residues and/or functional
groups on the ligand in the evaluation of protein—ligand
interactions using the HINT model. Protonation or
deprotonation of titratable groups can cause changes in
binding affinities, enzymatic activities, and structural
properties of proteins and often represents a key event
in enzymatic reactions. The problem of the determina-
tion of ionization state under physiological conditions
is of great value to computational chemists, and several
approaches have been proposed for pK, prediction,
determination of protonation and redox equilibria in
proteins, prediction of ionization states of titratable
residues in proteins, and ionization/tautomerization of
small molecules at binding sites.24~34.35-38

Despite the relatively large number of previous
computational experiments on the neuraminidase
system,45:47.49-53,56-58,69-71 in most of the studies virtu-
ally no attention has been paid to the actual ionization
state of active site residues and/or ligand functional
groups. This is especially surprising because very few
of the assays and crystallizations from which the
modeling was derived were performed at pH 7. Thus,
as we built and optimized our models for NA—ligand
complexes, we attempted to account for the various
protonation states of the residues and ligands. As we
analyzed these models, we developed a protocol for these
procedures that we termed “computational titration”.
Our primary goal in the present study was to facilitate
and improve our predictions of free energy for ligand
binding in cases where protonation/deprotonation of
ligand functional groups and/or protein residues may
be significant and, by extension, improve general scoring
methods for virtual screening. However, the results from
the computational titration itself are interesting, and
our ability to examine the effects of pH in silico merit
further discussion in the following subsections. We
demonstrate, with the arguments to follow, that we have
built models for the NA—ligand complexes in our study
that are simple to understand but robust in their
performance.

Which Protonation Level Is “Correct” for the
Models? By “dropping” one proton at a time into the
models, we gradually acidified, in silico, the environ-
ment of the protein—ligand complexes at the binding
site. The “titration” graphs (Figure 2) all show a peak
in HINT score at a particular “pH level” (i.e., number
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Figure 4. Dependence of the experimental AG on HINT score
units for NA—inhibitor complexes, determined either at the
maximum of the computational titration curves (Table 2)
(closed circles for 7 and 8, dash regression line) or at the
protonation level assumed to be the pH of experimental K;
measurement (Table 2) (open circles for 7 and 8, dash—dot
regression line). The solid line represents the regression for
AG vs HINT score for 53 protein—ligand complexes.'®

of protons added into the model). While the observed
peaks are characteristic of the particular bound ligand,
guestions regarding these peaks are relevant: (i) Is the
peak “pH level” the optimum “pH level™? (ii) Does
optimum pH actually correspond to the pH of K;
measurements? (iii) Does optimum pH correspond to the
crystallization conditions and/or the associated X-ray
crystallographic molecular model?

Since the peaks represent the maximum HINT score
value for each protein-ligand complex, they should
represent, with a fair level of confidence, the protonation
level for optimum binding. By analogy, the actual pH
level corresponding to the proton count peak should be
the optimum pH. The second question is more difficult
to definitively answer because experimental binding
data in response to pH for these complexes are not
available. However, some clues can be obtained when
the previously reported fit line for the HINT score vs
AG for 53 protein—ligand complexes!® is superimposed
with the peak HINT scores and free energies of binding
for these neuraminidase—inhibitor complexes (Figure
4). The regression equation for these NA—complex data
at peak HINT score is

AG = —0.0013H 57, + 0.760 )

where r = 0.58 and the standard error of estimate is
+2.9 kcal mol~2.

The HINT scores for these NA complexes would seem
to be higher than expected from their measured Kjs.
This suggests that the optimum pH level may not
correspond to the pH at which the K;s were measured,
and a more complex relation between protonation model
and free energy will be required, as shown below.
Finally, structural data of these complexes at different
pH values are also not available. X-ray crystallographic
experiments can only very rarely locate any hydrogen
atoms in solved structures, and even knowing the pH
at which the crystals were grown is not sufficient to
determine the actual (local) protonation state of the
residues in the crystal structure. However, in a few
instances, structural information can imply protonation
state. Careful analyses of measured interatomic dis-
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tances from high-resolution crystallographic measure-
ments coupled with molecular mechanics models of the
likely structures can also imply protonation states in
some instances.%’

Correlation of Protonation Level with Actual
pH. Our initial interest in the effect of residue ionization
state on free energy predictions was piqued by a series
of data reported by Bartlett and colleagues?® that (a)
showed K;j as a function of pH for a complex between
penicillopepsin and a phosphonate-containing inhibitor
and (b) proposed active site models, including protona-
tion of two aspartates, to explain the pH vs K; observa-
tion. Previously,® we analyzed this complex by building
molecular models corresponding to the three different
protonations and found a correlation between the actual
pH and the HINT score of the models. Interestingly, and
perhaps fortuitously with these models, 1 pH unit
corresponded to 1 added proton, i.e., ApH/Aproton = —1.
In a sense, each added proton may be thought of as
adding one hydrogen bond between the ligand and
protein. For the neuraminidase—inhibitor complexes in
this study, binding data as a function of pH are not
available. However, we can make a few assumptions
that should assist us in correlating which model proto-
nation level corresponds to the measured K;s for the
complexes.

First, we will assume that (neutral) pH 7 corresponds
to the cases where all carboxylic acids are deprotonated,
while the primary amines and guanidiniums are pro-
tonated, as should be expected at pH 7. For 1 and 9 this
would be zero added protons; for 2, 3, 5, 6, 7, and 8 this
would be one added proton; and for 4 this would be two
added protons. Second, referring to the plots of Figure
2, note that the slopes of the initial (rising) portion of
the plots, where each added proton is presumed to add
a hydrogen bond, can be averaged to a value of ca. 400
+ 200 HINT score units (0.8 & 0.4 kcal mol—1)19.20.22 per
added proton, which is consistent with the usual strength
of a hydrogen bond. Third, despite the lack of correlative
data between the systems, we will use the relationship
ApH/Aproton = —1 observed in the penicillopepsin
system because the pH range of interest (5.5—6.0, where
the inhibition assays were performed) is close to our
benchmark of pH 7.0.

With these assumptions in place, we propose that one
additional proton relative to the pH 7 cases (above)
corresponds to the complexes of measured inhibition for
7, 8, and 9 (where inhibition was measured at pH 6.0),
and two additional protons relative to the pH 7 cases
(above) corresponds to the complexes of measured
inhibition for 1-6 (where inhibition was measured at
pH 5.5). Similarly, we can propose that the crystal-
lographic measurements of the complexes with 1-4 and
7, 8, and 9 were made at this same protonation level,
while crystallographic measurements of complexes with
5 and 6 (pH 7.5—8.0) were likely made on the neutral
complexes or conceivably singly deprotonated (“OH”
case) complexes. This is particularly relevant for 6
(below). Figure 4 plots the scores of these calibrated
models with the free energy of binding. The least-
squares regression of these data shows

AG = —0.0013H g7, + 0.396 3)

where r = 0.61 and the standard error of estimate is
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+2.8 kcal mol~1. However, there is evidence of a further
pH effect in the complexes of 3 and 4 that may be
related to “local” protonation variations around the N-9
amine substitutions of these compounds. A later section
of the Discussion addresses this issue.

The model described above is a pragmatic response
to a paucity of data. Clearly, having experimental
binding and structural data measured at different pH
values would make possible a more thorough under-
standing of the relationship between the optimum pH
level from computational titration and the actual pH
values measured for the Kjs and the crystal growth. At
best, this would be a difficult and costly set of experi-
ments to perform, and at worst, due to potential
crystallization difficulties and solubility issues, this
would be nearly impossible.

Buffering Effect of Water. The benzoic acid deriva-
tive ligands (7—8, Scheme 1) are not strong inhibitors
of influenza virus neuraminidase. Even though these
aromatic inhibitors occupy the same site as the DANA
analogues (1—6) in the active site of NA, there are
differences in the orientation of the ring and the side-
chain groups. They are smaller than 1-6, and the
concomitant void space in the binding site is filled with
water molecules that likely influence the effect of the
in silico acidification in a number of ways. The most
interesting observation is the “softer” roll-off in HINT
score after the peak in Figure 2g and 2h for 7 and 8,
respectively. In effect, this additional (postoptimum)
protonation seems to be a less significant perturbation
on these complexes. This behavior can be rationalized
with two factors. First, these inhibitors are smaller and
thus interact less strongly with the protein. A second,
more intriguing, factor is that the water molecules in
the binding site appear to be playing a buffering role
with respect to nearby protonations. Water molecules
can reorient to present either hydrogen-bond donors or
hydrogen-bond acceptors to their neighbors while main-
taining a relatively consistent overall binding energy.
Figure 5 illustrates three protonation models for com-
plexes of 7, where the water molecules in the binding
site adapt somewhat compensating orientations. The
present study does not incorporate the energetic effect
of binding site water molecules, but it is an important
contribution to free energy that will be examined in a
future report.

Other Considerations for Model Building and
Free Energy Predictions. We address three points
here: (1) consideration of intramolecular as well as
intermolecular interactions in model building and op-
timization, (2) the relationship between crystallographic
models obtained under particular conditions and coor-
dinate sets optimized for other conditions, and (3) the
meaning of the equations relating HINT score and free
energy.

Tyr406 is a conserved residue of the neuraminidase
active site that is close both to the ligand carboxylate
group oxygens and to the carboxylate oxygens of Glu277.
Thus, Tyr406 could potentially interact either with the
ligand or with the protein by forming a hydrogen bond
with the tyrosine OH atom depending on the rotation
of the CZ—OH bond torsion angle. To evaluate this type
of situation, both possibilities must be modeled and
scored. In this case, analysis of the complex structure
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Figure 5. Stereoview of protonation models for the NA-7 complex in the presence of “buffering” water molecules at the binding
site. In the model with yellow hydrogens all ionizable groups are deprotonated; in the model with magenta hydrogens the 9-N
amine on the ligand is protonated to NH3* and acid protein residues Glu119, Asp151, and Glu227 are charged; in the model with
cyan hydrogens the 9-N amine on the ligand is protonated to NHs™ and acid protein residues Glu119, Asp151, and Glu227 are
protonated. Water molecules in the model were placed by using GRID (version 21, www.moldiscovery.com)’® and optimized with

HINT.

shows that among the four oxygens, Glu277 OE2 is the
closest to Tyr406 OH and makes the strongest hydrogen
bond. In all of the models in this present work, Tyr406
was modeled with a (protein) intramolecular interaction
rather than being directly involved in ligand binding.
In general, our methodology of free energy scoring
dictates that residues of the protein and functional
groups of the ligand be tested for intramolecular as well
as intermolecular interactions.

While our model building procedure restricts the
optimization of heavy (non-hydrogen) atoms!® and their
positions are generally taken as described by the
crystallographic data, there are situations that may be
encountered in computational titration where heavy
atom movement is required. In other words, if adding a
specific proton to a heavy atom induces a change in
hybridization, etc., of that atom, how can molecular
models for these situations be optimized while retaining
the essential experimental features of the crystal struc-
ture? Also consider the correspondence, or lack thereof,
between crystallographic models from crystals grown at
a particular pH and the solution binding data obtained
at a different pH. This was discussed above but is a
potential source of (possibly large) errors in free energy
predictions.

Itis interesting that in all of our studies we calculated
linear equations, e.g., eqs 1 and 2 in this work, relating
HINT score to free energy in which the slopes (AHINT
score/AG) have been remarkably consistent. However,
the y-intercepts of these equations have more variability
(e.g., Figure 4). We interpret this as follows. The HINT
methods we have described in here, and previously,!®
are quite robust with respect to AAG, which is the
change in free energy within a series of ligands bound
at a single protein. With an invariant algorithmic
approach, the method appears to be quite reliably

accounting for both enthalpic and entropic contributions
to AAG regardless of the biomolecular system. On the
other hand, there must be some systematic factors,
related to each biomolecular system, that manifest
themselves in the y-intercept portion of the predictive
equations. The nature and origin of these factors is
under investigation. Thus, this methodology can, in
general and in the absence of calibration data, predict
binding free energy with an accuracy of around +2.5
kcal mol~! for any system, but when characterized
complexes can be used as a learning set for a single
system, the HINT technology can be used with greater
accuracy, with prediction errors as low as 41 kcal mol~.
These errors are, for the most part, consistent with those
observed in other systems with other scoring technolo-
gies. Even complex calculations such as those using free
energy perturbation? or linear interaction energy* meth-
ods require considerable calibration of the parameters
with respect to the studied systems before achieving
accurate free energy estimates.

Why Are 3 and 4 such Poor Inhibitors? Com-
pounds 3 and 4,5 which have the 9-OH of DANA (1)
replaced by 9-NHpy, exhibit surprisingly low affinities for
neuraminidase. These two compounds were designed,%’
at least in part, to explore the similarly (and un-
expected) low affinity exhibited by 3,5-diguanidino-4-
(N-acetylamino)benzoic acid (10).5! Indeed, the 9-N

amine or ammonium of 3 and 4, as the case may be, is
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in the same position as the 9-OH and makes satisfactory
hydrogen bonds with the site protein residues.5” There
is adequate evidence for this sort of isosteric substitution
enhancing AGyinging in other systems by significant
amounts. For example, one of the two rather small
differences between methotrexate and folate is just such
a change, and methotrexate has a AGpinding that is 4.4
kcal mol~! more stable than folate with respect to
dihydrofolate reductase binding.”? The HINT analysis
in this report also suggests that the N-9 substitution
should, in general, improve binding. In addition, simple
molecular mechanics (Tripos force field) binding ener-
gies (AGpinding = Ecomplex — Eprotein — Eligana) follow the
expected trend that ammonium ions in positions 4 and/
or 9 of DANA have more favorable binding energies than
either amines or hydroxyls in these positions.

While most other recent modeling studies on neur-
aminidase inhibitors have not included compounds 3
and 4,565870.71 gmith et al.5” analyzed the neuramini-
dase/ligand protonation problem for the inhibitors DANA
(1), 4-amino- (2), 9-amino- (3), and 4,9-diamino-DANA
(4) using a combination of molecular mechanics and
Poisson—Boltzmann analyses to ascertain protonation
at the active site. In addition, electrostatic arguments
were proposed to explain the unexpectedly poor binding
of compounds 3 and 4.5 Molecular mechanics calcula-
tions minimized the structures of DANA, 4-amino-,
9-amino-, and 4,9-diamino-DANA bound in the NA
active site in each of the possible ionization states for
the amines and with protonation/deprotonation of
Glul119. Their analysis of these models, in comparison
to the crystallographic data, suggested that Glu119 is
neutral, i.e., in the acid form, and that in all cases the
inhibitor amines are protonated. The effects of proto-
nation at other active site residues, e.g., Asp151 and
Glu276, were not explicitly reported. Furthermore,
calculated binding and solvation free energies for each
of the possible ionization states of the ligand amino
groups were obtained by solving the Poisson—Boltz-
mann equation. It was shown that the solvent-screened
interaction energy increases when the amine groups are
charged, completely in contrast to the electrostatic
interaction energy behavior. In summarizing their
analysis, the energy cost of partially desolvating the
protein and charged ligands is greater than the (con-
siderable) gains in interaction energy for these ligand—
protein complexes.5” As these authors state, however,
the omission of the contributions of nonelectrostatic
energies may lead to nontrivial errors.

There is no a priori reason to discount the importance
of desolvation energy as a contribution to free energy,®’
but certainly the charge of the 2,4-diaminopteridine ring
of methotrexate is far more deeply buried in dihydro-
folate reductase than is the 9-N charge of compounds 3
and 4 in neuraminidase. The binding site of neuramini-
dase for these ligands is quite open; in fact, perhaps a
third of the ligand remains solvent exposed, which
would argue for a lesser influence from desolvation
energy rather than a larger one. We have puzzled over
these results and would now like to offer two alternative
explanations for why compounds 3 and 4 have such poor
binding despite crystallographic evidence for very good
interactions.
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First, the hydrogen-bonding partner of the O8 hy-
droxyl may be uncertain at the temperature and pH of
the binding assay: (A) There may be an intramolecular
hydrogen bond between the hydroxyl at C8 and the
oxygen of the dihydropyran ring of the ligand combined
with ring fluxionality. Clearly, the X-ray results at 1.4
A resolution do not indicate this, but the diffraction data
was collected at low temperature, while the binding
assay was performed at room temperature. Even with-
out moving any heavy atoms, a simple rotation about
the C8—08 bond to maximize this interaction changes
the overall binding score by +0.8 kcal mol~*. (B) The
hydroxyl O8 may be interacting with Glu277 instead of
Glu276. This could change the overall binding score by
+0.8—1.0 kcal mol1.

Second, because the binding site is so water exposed,
there may be uncertainty in the actual protonation state
of the site. In particular, it may be possible that Glu276
is also protonated to the neutral acid and that this state
is stabilized by nearby water molecules. This may
coincide with the release of an additional water molecule
to bulk, thus impacting the entropy. This would be
difficult to verify from the crystal structures because
the resolutions for 1—4 vary (Table 1), and it has been
reported that the number of water molecules located in
a crystallographic analysis strongly depends on the
quality of the structural determination.”® As indicated
above, the ability of water molecules to act as both
hydrogen-bond donors and acceptors can stabilize many
ionization state ensembles. Thus, we propose that the
binding site protonation levels for compounds 3 and 4
are four and five protons, respectively (Table 2). Analyz-
ing the resulting hydrogen-bonding network and un-
derstanding the water contribution to this effect is
beyond the scope of the present work; however, Figure
6 indicates that a chemically reasonable model is
possible at this protonation level (four) for 3. This
assumption, while simple to visualize and model, is
actually another way of stating the importance of water
in stabilizing structures or, in other words, solvation/
desolvation. Figure 7 indicates this model for AG as a
function of HINT score. The linear regression of these
data combined with that of the other NA ligands follows
the equation

AG = —0.0020H o7, + 4.052 (4)

where r = 0.81 and the standard error of estimate is
+2.1 kcal mol=1.

Multiplicity of Models in Computational Titra-
tion. To identify “viable” models in this work, we had
to apply a certain degree of common sense and chemical
intuition to, for example, design an order of protonation.
For instance, we always protonated the carboxylate of
the ligand in the last step, after other more energetically
accessible sites had already been occupied. This is a
pragmatic solution to the plethora of states and poten-
tial protonation models that exist. The actual number
of states for the six proton 1f8e (compound 4) system,
when no preferences for models are preassigned, are 1,
10, 41, 88, 104, 54, and 16, respectively, for zero, one,
two, three, four, five, and six added protons. The
multiplicity beyond the expected 6!/ [n! (6 — n!)] arises
from the fact that four of the six ionizable moieties are
carboxylic acids where there are two protonation target
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Figure 6. Stereoview of the ligand binding region for one of the four NA-3 complex models where the protonation level is 4
(Table 2). Glul19, Aspl51, and Glu276 as well as the 9-N nitrogen of the ligand are protonated. The water molecules (from
crystallography®’) have been optimized in this environment with HINT.
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Figure 7. Dependence of experimental AG on HINT score
units for NA—inhibitor complexes, determined at the proto-
nation level proposed to best represent the local pH environ-
ment (Table 2), with the corresponding regression line (dash
line). The solid line represents the regression for AG vs HINT
score for 53 protein—ligand complexes.*®

atoms (see Scheme 2B). This multiplicity obviously
exceeds the limit for manual modeling of each case. A
related point here is that while all of the protonation
states could potentially be occupied, the ones with more
favorable energetics are preferentially occupied. Thus,
the intuition applied to designate the set of models built
and analyzed for each protonation level also biases the
energetics reported in our averages toward these more
favorable states. A better approach, which we are
currently exploring, would be to automate the build
process so that all models (or a random sample thereof)
are built and analyzed. The energy for each protonation
level would then be calculated with application of a
statistical mechanics partition function.

Summary

The accuracy of simple predictive methods for free
energy of binding are compromised by a variety of
chemical and physical effects due to solvation and
desolvation. In this work we proposed that a simple
protocol, computational titration, allows facile analysis
of multiple ionization state models in protein—ligand
complexes. We used the HINT model to score and
evaluate the models, but other computational scoring
algorithms may be equally appropriate. An important
feature of the approach is that each ionization state may
be represented by a number of molecular models, each
corresponding to a particular placement of protons at
the multiple “titratable” atoms of the protein—ligand
system. This is a unique and important feature because
this is a fairly realistic representation of the reality of
“fluid” protons in solvated systems of this nature. Our
operational procedure is to then average these states
to acquire a single score for each protonation level. We
are exploring alternative methods such as statistical
mechanics (Boltzmann) weighting for these calculations
in the future.

Our future efforts are also focusing on including the
effect of water molecules in the active site in predictions
of free energy. We previously showed with protein—
protein systems that water bridging between interacting
molecules may contribute significantly to the overall free
energy. Overall, we are building a platform for rapid
and comprehensive virtual screening incorporating
computational titration and related methods.

Material and Methods

Model Building and Computational Titration. The
three-dimensional coordinates of the nine neuraminidase—
ligand complexes were obtained from the Protein Data Bank
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(www.rcsb.org). These X-ray structures were imported into
Sybyl (version 6.8, www.tripos.com), and the resulting atom
and/or bond types were compared to the ligand chemical
structures. Hydrogen atoms, not present in these PDB files,
were added to the complexes using Sybyl tools. While the
added hydrogens are internally correct for their heavy atom
parents, the automated build algorithms do not consider inter-
or intramolecular steric effects; thus, the hydrogens (only) in
the complexes were energy-minimized with the Powell algo-
rithm and a gradient of 0.1 kcal (mol A)~1 for 1000 cycles to
remove potential bad contacts. Furthermore, because polar
hydrogen atoms are often oriented away from their inter-
molecular hydrogen-bonding acceptor atoms, even after energy
minimization due to local minima in the energy landscape, the
essential hydrogens, i.e., the hydrogens bound to polar heavy
atoms, were carefully examined and, when necessary, R—XH
torsions were manually rotated in order to obtain an orienta-
tion that maximizes hydrogen-bond formation.

Additional protons, incorporated into the models with
computational titration, were added—one at the time—at the
possible protonation sites on the ligand and amino acid
residues of the protein at the binding site, using Sybyl. The
atom types, bond orders, etc., were adjusted as necessary, and
again, manual optimization of hydrogen bonding was executed.
To allow relaxation around the most favorable orientations,
the hydrogens of the ligand and protein active site were again
energy minimized using the Powell method with a gradient
of 0.05 kcal (mol A)~1 for 40 cycles. For this step a “hot” radius
of 4 A and “interesting” radius of 8 A were defined. In the “hot”
region all protons were allowed to move; in the interesting
region all atoms were held rigid but their properties could
affect the “hot” atoms. It is important to note that these
procedures do not significantly affect the heavy atom positions,
i.e., the original crystallographic coordinates are essentially
unaltered.

Hydropathic Analysis. The hydropathic analysis consists
of partitioning the protein and the ligand molecular models,
with the software HINT (version 2.35S, www.tripos.com). In
effect, by calculating the log Pou (partition coefficient for water/
1-octanol) of the molecules, the empirical hydrophobic atom
constants a; (partial log P) and the partial solvent-accessible
surface area S; are assigned to every atom of both protein and
ligand. The partition method for proteins is “dictionary”, by
which HINT calculates the log Pow using a table of parameters
based on residue type and solvent condition.'® Nominally, the
“neutral” solvent condition was chosen for the cases in which
the ionization states of the residues were not changed (i.e.,
considering Lys, Arg, Glu, and Asp charged). For the cases in
which the ionization state of a protein residue was modified,
as during the computational titration, the “inferred” solvent
option was chosen where the protonation state of each protein
residue was automatically chosen on the basis of its atoms.
The partition method used by HINT for the ligands is
“calculate”, an adaptation of the Hansch and Leo's CLOG-P
method.*** As noted before,’*?! the “essential” method, in
which only the polar hydrogen atoms are treated explicitly,
provides the most consistent methodology and was also used
in this work.

HINT calculates a score for each atom—atom interaction in
a biomolecular association taking into account all possible
noncovalent atom—atom interactions. The positive signed
(favorable) contributions to the HINT score are acid—base,
hydrogen-bond, and hydrophobic—hydrophobic interactions,
and the negative signed (unfavorable) contributions are rep-
resented by acid—acid, base—base, and hydrophobic—polar
interactions. In our protocol, the HINT score was calculated
for each model created through the addition of protons to
possible titration sites. HINT scores for all of the models built
at each protonation level, i.e., corresponding to a particular
number of protons into the models, were averaged, and a mean
HINT score value was calculated. The related standard error
is defined as the standard deviation of the mean, i.e., the
standard deviation divided by the square root of the number
of samples.
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