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The coupled processes of intermolecular photoinduced forward electron transfer and geminate recombination
between donors (rubrene) and acceptors (duroquinone) are studied in two molecular liquids: dibutyl phthalate
and diethyl sebacate. Time-correlated single-photon counting and fluorescence yield measurements give
information about the depletion of the donor excited state due to forward transfer, while pump-probe
experiments give direct information about the radical survival kinetics. A straightforward procedure is presented
for removing contributions from excited-state-excited-state absorption to the pump-probe data. The data
are analyzed with a previously presented model that includes solvent structure and hydrodynamic effects in
a detailed theory of through-solvent electron transfer. Models that neglect these effects are incapable of
describing the data. When a detailed description of solvent effects is included in the theory, agreement with
the experimental results is obtained. Forward electron transfer is well-described with a classical Marcus
form of the rate equation, though the precise values of the rate parameters depend on the details of the solvents’
radial distribution function. The additional experimental results presented here permit a more accurate
determination of the forward transfer parameters than those presented previously.1 The geminate recombination
(back transfer) data are highly inverted and cannot be analyzed with a classical Marcus expression. Good
fits are instead obtained with an exponential distance dependence model of the rate constant and also with a
more detailed semiclassical treatment suggested by Jortner.2 Analysis of the pump-probe data, however,
suggests that the geminate recombination cannot be described with a single solvent dielectric constant. Rather,
a time-dependent dielectric constant is required to properly account for diffusion occurring in a time-varying
Coulomb potential. A model using a longitudinal dielectric relaxation time is presented. Additionally,
previously reported theoretical results3 are rederived in a general form that permits important physical effects
to be included more rigorously.

I. Introduction

The transfer of an electron from a donor to an acceptor is
the fundamental step in a wide range of chemical processes.
As a result, electron transfer reactions have been the focus of
numerous theoretical and experimental efforts aimed at under-
standing the kinetics and mechanism of the transfer event. One
of the great successes has been the Marcus/Hush theory which
has provided a quantitative basis for calculating transfer rates
since its advent in the 1950s.4-6 Since then, theoretical advances
have gone hand in hand with increasing experimental evidence,
so that today the field of electron transfer is central to many
areas of protein chemistry, liquid dynamics, and surface
science.7-16

Despite numerous advances, many key aspects of electron
transfer dynamics remain poorly understood. For example,
although much effort has been devoted to determining electron
transfer rates between covalently bonded species,8,11,13,14,17-21

fewer studies have been performed on nonbonded donor/
acceptor systems. In liquids, nonbonded donor/acceptor systems
present a difficult statistical mechanics problem, chiefly because
electron transfer from a donor can occur to any of a number of
noncontact acceptors, all of which are undergoing diffusional
motion. Furthermore, forward electron transfer in liquids is
often followed by back transfer (geminate recombination), and
the dynamics of the geminate recombination depend strongly
on those of the forward transfer.
Historically, models of reaction dynamics in liquids have

tended to assume that reaction can occur only when the reacting
species are in van der Waals contact.22 Somewhat more general

are treatments that have permitted reaction within a certain
radius about the donor.22-24 When the reactants approach closer
than this distance, or Smoluchowski radius, reaction occurs with
some rate constant,k. The rate constant and radius of reaction
can be treated as adjustable parameters.22,24 However, for
photoinduced electron transfer, while such models have in
certain cases provided good fits to experimental data, they also
provide limited physical insight.25-27 It seems clear that a
Smoluchowski radius does not correspond to a real physical
distance in a liquid; nor is it likely that reaction within this radius
should be well described by a single rate constant. Such
distance-independent electron transfer rates are inconsistent with
a Marcus form of the transfer rate4 as well as other theoretical
descriptions of distance-dependent electron transfer.28-30

More sophisticated treatments of reaction kinetics in liquids
have been available for a number of years. Tachiya, for
example, described rigorously the case of reaction in liquids
for any distance-dependent form of the rate constant,k(R), with
the diffusion of the particles appropriately included.31 (Ap-
plication of such a theory, as will be discussed later, requires
input of an appropriate initial spatial distribution, which can be
a difficult problem.) His result has been used to describe
forward electron transfer without the need for approximations
such as the Smoluchowski and Collins Kimball model.32-34 The
complementary problem of back electron transfer (geminate
recombination), however, has only recently been treated with a
corresponding degree of theoretical rigor.35 This is due to an
inherent complexity arising from the coupled forward and back
transfer dynamics. Unlike the forward transfer problem, where
the initial distribution of acceptors about the donor can be
assumed to be an equilibrium one, the back transfer has initialX Abstract published inAdVance ACS Abstracts,February 15, 1997.
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conditions that cannot be knowna priori. That is, the spatial
distribution of donor and acceptor ions that will undergo
recombination is determined by the details of the forward
electron transfer. This couples the differential equations in a
nontrivial way. Numerous simplifying approximations have
been suggested that either assume that transfer occurs only to
a single acceptor or else impose some additional requirement
about the spatial arrangement of ions about the donor. However,
these approximations have been shown to be inaccurate for all
but the lowest acceptor concentrations.36-38 Recently, a rigorous
treatment for the coupled forward and back electron transfer
reactions in liquids has been presented.35 This treatment
properly accounts for the full spatial dependence of the problem.
Forward transfer can occur through-space from the donor to
any of the acceptors, and the kinetics of the geminate recom-
bination depend explicitly on where the ions were initially
created,i.e.on the details of the forward transfer. It should be
stressed that the significance of the recent theoretical develop-
ments39,40 is that they provide the general ensemble averaging
techniques needed to handle electron transfer in liquids when
more than one acceptor can be involved in the transfer. For
real liquids, at all reasonable acceptor concentrations, it is
essential to include the full distance dependence of the problem
and the rigorous coupling between the forward and back transfer.
Although the methods for performing the ensemble averaging

for intermolecular electron transfer in liquids are quite general,
the original presentation of these results made no attempt to
include certain essential microscopic features of the liquid
structure. In two recent publications,1,3 however, it was shown
that inclusion of such effects is crucial to any meaningful
analysis of electron transfer in liquids. To assume that the
solvent can be well described by a featureless continuum is to
introduce serious errors of both a qualitative and quantitative
nature. Rather, solvent structure must be explicitly included
in the theory through an appropriate radial distribution function,
g(R). The radial distribution function affects the dynamics in
two ways. First, it leads to a significant increase in the amount
of short time electron transfer. This arises because the
concentration of acceptors within the first solvent shell is greater
than the average concentration that occurs in a continuummodel.
Second, the radial distribution function acts as an effective
potential in which diffusion occurs. Hence, acceptors within
the first solvent shell will experience difficulty escaping from
the solvent cage, just as more distant acceptors will have
difficulty diffusing into the first solvent shell. Although the
existence of solvent structure and its description via a pair
distribution function is well-known, it is only very recently that
such effects have been included in a rigorous treatment of
intermolecular electron transfer in liquids.1,3 Finally, in addition
to a pair distribution function, real solvents will also exhibit a
so-called hydrodynamic effect,i.e., a distance-dependent dif-
fusion constant. As the donors and acceptors diffuse together,
their rate of approach is limited by the speed at which solvent
molecules can be “squeezed” out of the intervening space. This
becomes more difficult to do at small donor-acceptor distances,
and the rate of donor-acceptor mutual diffusion becomes much
slower at small distances. This decreases the rate of electron
transfer at longer times compared to a standard treatment in
which the diffusion constant is distance independent. A
complete discussion of these microscopic effects has been given
elsewhere,1,3,22,41,42and the reader is referred to the references
for the details.
This paper serves as the third in a series of publications that

treat solvent structural and hydrodynamic effects in intermo-
lecular electron transfer in liquids. In ref 3, the key theoretical

results were developed, and illustrative calculations were
presented to demonstrate the dramatic influence of solvent
effects on the transfer dynamics. In ref 1, experimental results
were presented for forward electron transfer between a donor
(rubrene) and an acceptor (duroquinone) in various solvents.
This reference gave a preliminary analysis of forward transfer
data, using the new theory and demonstrating that the molecular
rate parameters from the data analysis depend critically on
proper inclusion of solvent effects. The current paper treats
the question of geminate recombination. Its purpose is 2-fold.
Primarily, it presents complete data on the combined forward
and back electron transfer dynamics of rubrene and duroquinone
in two different solvents. A substantial amount of new data is
presented. Two-color pump-probe experiments are used to
probe the ion dynamics, giving direct information on ion survival
times. Additionally, single-color pump-probe experiments
provide information on ground-state recovery. These results,
combined with the time-correlated single-photon-counting data
presented in ref 1, provide a complete description of the coupled
forward and back electron transfer dynamics. New fluorescence
yield measurements also give insight into the short time
dynamics. Both the forward and back transfer dynamics are
analyzed with a detailed theory that includes solvent structure
and hydrodynamic effects. It is demonstrated that for both the
forward transfer and the geminate recombination, inclusion of
these solvent effects is critical for a physically realistic descrip-
tion of the system. Furthermore, it is shown how a set of
combined forward and back transfer experiments gives direct
information that cannot be obtained by studying either process
in isolation. The results suggest another consideration important
for the analysis of electron transfer in liquids: a time-dependent
dielectric constant may be critical for a proper description of
the geminate recombination of ions. Finally, this work serves
the additional purpose of summarizing the key theoretical results
in a compact form suitable for use by experimentalists working
in the field. Aspects of the theory are rederived in a more
general form, and some new theoretical considerations are
presented.

II. Theory

The model system for photoinduced intermolecular electron
transfer in liquids has been described in detail elsewhere.1,3Upon
photoexcitation, the donors can undergo forward electron
transfer through-solvent to one of the many acceptors in solution.
The donor concentration is kept low (∼10-4 M) to avoid donor-
donor excitation transfer. The acceptor concentration (0.1-
0.4 M) is much higher than the donor concentration, so that
each donor sees an ensemble of possible electron acceptors.
Which acceptor receives the electron depends on the spatial
distribution of acceptors about the excited donors and on the
nature of molecular diffusion in the liquid. While the theoretical
treatment is general for any initial charges on the donors and
acceptors, in the study presented below, the forward electron
transfer results in the formation of a donor cation and an acceptor
anion diffusing in the resulting Coulomb potential. If the ions
are initially formed at large separations and if the shielding due
to the solvent is strong, the ions can diffuse far enough apart to
effectively escape recombination. In the more likely scenario,
the electron will back transfer from the acceptor anion to the
donor cation, regenerating the ground state. Because the
concentration of donors is low, only geminate recombination
is considered. Processes that regenerate the donor excited state
are energetically unfavorable for the systems studied here and
are assumed to be negligible because of the very rapid geminate
recombination.43 The three-level system (consisting only of
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ground states, excited donor states, and ion states) is shown
schematically in Figure 1. Experimental results presented below
indicate that the formation of triplets is not involved in the
kinetics.
The key goal of the theory is to permit calculation of the

physical observables: the state survival probabilities〈Pex(t)〉 and
〈Pct(t)〉. If the donor is photoexcited at time 0, then〈Pex(t)〉 is
the probability that the donor is still excited at some later time
t, while 〈Pct(t)〉 is the time-dependent probability that the radicals
formed by forward transfer still exist. As time evolves, the
probability of the donor remaining excited,〈Pex(t)〉, decays due
to forward electron transfer. While〈Pex(t)〉 decays from a value
of 1.0 (unit probability at time 0),〈Pct(t)〉, the probability of
finding the donor and acceptor in their radical states, builds up
from 0 as forward transfer occurs and then decays as back
transfer acts to deplete the radical population. The ensemble-
averaging techniques relate the observables to the two-particle
survival probabilities. For the forward transfer,〈Pex(t)〉 has been
derived in detail elsewhere.3,31 The result is

Here,τ, C, andRm denote respectively the donor fluorescence
lifetime, the acceptor concentration, and the donor-acceptor
contact distance (sum of their radii).g(R0) is an appropriate
donor/acceptor radial distribution function.Sex(t|R0) is the two-
particle excited-state survival probability, a theoretical construct
for a hypothetical system in which there is one donor and only
one acceptor. Given that the acceptor is at distanceR0 from
the donor at time 0,Sex(t|R0) is the probability that the donor is
still excited at timet later. Sex(t|R0) satisfies the well-known
differential equation, with associated initial condition23

kf(R0) is a distance-dependent forward transfer rate, the speci-

fication of which is left until section IV.L+
R0 is the adjoint of

the Smoluchowski operator:23,44

whereV(R0) is the potential divided bykBT, andD(R0) is the
distance-dependent diffusion constant. Numerical evaluation
of eq 2 can be followed by integration according to eq 1 to
give the forward transfer experimental observable. This observ-
able can be directly compared to experimental measurements
of the time dependence of donor fluorescence emission using
techniques such as time-correlated single-photon counting or
fluorescence upconversion.
The inclusion of solvent structure and of a distance-dependent

diffusion constant (hydrodynamic effect) in eqs 1-3 has been
discussed previously.3 The radial distribution function,g(R0),
must appear in both the spatial averaging and in the diffu-
sional operator. In eq 3, the potential in the Smoluchowski
operator must include the potential of mean force,i.e. V(R0) )
-ln[g(R0)]. The distance dependence of the diffusion constant
also appears within the Smoluchowski operator.
Derivation of the theoretical results for〈Pct(t)〉, as already

mentioned, requires solving the coupled forward and back
transfer problem. The techniques for performing the ensemble
averages for the coupled problem have been presented previ-
ously39,40 and were used in ref 3 to include solvent structure
and hydrodynamic effects. The result is

Sct(t|R0) is the two-particle survival probability for the radicals.
That is, given that at time 0 the acceptor exists as a radical at
R0, Sct(t|R0) is the probability that the donor and acceptors still
exist as radicals at timet later; that is, back transfer has not yet
occurred. Sct(t|R0) can be calculated using eq 2 with the
appropriate back transfer rate,kb(R0), and the potential modified
to include the Coulomb potential for radicals that are ions as
discussed in the experiments below:

In eq 5, ε0 is the permittivity of free space,e is the unit of
fundamental charge,ZD andZA are the charges on the donor
and acceptor ions, respectively (in units ofe), andkBT is the
Boltzmann constant times the temperature.εs is the low-
frequency (static) dielectric response.
Equation 4 represents the most commonly encountered

experimental situation, in which the donor and acceptor have
no Coulomb interaction prior to forward electron transfer.
Equation 4 also represents the most computationally convenient
form for the radical survival probability,〈Pct(t)〉, sinceSct(t|R0)
satisfies a differential equation equivalent to that ofSex(t|R0). It
should, however, be stressed that while the results presented
previously3 are formally correct for diffusion in a potential of
mean force, inclusion of any additional potential in the forward
transfer will require modification of the ion survival equations
(eq 4). This fact, although not immediately obvious, arises from
the need to distinguish formally between the adjoint and
nonadjoint forms of the Smoluchowski operator. In the original
derivation of 〈Pct(t)〉 (eq 10 in ref 3 and eq 4 above), it was
assumed that the only potential involved in the forward transfer
was a potential of mean force,i.e. V(R0) ) -ln[g(R0)]. (This

Figure 1. (A) Three-level system consisting of a neutral donor in its
ground electronic state and any number of neutral acceptors (DA),
excited donor and any number of neutral acceptors (D*A), and radical
state, in this case a donor cation and an acceptor anion (D+A-). (B)
Schematic of the coupled forward and back transfer processes. The
donor is rubrene (RU) and the acceptor is duroquinone (DQ). Depletion
of RU* is monitored by TCSPC and fluorescence yield experiments,
while pump-probe measurements give the RU+ kinetics.
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∂t
Sex(t|R0) ) L+

R0
Sex(t|R0) - kf(R0) Sex(t|R0) (2)

Sex(0|R0) ) 1

L+
R0
0) 1

R0
2
exp(V(R0))

∂

∂R0
D(R0)R0

2 exp(-V(R0))
∂

∂R0
(3)

〈Pct(t)〉 ) 4πC∫Rm∞∫0tSct(t - t′|R0) kf(R0) Sex(t′|R0) ×
〈Pex(t′)〉 dt′R0

2 g(R0) dR0 (4)
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includes the special, although unphysical, case ofg(R0) ) 1
everywhere,i.e. a featureless solvent.) As long as the only
potential between the donor and acceptor prior to forward
transfer is the potential of mean force, then for any potential in
the back transfer, eq 4 is valid.
In the most general case, however, a potential other than that

of mean force might exist between the donor and acceptor prior
to forward transfer. The most obvious example would be one
in which both donor and acceptor reactants were charged. In
this case, eq 4 no longer holds. Instead, as shown in Appendix
A, the following equations must be used.

where

Equations 6 and 7 represent the most general result and are
formally valid for any form of the distance-dependent potential,
V(R), in the forward or back transfer stages. Equation 4,
although valid for any form of the potential between the radical
ions, requires that there be no potential between the pretransfer
donor and acceptors other than a potential of mean force. In
all cases, eq 1 for〈Pex(t)〉 is valid.

III. Experimental Procedures

The electron transfer system is an optically excited donor,
rubrene, undergoing electron transfer to an acceptor, duro-
quinone, to form the radical cation and anion, respectively.
Geminate recombination can then occur. The experiments were
conducted in two solvents: dibutyl phthalate and diethyl
sebacate. Details of the sample preparation have been given
elsewhere.1 In brief, the solvents were the highest commercial
grade available from Aldrich and were used without additional
purification. Rubrene and duroquinone were also obtained from
Aldrich. The duroquinone was purified by sublimation, while
rubrene was dissolved in the degassed solvent and filtered
through a 0.2µm filter. Because rubrene decomposes in the
presence of oxygen and light, all samples were prepared by
freeze-pump-thawing in evacuable spectroscopic cells. The
cells were sealed under∼1 atm of inert gas. Rubrene
concentrations were less than 2.0× 10-4 M, while DQ
concentrations were in the range 0.10-0.45 M. All concentra-
tions were determined spectroscopically.
The static dielectric constant for dibutyl phthalate was taken

from ref 45. For diethyl sebacate, the dielectric constant is not
reported in the literature. However, a value of 4.54 is reported
for dibutyl sebacate,45 and the diethyl sebacate value should be
only slightly larger. Capacitance bridge measurements on
diethyl sebacate were performed and yielded a dielectric constant
of approximately 5. Since the geminate recombination calcula-
tions are somewhat sensitive to two significant figures in the
dielectric constant, a value ofεs ) 4.7 was used for diethyl
sebacate to account for a small increase over the dibutyl sebacate
literature results.

Cyclic voltammetry measurements were performed on rubrene
and duroquinone in both solvents. The measured redox potential
difference was used to calculate the free energy change,∆Gf,
for the forward transfer by means of the Rehm-Weller
equation.46,47

whereê0(donor,ox)- ê0(acceptor,red) is the measured redox
difference, and∆E is the rubrene S0,ν0 f S1,ν0 excitation
energy, taken as 543 nm, the wavelength where the rubrene
absorption and fluorescence spectra overlap.48 The last term
in eq 8 is a Coulomb term that depends on the distance between
the ions. The free energy change for the back transfer,∆Gb,
was then determined by

Details of the cyclic voltammetry measurements are given in
ref 1.
Time-correlated single-photon-counting (TCSPC) experiments

were performed to elucidate the kinetics of the forward transfer
process. The experimental system has been described previ-
ously.1 A mode-locked Nd:YAG laser was frequency doubled
and used to pump a Spectra Physics dye laser tuned to 550 nm
with base-shifted Fluorescein 548 dye (Exciton). An acous-
tooptic cavity dumper provided 10 ps pulses from the dye laser
at a repetition rate of 800 kHz. These pulses were attenuated
and used for magic angle excitation of the sample. Fluorescence
was detected through a vertical polarizer and a dispersive
subtractive monochrometer with a Hamamatsu (R2809-06)
multiple channel plate detector. Fluorescence detection was
performed at several wavelengths, and no wavelength depen-
dence of the decays was observed. The instrument response
of the TCSPC system was 50 ps.
Fluorescence yield measurements, like the pump-probe

measurements described below, were performed on a different
laser system than that used for the TCSPC experiments. An
acoustooptically mode-locked and Q-switched Nd:YLF laser
provided 3.5 W of 1053 nm light. Half of this was frequency
doubled and used to pump a visible dye laser operated with
Rhodamine 575 dye obtained from Exciton. Cavity dumping
the dye laser with a KD*P Pockels cell gave 10-30µJ pulses,
depending on the wavelength. The fluorescence yield experi-
ments were performed at 550 nm, on the red-edge of the rubrene
ground-state absorption spectrum. A sample holder was built
to ensure reproducible placement of the samples within the laser
beam. After magic angle excitation by the 550 nm pulse, sample
fluorescence was collected by a lens, passed through a vertical
polarizer, and detected with a photomultiplier tube (PMT). The
integrated fluorescence was detected with a lock-in amplifier.
The measurements were repeated several times at various laser
powers to ensure the absence of intensity artifacts.
Pump-probe measurements were performed with the same

laser system used in the fluorescence yield experiments. The
remaining portion of the Nd:YLF light was frequency doubled
and used to pump a second dye laser tuned to the rubrene cation
absorption. A change in laser dye (LDS 867-LDS 925)
permitted tuning over a significant region of the near-IR, and
pump-probe experiments were performed with probe wave-
lengths varying between 840 and 980 nm. At all these probe
wavelengths, significant ion absorption was observed, in agree-
ment with the published rubrene cation spectrum.49 However,

〈Pct(t)〉 )

4πC∫Rm∞∫0tSct(t - t′|R0) kf(R0) bex(R0,t′)〈Pex(t′)〉R02 dR0 dt′
(6)

∂

∂t
bex(R,t) ) LRbex(R,t) - kf(R) bex(R,t) (7)

LR ) 1

R2
∂

∂R[R2D(R) exp(-V(R)) ∂∂R[exp(V(R))]]
bex(R,0)) g(R)

∆Gf(R) )

ê0(donor,ox)- ê0(acceptor,red)- ∆E- e2

4πε0εsR
(8)

-∆Gb(R) ) ∆E+ ∆Gf(R)
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the measured kinetics did not depend on the probe wavelength
within the time-resolution of the experiment (30 ps).
All pump-probe experiments were performed at the magic

angle. A portion of the probe beam picked-off prior to the
sample was detected by a reference photodiode. The main probe
beam, after passing through the sample, was detected by the
signal photodiode. The outputs of both the reference and signal
detectors were each sent to gated integrators (SRS). An analog
processor (SRS) then divided the output of the signal gated
integrator by the output of the reference gated integrator, thereby
eliminating shot-to-shot noise in the probe. The analog proces-
sor also performed the log of the divided signal, and this log
output was detected by a lock-in amplifier. The output of the
lock-in is thus a direct measurement of the change in probe
absorption induced in the sample by the pump pulse, corrected
for probe shot-to-shot fluctuations. The intensities of both the
pump and probe beams were reduced until further reduction
resulted in no change in the signal, thereby avoiding power
artifacts.
Ground-state recovery pump-probe experiments were also

performed. The 550 nm beam from the visible dye laser was
split by an 80/20 beamsplitter to provide both pump and probe
beams.

IV. Data Analysis

The TCSPC experiments, combined with the fluorescence
yield measurements, give complete information about the
forward transfer dynamics. The time-resolved forward data can
be fit with eq 1 to yield information about the intermolecular
electron transfer rate,kf(R). In ref 1, the TCSPC data were
presented and analyzed using the well-known Marcus result:4,5

where

∆Gf(R) is the free energy change for the forward transfer,
obtained from the cyclic voltammetry experiments and the
Rehm-Weller equation (eq 8).εop andεs are the optical and
static dielectric constants of the solvent,ε0 is the permittivity
of free space, andRd andRa are the donor and acceptor radii,
respectively. Although more sophisticated forms of the rate
constant have been suggested,2,11,29,30,50,51many of these forms
can be approximated by eq 9 in the noninverted regime.48 Since
∆Gf in the solvents is relatively small for the forward transfer,
eq 9 is expected to be accurate. The adjustable parameters are
then Jof andâf, which determine the magnitude and distance
dependence of the electronic coupling, respectively.
The fluorescence yield measurements presented for the first

time in this paper supplement the TCSPC experiments and
provide additional insight into the short time dynamics. This
additional information stems from the recognition that the
fluorescence yield experiments are time-integrated measure-
ments and thus are insensitive to the instrument response. In
fitting the time-resolved dynamics,〈Pex(t)〉 calculated from eq
1 must be convolved with the instrument response, thereby
reducing sensitivity to the short time dynamics. The fluores-
cence yield experiments, in contrast, are sensitive to the
unconvolved〈Pex(t)〉. The yield,Φ, is defined:

The parametersJof and âf, then, must yield calculations
consistent with both the yield data and the time-dependent data.
While eq 10 by itself is not sufficient to ensure unique values
of Jof andâf, it will eliminate fits to the TCSPC data that do
not lead to sufficiently fast decays within the instrument
response.
Analysis of the combined fluorescence yield and TCSPC data

yields the forward transfer parameters,Jof andâf. Once these
parameters are known, the complete time and spatial depend-
ences of the forward kinetics (i.e.where and when the radicals
were formed) are known. The recombination (back transfer)
kinetics can then be probed through an independent set of mea-
surements: the pump-probe experiments. The rubrene cation
spectrum has broad-band absorption between 730 and 980 nm.49

Pump-probe experiments with the probe beam tuned to the
rubrene cation absorption should then provide a direct measure-
ment of 〈Pct(t)〉 for comparison with eq 4. The data analysis,
however, was complicated by the presence of a rubrene exited-
state-excited-state absorption at the same frequencies as the
rubrene cation absorption. Although the probe was tuned over
a region of approximately 100 nm, no wavelength could be
found at which the excited-state-excited-state contribution was
negligible. Thus, instead of directly probing〈Pct(t)〉, the
experiments measured a linear combination of〈Pex(t)〉 and
〈Pct(t)〉, with the contribution of each determined by the ratio
of the absorption coefficients of the excited and radical rubrene
states, respectively. Since this ratio is not known, it might be
treated as an additional fitting parameter. However, it can be
shown that this is not necessary. The contribution to the pump-
probe signal from excited-state-excited-state absorption can,
in fact, be eliminatedwithout any knowledge about the absorp-
tion coefficientsof either the rubrene ion or the rubrene excited
state. This non-obvious result greatly aids in the analysis of
the two-color pump-probe data and permits the time depen-
dence of the rubrene cation probability to be extracted directly
from the raw experimental data.
The procedure for eliminating the contribution from excited-

state absorption (although somewhat tedious) is straightforward,
and the details are presented in Appendix B. In essence, the
technique relies on knowing the shape of the excited-state
contribution from the independent TCSPC experiments. A
sample of pure donor in the appropriate solvent can then be
used to calibrate the contribution of the rubrene excited state
to the pump-probe signal. Accurate measurement of the
rubrene absorption of the pump beam is essential. Hence,
absorption measurements for all samples were performed
directly with the laser excitation beam at the same time as
pump-probe data acquisition. Shot-to-shot noise was mini-
mized by dividing the transmitted laser intensity by a reference.
Appendix B describes the complete procedure.
Once direct experimental determination of〈Pex(t)〉 and

〈Pct(t)〉 has been made by TCSPC and pump-probe experiments,
respectively, the results can be compared to the predictions of
eqs 1, 10, and 4. (Note that since the forward transfer involves
neutral species, either eqs 4 or 6 can be used to fit the pump-
probe data. Equation 4 was selected because of slightly greater
numerical ease.) The rate parameters,J0 and â, can be
determined for both the forward and back transfer processes
by fits to the experimental data. For meaningful results, the
theory must include all relevant information about solvent
structure and hydrodynamic effects. Equations 1-7 show how
the radial distribution function and distance-dependent diffusion
constant should be included in the theory. Accurately determin-

kf(R) ) 2π

px4πλ(R)kBT
Jof

2 exp(-(∆Gf(R) + λ(R))2

4λ(R)kBT ) ×
exp(-âf(R- Rm)) (9a)

λ(R) ) e2

2( 1εop - 1
εs)( 1Rd + 1

Ra
- 2
R) (9b)

Φ ) 1
τ∫0∞〈Pex(t)〉 dt (10)
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ing g(R) andD(R) for a specific electron transfer system in a
particular molecular solvent presents difficulties. A detailed
discussion of this issue, along with suggestions on how to
determine parameters for a real physical system, is given in ref
1. The key points can be briefly summarized.
First, as reference 1 demonstrated, a hard-sphereg(R) is

sufficiently accurate for electron transfer calculations. This is
a consequence of the very fast rate of transfer at short distances.
Detailed knowledge of the distribution of acceptors about the
donor within the first two or three angstroms is not essential. It
is sufficient if the radial distribution function predicts the correct
short-distance number density.1 The hard-sphereg(R) can be
calculated by standard algorithms for any given solvent packing
fraction η ) nπσ3/6. n is the bulk number density andσ the
hard-sphere diameter. The true difficulty lies in obtaining a
reliable value for the packing fraction,η, in a real molecular
liquid. Reference 1 gave a technique for estimating the packing
fraction from diffusion constant information. The results
presented below show that this method overestimates the
packing fraction in the liquids studied. This issue will be taken
up again in section V. Radial distribution functions in this
report, like those in ref 1, were calculated from solutions to the
Percus-Yevick equation,52-56 using an algorithm given by
Smith and Henderson,57 and modified by a Verlet-Weis
correction.58

The second result from ref 1 is that the distance-dependent
diffusion constant can be modeled by a form suggested by
Northrup and Hynes, based on work by Deutchet al:41,42,59

whereD is the bulk Fick diffusion constant andRm the donor-
acceptor contact distance. For the neutral rubrene and duro-
quinone molecules, the Fick diffusion constants were calculated
from the Spernol-Wirtz equation.60 The Spernol-Wirtz equa-
tion is a perturbation on the Stokes-Einstein result and has been
shown to be highly reliable for neutral molecules diffusing in
organic solvents.60-63 However, much less reliable results are
expected for the rubrene and duroquinone ions. The diffusion
constant for ions is expected to be significantly slower than for
the corresponding neutral parent molecule.62,64,65 In general,
though, ion diffusion rates have been found to agree reasonably
well with the predictions of the Stokes-Einstein equation, while
neutral species tend to have diffusion constants consistent with
Spernol-Wirtz predictions.60,61,64 Thus, diffusion constants
were calculated using

with fsw ) 1 for the ionic species. For the neutral rubrene and
duroquinone molecules,fsw was calculated by the method of
Spernol and Wirtz.60,61 The solvent viscosities,η, were
measured using an Ubbelohde viscometer, and the results agreed
well with values reported in the literature.45

The rubrene and duroquinone ions were assumed to be the
same size as the neutrals, and the radii (r ) 4.5 Å for rubrene
andr ) 3.4 Å for duroquinone) were calculated from crystal-
lographic data.1,66,67 The procedure for calculating the donor
and acceptor radii was described in ref 1 and involves determin-
ing the molecular volume from the crystal structures and then
reducing this volume by 74% to account for the close packing
of hard spheres. This volume can then be used to determine
an effective hard-sphere radius.1 This procedure, when used
to predict effective hard-sphere radii for molecular solvents,

tends to overestimate the radii by 10-15%,68 as can be verified
by comparison to neutron scattering data,e.g. for benzene or
naphthalene.69 For this reason, the radii for rubrene and
duroquinone were each reduced an additional 10%.
Because the donor and acceptor are treated as hard spheres

in the model of electron transfer presented here, no angular
dependence to the electron transfer rate is included in the
analysis. Electron transfer rates are expected to depend on
orientation, although the form of this dependence is not well-
known. For intermolecular electron transfer, calculation of the
observables involves ensemble averaging over all acceptor
distances. Rigorously, an angular average should also be
included. However, in an earlier publication from this group,70

a representative calculation was presented that showed that the
angular dependence often makes an insignificant contribution
to the ensemble-averaged observable. This occurs not because
the angular dependence of the transfer rate is small, but because
the average over distances and angles results in an ensemble-
averaged observable insensitive to orientational contributions.
Solutions to eqs 2 and 7 were obtained using a Crank-

Nicholson algorithm following the partial differencing scheme
developed by Agmonet al.71-73 All computation was performed
on IBM RS6000 workstations. Best fits were determined by a
downhill simplex algorithm by minimization ofø2 values.73,74
For both the forward and back transfer fits, all acceptor
concentrations in a given solvent were fit simultaneously, so
that theø2 value consisted of the sum of contributions from all
the relevant concentrations. For the forward transfer fits, the
fluorescence yield data were also included in theø2 determi-
nation. Table 1 summarizes the physical parameters used in
the calculations. See ref 1 for additional details.

V. Results

TCSPC data for rubrene and duroquinone in dibutyl phthalate
and diethyl sebacate were presented and analyzed in ref 1 using
a detailed theory of electron transfer which included solvent
structure and hydrodynamic effects. A Marcus form of the rate
constant (eq 9) was used. As discussed in ref 1, accurate
determination of the rate parameters requires a good estimate
of the solvent packing fraction for calculation of the radial
distribution function. For dibutyl phthalate, a packing fraction
of 54% was used, and unique forward transfer parameters were
obtained: J0f ) 3.1 cm-1 andâf ) 0.6 Å-1. (The fits to the
diethyl sebacate data were not unique.)
The forward transfer parameters, once known from the

TCSPC data, serve as inputs into the back transfer calculations.
The pump-probe data thus provides a check on the accuracy
of the forward transfer fits, since the geminate recombination
dynamics depend on the initial distribution of ions formed by
forward transfer. More specifically, the back transfer decays
cannot be faster than the derivative of the excited state decay.
The fastest pump-probe data would occur when the back
transfer ratekb(R) f ∞. Under this condition, it can be shown

D(R) ) D[1- 1
2
exp(Rm - R

Rm )] (11)

D ) kT
6πηrfsw

TABLE 1: Physical Parameters Used in〈Pex(t)〉 and 〈Pct(t)〉
Calculations for the Solvents Dibutyl Phthalate (DBP) and
Diethyl Sebacate (DES)a

Dn (Å2/ns) Di (Å2/ns) εop εs ∆ê (eV) τ (ns) τL (ps)

DBP 13.2 6.3 2.2 6.4 1.85 15.5 512
DES 41.5 20.7 2.07 4.7 2.1 15.1 242

a Dn andDi are the (bulk) mutual diffusion coefficients of rubrene
and duroquinone in their neutral and ionic states, respectively.εop and
εs are the optical and static dielectric constants, while∆ê is the redox
potential difference used in the Rehm-Weller equation (eq 8).τ is
the rubrene fluorescence lifetime, andτL is the longitudinal relaxation
time of the solvent.
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This reflects the fact that, although the ions may disappear
immediately upon being formed, new ions are always being
created at the rate of loss of excited-state population. Figure
2, curve A, shows the experimental ion population from the
pump-probe data for a representative concentration plotted
along with the derivative of the〈Pex(t)〉 for that concentration,
curve B. Clearly, the forward transfer parameters reported in
ref 1 are not sufficiently fast to account for the pump-probe
data. The new experimental ion population data force reevalu-
ation of the forward transfer dynamics.
i. Forward Transfer Dynamics. As stated in ref 1, the

forward parameters depend critically on accurate knowledge of
the radial distribution function. Although a hard-sphere model
of the solvent was shown to be sufficiently accurate for electron
transfer calculations,1 determination of an effective hard-sphere
packing fraction remains a difficult problem for real molecular
liquids. Reference 1 provided a method for calculating the
packing fraction based on a self-consistent solution of modified
Chapman-Enskog theory75-82 and the Spernol-Wirtz equation.
However, for the large molecular solvents, dibutyl phthalate and
diethyl sebacate, this led to packing fractions greater than 50%.
These numbers are larger than would be expected on the basis
of molecular dynamics results, which predict a hard-sphere
freezing transition at 49% packing fraction.56,58,68,83,84 In ref 1
packing fractions of 54 and 53% for dibutyl phthalate and diethyl
sebacate, respectively, were justified on the basis of diffusion
constant information; however, in light of the new pump-probe
data and the molecular dynamics simulations, it is clear that
these original packing fractions were too high.
Figures 3 and 4 show the TCSPC data (excited-state decays)

for dibutyl phthalate and diethyl sebacate, along with fluores-
cence yield data obtained in this study. The yield data, as
discussed in section IV, serve to solidify the fits from the time-
resolved data as well as to distinguish between parameter sets
with different short time dynamics. The parameters obtained
in ref 1 do not fit the new fluorescence yield data. This confirms
the analysis based on the derivative of〈Pex(t)〉 that shows the
previously reported forward parameters are not correct. The
theoretical fits shown in Figures 3 and 4 were calculated from
eqs 1 and 10, using a packing fraction of 45% for both solvents
rather than the larger values used in ref 1. A packing fraction
of 45% was chosen because it is consistent with molecular
dynamics results, which predict values between 43 and 48%
for dense, room-temperature liquids.56,58,68,83,84As can be seen
from Figures 3 and 4, excellent fits to the TCSPC and
fluorescence yield data are obtained for both dibutyl phthalate
and diethyl sebacate. Inclusion of the fluorescence yield
information permits a unique fit for the diethyl sebacate data
as well as for the dibutyl phthalate data. Furthermore, with a
packing fraction of 45%, the forward transfer parameters give
〈Pex(t)〉 curves with derivatives consistent with the pump-probe
data. (See curve C in Figure 2.) By studying both forward
transfer and geminate recombination on the same systems it
was possible to improve understanding of the forward transfer
dynamics.
The precise values of the forward transfer parameters will

depend on the chosen packing fraction. For a packing fraction
of 45% for both of the solvents, the best fits to the forward
transfer data are obtained forJ0f ) 12 ( 3 cm-1, âf ) 1.4(
0.2 Å-1 andJ0f ) 12( 3 cm-1, âf ) 1.0( 0.2 Å-1 for dibutyl
phthalate and diethyl sebacate, respectively. Although the error
bars are significant, the parameters are consistent with transfer

rates determined from intramolecular electron transfer measure-
ments. Use of the detailed theory presented here, with inclusion
of solvent structure and hydrodynamic effects, leads to reason-
able values of the Marcus parameters for intermolecular electron
transfer. More importantly, the detailed theory provides ex-
tremely good fits to the TCSPC and fluorescence yield data in
both solvents. In particular, attempts to fit the forward transfer
data by assuming reaction only at contact give extremely poor
agreement for both solvents. Additionally, even if the full
spatial dependence of the problem is included but solvent
structure and hydrodynamic effects are ignored, it is impossible
to simultaneously fit the TCSPC and fluorescence yield data in
either solvent. The best obtainable fits are vastly inferior to
those shown in Figures 3 and 4. The success of the detailed

lim
kb(R)f∞

〈Pct(t)〉 ∝ -
∂〈Pex(t)〉
∂t

Figure 2. Pump-probe ion population for a rubrene/0.32 M duro-
quinone sample in dibutyl phthalate (curve A). Curve B is the derivative
of the〈Pex(t)〉 curve for this concentration, calculated using the forward
transfer parameters reported in ref 1 obtained with a solvent packing
fraction of 54%. Theory requires that curve B be everywhere faster
than curve A, or the forward transfer parameters are not physically
possible. Using a better value of the packing fraction, 45%, gives
different values for the forward transfer parameters and a〈Pex(t)〉
derivative (curve C) that is physically permissible; see text.

Figure 3. TCSPC and fluorescence yield data for rubrene with three
representative concentrations of duroquinone in dibutyl phthalate along
with 〈Pex(t)〉 fits. Forward transfer parameters ofJ0f ) 11.9 cm-1, âf )
1.4 Å-1 give very good agreement for a solvent packing fraction of
45%. In the inset, the squares are the experimental yield results, while
the crosses are the calculated values from eq 10. Since donor
fluorescence lifetime can be removed from forward transfer by simple
multiplication, forward data are shown without lifetime contributions
for clarity.
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theory presented here is that it is capable of describing
experimental data using a physically reasonable model of the
molecular liquids. The theory can thus be used to address
certain fundamental questions such as how the dynamics depend
on diffusion constants, solvent packing fractions, or the donor
and acceptor radii.
One source of uncertainty in the reported forward transfer

parameters is the solvent packing fraction. Packing fractions
from 43 to 48% are consistent with molecular dynamics
simulations, and all values in this range give good fits to the
forward transfer data and derivatives consistent with the pump-
probe data. For a packing fraction of 43% in both solvents,
the Marcus parameters that give the best fit to the forward
transfer data areJ0f ) 12( 3 cm-1, âf ) 1.5( 0.2 Å-1 andJ0f
) 14( 3 cm-1, âf ) 1.2( 0.2 Å-1 for dibutyl phthalate and
diethyl sebacate, respectively. These parameters becomeJ0f )
9 ( 2 cm-1, âf ) 1.2( 0.2 Å-1 (dibutyl phthalate) andJ0f )
11 ( 2 cm-1, âf ) 0.9 ( 0.2 Å-1 (diethyl sebacate) for the
two solvents if a packing fraction of 48% is used. The
uncertainty in the radial distribution function could be greatly
reduced by using solvents for which neutron scattering data are
available69,85or by using more sophisticated theoretical methods
such as the reference interaction site model (RISM)86 to calculate
g(R). However, even given the uncertainty in packing fraction,
the parameters do not vary wildly, and none of the qualitative
concepts are changed.
The forward transfer parameters in the two solvents are not

highly sensitive to the donor-acceptor contact distance. Al-
though careful effort was made to use accurate values for the
rubrene and duroquinone radii (see section IV), an error of 5%
is possible, and an error of up to 10% is not beyond the realm
of possiblity. Inaccuracy in the donor and acceptor radii has
the maximum effect on the forward transfer parameters when
the error is in the same direction for both radii (i.e. the estimates
are consistently too large or too small). The rubrene and
duroquinone radii used in the fits were 4.5 Å for rubrene and
3.4 Å for duroquinone. If these estimates are reduced by more
than 5% each, the quality of the fits deteriorates sharply. For
reductions of less than 5%, the forward parameters remain
essentially unchanged. On the other hand, if the radii were in
fact 5-10% larger than the values reported here, excellent fits

to the TCSPC and fluorescence yield data would still be
obtained. The forward transfer parameters then becomeJ0f )
12( 3 cm-1, âf ) 1.5( 0.2 Å-1 andJ0f ) 9 ( 2 cm-1, âf )
0.9 ( 0.2 Å-1 for dibutyl phthalate and diethyl sebacate,
respectively, for a rubrene radius of 4.7 Å and a duroquinone
radius of 3.6 Å (5% increase; 45% packing fraction). For a
10% increase in both radii, the parameters becomeJ0f ) 11(
3 cm-1, âf ) 1.4( 0.2 Å-1 for dibutyl phthalate andJ0f ) 8
( 2 cm-1, âf ) 0.9 ( 0.2 Å-1 for diethyl sebacate. Theâ
value in particular remains unchanged within the error bars. The
detailed theory permits this result to be understood. A change
in the donor and acceptor sizes changes the reorganization
energy in the Marcus rate equation, the contact distance in all
the spatial averaging, the diffusion constant, and the spatial
distribution of acceptors about the donor (because of the
4πR2g(R) dependence). Many of these effects work in opposite
directions. In particular, as the donor and acceptor become
larger, the slowing of the diffusion constant compensates for
the increased probability of finding an acceptor near contact
due to the 4πR2g(R) distribution.
ii. Geminate Recombination. Once the forward transfer

parameters have been determined from the fluorescence yield
and TCSPC results, the pump-probe data can be analyzed with
eq 4. Figure 5 shows pump-probe data for four acceptor
concentrations in each of the two solvents: dibutyl phthalate

Figure 4. TCSPC and fluorescence yield data for rubrene with three
representative duroquinone concentrations in diethyl sebacate along with
〈Pex(t)〉 fits. The forward transfer fits were calculated withJ0f ) 10.8
cm-1, âf ) 0.96 Å-1 and give very good agreement for a solvent packing
fraction of 45%. In the inset, the squares are the experimental yield
results, while the crosses are the calculated values from eq 10.

Figure 5. Pump-probe ion concentration data for four concentrations
of duroquinone in dibutyl phthalate (A) and diethyl sebacate (B). The
figure contains two types of information. First, the time dependence
of the ion population is shown, with faster decays corresponding to
higher concentrations. Second, within each solvent, the relative
magnitudes of the curves reflect the real ratios of ion populations for
the different duroquinone concentrations. The duroquinone concentra-
tions are 0.11, 0.21, 0.32, and 0.42 M in dibutyl phthalate and 0.10,
0.20, 0.28, and 0.43 M in diethyl sebacate.
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(5A) and diethyl sebacate (5B). All curves have had the
contribution from rubrene excited-state absorption removed
according to the procedure described in Appendix B. Therefore,
the plots display the time-dependent ion concentration. Two
types of information are contained in the figure. First, the shape
of the 〈Pct(t)〉 decay changes with acceptor concentration. If
the curves were scaled to the same magnitude, the rate of decay
would be seen to increase with concentration for each solvent.
This is consistent with the predictions of eq 4. (Note that
although at first glance eq 4 might seem to predict a linear
change with concentration, in fact the dependence is more
complex, since the〈Pex(t)〉 term inside the integral is also
concentration dependent.) Rather than presenting the data scaled
to the same peak magnitude, Figure 5 instead shows the relative
magnitudes of the data in order to illustrate the second type of
information inherent in the pump-probe experiments. The
procedure given in Appendix B involves correcting all samples
for differences in rubrene concentration, so that the difference
in height in the data curves is entirely due to the increased
number of ions formed at higher acceptor concentrations. Thus,
the pump-probe data give not only the time dependence of
the back transfer but also the relative amounts of ions formed
for different acceptor concentrations. This is a key point. When
eq 4 is used to fit the data presented in Figure 5A,B, the theory
must not only describe the time dependence of the ion kinetics
for all four concentrations but must also correctly predict the
relative magnitudes. This is not a trivial requirement.
Examination of Figure 5 shows the qualitative behavior of

the ion population. The concentration of ions increases at short
time, reaches a maximum, and then decays. The short time
behavior is dominated by donors and acceptors that are close
at t ) 0. Little diffusion is required for forward and back
transfer to occur. However, there is a long tail to the ion
population, which is especially evident in the data taken in
dibutyl phthalate (Figure 5A).
Analysis of the pump-probe data with eq 4 requires an

expression for the distance-dependent form of the back transfer
rate. For the forward transfer rate, the well-known Marcus result
(eq 9) was used. For the inverted back transfer, however, eq 9
predicts transfer rates that are orders of magnitude too slow to
account for the observed pump-probe data. This breakdown
of classical Marcus theory in the inverted regime is expected,
since tunneling mechanisms become important for very negative
∆G values. As discussed below, semiclassical forms of the rate
constant, such as that suggested by Jortner,2 provide excellent
fits to the pump-probe data. The inclusion of quantum modes
in the theory results in more fitting parameters. For this reason,
initial analysis of the geminate recombination was performed
assuming a simple exponential distance dependence to the back
transfer rate. That is,

Equation 12 is equivalent to assuming that the distance
dependence of the reorganization energy can be neglected. This
is a reasonable approximation since many more sophisticated
descriptions of the electron transfer rate lead to essentially
exponential distance dependences for reasonable choices of the
quantum parameters. In section VI, the geminate recombination
data are analyzed more rigorously using the average mode
formalism suggested by Jortner.2

Figures 6 and 7 show fits to the pump-probe data using the
distance-dependent rate constant given by eq 12. The data
curves are identical to those shown in Figure 5A,B, only the
results are now displayed in separate panels along with the fits
for clarity. The fits were generated using a solvent packing

fraction of 45% and the corresponding forward transfer param-
eters. The adjustable parameters wereΚ andâb in eq 12. As
can be seen, the shapes of the calculated curves at each
concentration in both solvents closely reproduce the data.
Furthermore, the relative magnitudes of the fits give superb
agreement with the experimentally measured relative ion
concentrations. These relative magnitudes are predicted by eq
4; the shown fits were not individually scaled to the data sets.
The excellent agreement between theory and experiment seen
in Figures 6 and 7 cannot be duplicated by simpler theories
that ignore solvent structure and hydrodynamic effects. Rather,
the statistical mechanical theory presented here with the full
inclusion of solvent structure is required. The precise values
of the parameters obtained from the fits are discussed in section
VI.
iii. Ground State Recovery. Since the rubrene/duroquinone

system is well modeled by a three-level system (see Figure 1),
single-color pump-probe experiments (λpump ) λprobe ) 550
nm) on the donor should, in principle, give information about
the geminate recombination. If the only absorbing state is the
ground state, then the single-color pump-probe signal,S(t), is
proportional to the population of rubrene that is not in the ground
state.33 In the simplest case

Since〈Pex(t)〉 is known from the TCSPC and fluorescence yield
experiments, the radical (ion) survival probability,〈Pct(t)〉, could

Figure 6. Pump-probe electron transfer data in dibutyl phthalate for
four acceptor concentrations showing the time evolution of the ion
concentration. The data are the same as those in Figure 5A, only now
the curves are shown in separate panels along with the fits so that the
quality of the fits can be seen. The fits are essentially indistinguishable
from the data. The〈Pct(t)〉 fits were calculated using eq 4 with a solvent
packing fraction of 45% and the forward transfer parameters given in
Figure 3. The only adjustable parameters areK andâb in eq 12. Superb
fits are obtained for both the shape and the relative magnitudes of the
curves forK ) 9.5( 1.0 ns-1 andâb ) 1.0( 0.2 Å-1 with a time-
dependent dielectric constant (see text). The data were taken withλpump
) 550 nm andλprobe) 862 nm.

S(t) ∝ 〈Pex(t)〉 + 〈Pct(t)〉

kb(R) ) K exp[âb(Rm - R)] (12)
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be calculated from the ground-state recovery pump-probe data.
However, as discussed elsewhere, data analysis of this type is
complicated by contributions from stimulated emission and
excited-state-excited-state absorption.33 Furthermore, the short
time dynamics are obscured by a coherence artifact in the single-
color pump-probe experiments. The chief utility of the ground-
state recovery data, then, is to confirm the validity of the three-
state model. It is possible that after forward electron transfer,
hyperfine interactions convert the radical ions into an overall
triplet state.87,88 If this were to occur, back electron transfer
into the rubrene triplet state would become a spin-allowed
process, and long-lived rubrene triplets would be generated. This
would result in a single color pump-probe signal with a long-
time component equal to the triplet lifetime. The single-color
pump-probe data show that the rubrene ground state is
replenished on the nanosecond time scale, consistent with the
ion geminate recovery. This demonstrates the absence of long-
lived triplets and supports the three-state model.

VI. Discussion

The theoretical description of intermolecular electron transfer
given in eqs 1-7 and used to analyze both the forward and
back transfer data includes solvent structure and hydrodynamic
effects. Inclusion of these effects is critical for an understanding
of intermolecular transfer, and the analysis presented here
represents the first attempt to include a realistic description of
the solvent in a detailed statistical mechanical treatment of the
coupled forward and back transfer processes. Theories that
include the full spatial dependence of the electron transfer but
neglect the solvent structure cannot provide agreement with the
forward transfer data, much less with the pump-probe results.

Inclusion of solvent structure and hydrodynamic effects permits
excellent fits to the forward transfer data for both solvents and
gives superb agreement with both the shape and magnitude of
the pump-probe results.

i. Evidence for Through-Solvent Transfer. The combined
forward and back transfer analysis presented here provides
evidence that intermolecular electron transfer in liquids occurs
through-solvent, rather than only at contact. First, the TCSPC
and fluorescence yield data cannot be fit with a model that
assumes transfer only at contact. Although forward electron
transfer drops off sharply with distance (â ≈ 1.4 for dibutyl
phthalate), a detectable fraction of the ions are formed at
distances other than contact. This can be seen in Figure 8, which
shows the spatial ion probability distribution,Ì(R) dR. X(R)
dR is the probability that an ion is formed between distanceR
andR + dR from the donor. This distribution is derived in
Appendix A and is given by

wherebex(R,t′) is the joint probability density given by eq 7.
As can be seen from Figure 8, as the acceptor concentration
increases, the fraction of transfer at short distances also
increases. This occurs because, for higher acceptor concentra-
tions, a larger percentage of donors will have an acceptor nearby
at time 0 and will be able to forward transfer immediately after
photoexcitation. This result is confirmed by the pump-probe
data, which show that decays become increasingly fast as the
acceptor concentration increases. The low concentrations
display a longer time tail in the pump-probe data due to ions
initially created at larger distances which must diffuse in toward
the donor before geminate recombination occurs. Figure 8 does
not mean that only acceptors that are initially within∼6 Å are
involved in electron transfer. Acceptors that are at larger
distances att ) 0 will diffuse in prior to ion formation.

ii. Solvent Dielectric Response.After forward electron
transfer has occurred, the rubrene and duroquinone ions diffuse

Figure 7. Pump-probe electron transfer data in diethyl sebacate for
four acceptor concentrations showing the time evolution of the ion
concentration. The data are the same as those in Figure 5B. Fits were
calculated using eq 4 with a solvent packing fraction of 45% and the
forward transfer parameters given in Figure 4. Excellent fits are obtained
for K ) 13.7( 1.0 ns-1 andâb ) 1.3( 0.2 Å-1 with a time-dependent
dielectric constant (see text). The data were taken withλpump ) 550
nm andλprobe) 862 nm.

Figure 8. Probability distribution of separations at which ions are
created for the donor rubrene and 0.11, 0.21, 0.32, and 0.42 M
duroquinone in dibutyl phthalate. As the concentration decreases,
increasing fractions of ions are formed at longer distances. In the
absence of fluorescence, the probability distribution would integrate
to 1.

X(R) dR)
4πCR2 dRkf(R)∫0∞bex(R,t′)〈Pex(t′)〉 dt′
∫Rm∞4πCR2kf(R)∫0∞bex(R,t′)〈Pex(t′)〉 dt′ dR0

(13)
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in a Coulomb potential as well as in the potential of mean force.
(See eq 5.) The magnitude of the Coulomb potential is
determined by the value of the dielectric constant. If the static
dielectric constant is used in eq 5, the fits to the pump-probe
data are the same quality as those displayed in Figures 6 and 7.
For dibutyl phthalate, use of the static dielectric constant gives
geminate recombination parameters ofK ) 12.5( 1.5 ns-1

andâb ) 0.85( 0.15 Å-1. For diethyl sebacate, good fits to
the data are obtained for a broad range of parameters:K )
13.4-17.0 ns-1 andâb ) 0.65-1.25 Å-1.
Although theâ values for geminate recombination in dibutyl

phthalate and diethyl sebacate are perhaps reasonable within
their error bars, the results are based on an inappropriate physical
model: namely, that use of the static dielectric constant in eq
5 appropriately describes the Coulomb potential. The static
dielectric constant is the relevant value only if the ions exist
long enough to experience the full solvent response. As can
be seen in Figure 5, the 1/e points of the pump-probe curves
occur at only a few hundred picoseconds. The mean ion lifetime
is expected to be even shorter, since the〈Pct(t)〉 curve consists
of contributions from many ions, all formed at different times.
In fact, as shown in Appendix B, the probability of an ion
surviving for timet is given by

wherebex(R,t) satisfies eq 7. The mean ion lifetime, taken as
the 1/epoint of theP(t) curve, is approximately 170 ps in dibutyl
phthalate and 120 ps in diethyl sebacate. Thus, it is unlikely
that full reorientation of the solvent can occur during the lifetime
of the ions; therefore, the static dielectric constant is never
reached.
An alternative approach is to take the other extreme and

assume that only the electronic response of the solvent can occur
on a sufficiently fast time scale, and therefore the dielectric
constant in eq 5 should be replaced with the optical one (εop≈
2). This is actually not physically realistic, since some
molecular motions can occur on time scales of less than 100
ps. However, if as an approximation, the optical dielectric
constant is used in eq 5, it is possible to fit the dibutyl phthalate
pump-probe data, but the fits are not unique. A very wide
range of physically unrealistic parameters can fit the data.
Values ofâb ) 10-20 Å-1 andK ) 2.6× 104 to 4.2× 106

ns-1 are obtained. Notice that theseK values correspond to
transfer times of a few fractions of a femtosecond to a few tens
of femtoseconds. All parameters within this range are unrea-
sonably short-range and give a transfer rate at contact that is
unphysical. Furthermore, when the back transfer data taken in
the less viscous diethyl sebacate are analyzed using the optical
dielectric constant, the theory gives poor fits to the data. The
calculated curves, no matter what the choice of parameters, do
not have the correct functional form. These results are not
surprising, since it seems even more unphysical to consider only
the electronic response of the solvent than to use the static
dielectric constant throughout the entire ion lifetime. The true
dielectric value will evolve in time between these extremes, with
a value of the dielectric “constant” changing fromεop at the
time an ion pair is created to a final value that depends on the
lifetime of the particular ion pair under consideration, with a
maximum value ofεs.
The effect of a time-dependent dielectric constant can be

understood by considering a standard treatment in which the
frequency dependence of the dielectric response is that given

by Debye:89

In eq 14,τD is the Debye reorientation time:89

whereV is the effective volume occupied by the molecule.
Equation 15 assumes stick boundary conditions, which are
appropriate for large molecules like dibutyl phthalate and diethyl
sebacate, for which interpenetration of the alkyl chains can
hinder rotation. For the geminate recombination problem, the
solvent response must be known at timet after the creation of
an ion. In the simplest case, where the solvent’s dielectric
response satisfies eq 14, Mozumder has shown that the time-
dependent dielectric constant,ε(t), is best described by90

whereτL is the longitudinal relaxation time, related to the Debye
time by

ε(t) should thus be used in place ofεs in eq 5 to obtain the
time-dependent potential in the Smoluchowski operator (eq 3).
The partial differencing scheme used to solve eq 2 must then
be adjusted to allow for diffusion in a time-varying potential.
For the viscous solvent dibutyl phthalate, a reasonable

estimate of the Debye relaxation time using eq 15 isτD ) 1.5
ns. This corresponds to slow reorientation of the entire molecule
and is consistent with experimentally measured reorientation
times in viscous solvents.91 Use ofτD ) 1.5 ns (τL ) 512 ps)
in eq 16 givesε(t) which, when used in eq 5, gives excellent
fits to both the magnitude and time dependence of the pump-
probe data in dibutyl phthalate. The best fits are displayed in
Figure 6 and occur for parametersK ) 9.5( 1.0 ns-1 andâb
) 1.0 ( 0.2 Å-1. For diethyl sebacate, reasonable estimates
of the molecular volume in combination with eq 15 give a Debye
reorientation time (τD) of 550 ps. This value is in agreement
with experimentally measured reorientation times of long-chain
alkyl derivatives. For example, an orientation time of 840 ps
has been measured by Rayleigh scattering for 1-hexadecyl
bromide.92 Hexadecyl bromide is about the same size as diethyl
sebacate. The reorientation time in diethyl sebacate should then
be similar to that of hexadecyl bromide, only reduced by the
ratio of the viscosities. Calculations of this type give a Debye
reorientation time for diethyl sebacate of 500-600 ps, consistent
with the predictions of eq 15. When a value of 550 ps is used
for the Debye time of diethyl sebacate (τL ) 242 ps), excellent
fits to the pump probe data are obtained for electron back
transfer parameters ofK ) 13.7( 1.0 ns-1 andâb ) 1.3( 0.2
Å-1. These are the fits shown in Figure 7. The fits are now
unique; that is, there is no longer a broad range of parameters
that can fit the data as was found when the static dielectric
constant was used. Similar values of the parameters are obtained
for other estimates of the Debye relaxation time within the range
500-600 ps.
The preceding discussion has assumed that the solvent

dielectric behavior is characterized by a single orientational
mode that accompanies the faster electronic response. However,
the response of a solvent to the introduction of a polar or charged

P(t) )
∫Rm∞Sct(t|R0)R02kf(R0)∫0∞bex(R0,t′)〈Pex(t′)〉 dt′ dR0
∫Rm∞R02kf(R0)∫0∞bex(R0,t′)〈Pex(t′)〉 dt′ dR0

ε(ω) ) εop +
εs - εop

1+ iωτD
(14)

τD ) ηV
kBT

(15)

1/ε(t) ) 1/εs + (1/εop - 1/εs) exp(-t/τL) (16)

τL )
εop

εs
τD
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species is expected to occur over several time scales.12,93-98 A
review of experimental information and interpretations is given
in ref 93. Short time, partial reorientational contributions to
the dielectric constant could then be modeled by a sum of terms
like those in eqs 14 and 16. Evaluation of these terms would
require specific information about the solvent response. While
more sophisticated models of dielectric relaxation are not
included in the data analysis presented here, the Debye
relaxation model used nonetheless contains the essential features
of the solvent’s dielectric response for the geminate recombina-
tion of ions formed by forward photoinduced electron transfer.
It seems clear that neither extreme of the optical or static
dielectric constant can provide a realistic description of the
Coulomb potential for the short-lived ions. The fits displayed
in Figures 6 and 7, using a time-dependent dielectric constant
given by eq 16, yield geminate recombination parameters ofK
) 9.5( 1.0 ns-1 andâb ) 1.0( 0.2 Å-1 for dibutyl phthalate
andK ) 13.7( 1.0 ns-1 andâb ) 1.3( 0.2 Å-1 for diethyl
sebacate. Note that inclusion of a time-dependent dielectric
constant results in a narrower range of parameters capable of
fitting the ion kinetics in diethyl sebacate. In addition, when
the Coulomb potential varies in time, theâb values are similar
in the two solvents and are consistent with what is known from
studies of intramolecular electron transfer.99,100

iii. Quantum Mechanical Extensions to the Rate Con-
stant. A key point to be addressed in the analysis of the
geminate recombination (ion survival) kinetics is the validity
of eq 12, which assumes a rate constant that varies exponentially
with distance. Although a standard Marcus form of the rate
constant (eq 9) was used for the forward transfer data, this
classical result cannot describe the geminate recombination
dynamics. For highly inverted reactions, like the back electron
transfer studied here, eq 9 predicts a transfer rate that is orders
of magnitude too slow to account for the observed data. This
failure of the classical Marcus expression in the inverted regime
has been observed by others.11 When the free energy change
for the reaction is sufficiently large, tunneling pathways become
dominant, and more rigorous quantum mechanical treatments
are needed.2,11,29,30,50,51

A convenient treatment, suggested by Jortner,2 is to assume
that the multiple quantum modes can be treated as a single mean
mode of frequencyν. The distance-dependent rate constant then
becomes2,30,51

λv is the reorganization energy associated with the mean high-
frequency mode, whileλs is the classical solvent reorganization
energy, given approximately by eq 9b.∆Gb(R) is the free
energy change for the back transfer process. For geminate
recombination between the duroquinone anion and the rubrene
cation in dibutyl phthalate and diethyl sebacate, the parameters
ν, λv, J0b, andâb need to be determined. Given the lack of
knowledge ofν andλv for the system under study, an actual fit
of the data would involve four adjustable parameters. Such a
fit would not be particularly meaningful. Therefore, reasonable

choices for the mean quantum mode’s frequency and reorga-
nization energy were used,i.e., ν ) 1550 cm-1 andλv ) 0.4
eV, leavingJ0b, andâb the two unknowns as before. A mean
frequency of 1550 cm-1 corresponds to a typical aromatic
stretch, whileλv values between 0.2 and 0.6 eV are reasonable
for aromatic molecules such as rubrene and duroquinone.19,51

For the given choices ofν and λv and using eq 17 for the
distance dependence of the transfer rate, excellent fits to the
pump-probe data were obtained. Using the time-dependent
dielectric constant as above, the parameters areJ0b ) 16.5(
1.0 cm-1 andâb ) 1.1( 0.2 Å-1 for dibutyl phthalate andJ0b
) 33 ( 1 cm-1 andâb ) 1.3( 0.2 Å-1 for diethyl sebacate.
The âb are the same, within error, as those determined using
the exponential distance dependence for the transfer rate. In
addition, the J0b values, when combined with the other
parameters in eq 17, give essentially the same transfer rate at
contact as obtained with the exponential distance-dependent
transfer rate. The quantum mechanical theory provides insight
into the factors that control the transfer rate. However, in the
absence of specific knowledge ofν and λv, the simpler
exponential distance dependence appears to be able to provide
information on the distance dependence of the transfer rate and
the rate at contact. Within a range, other choices ofν andλv
give equally good fits. Ifλv is varied between 0.2 and 0.6 eV
for a constantν ) 1550 cm-1, theâb values change by(0.2
Å-1, the error bars reported above.
As a final point, it should be noted that the solvent

reorganization energy,λs in eq 17, should vary with time due
to the solvent’s time-dependent dielectric response. Some
experimental evidence for a time-dependent reorganization
energy has been reported in the literature,51 and understanding
the role of slow solvent reorientation is an area of ongoing
research.10,12,14,15,93,101-106

VII. Conclusions

The pump-probe experiments presented here, when com-
bined with the TCSPC and fluorescence yield data, provide a
complete description of the forward transfer and geminate
recombination dynamics for an intermolecular electron transfer
system in liquid solvents. Although the problem of electron
transfer in liquids is one of continuing interest, few researchers
have studied both the forward and back transfer. This work
describes the coupled process in a rigorous way, including both
the full spatial dependence of the problem and the dramatic
influence of solvent structure and hydrodynamic effects. The
analysis is limited to some extent by the ability to know precise
microscopic details about a real molecular solvent. Most
significant is uncertainty in the solvent’s radial distribution
function and time-dependent dielectric constant. These quanti-
ties, however, are in principle experimentally obtainable.
Neutron scattering and time-dependent fluorescence shift mea-
surements can provide direct information aboutg(R) andε(t),
respectively. In the absence of neutron (or X-ray) scattering
data, more sophisticated theoretical methods can be used to
calculate the radial distribution function. Future work in this
laboratory will concentrate on using a reference interaction site
model (RISM) to calculate improved distribution functions.86

The mild spread in electron transfer rate parameters that arises
from uncertainties in microscopic properties of the solute/solvent
systems should not obscure the substantial success of the detailed
theory. The model of photoinduced forward and back electron
transfer makes a serious effort to include all the physically
relevant features of the solute/solvent system. It should be
stressed that photoinduced forward and back electron transfer
dynamics in liquids is an extremely complex problem. Prior

kb(R) )
2π

px4πλs(R)kBT
J0b

2∑
n)0

∞ e-SSn

n!
×

exp(-(∆Gb(R) + λs(R) + nhν)2

4λs(R)kBT
) exp(-âb(R- Rm)) (17)

S)
λv
hν
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to this work, no theoretical method existed that included both
(1) rigorous ensemble-averaging techniques and (2) an incor-
poration of physically relevant aspects of solvent structure and
hydrodynamic effects. The current theory includes solvent
structural effects in a detailed theory of electron transfer and
thus at last enables certain key questions to be addressed. The
extent to which the hydrodynamic effect and the radial distribu-
tion function play off against one another, the role of diffusion,
and the dependence on solvent radial distribution function can
now be studied with theoretical rigor. These types of questions
cannot be addressed with simpler theories.
In addition to providing a meaningful framework in which

to analyze electron transfer dynamics in liquids, the theory also
provides excellent fits to TCSPC and pump-probe data in cases
where these data could not be fit with previous models.
Furthermore, the rate parameters required to achieve these fits
are reasonable and consistent with studies of intramolecular
electron transfer. It is remarkable that a two-parameter fit to
the pump-probe data can yield the correct shape and relative
magnitudes for samples with four different acceptor concentra-
tions.
The description of intermolecular electron transfer in solution

remains an area of ongoing research. The work presented here
and in refs 1 and 3 is the first to include structural effects in a
full statistical mechanical treatment of the coupled forward and
back transfer problem. These effects have been demonstrated
to be necessary to obtain an understanding of electron transfer
dynamics in liquids.
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Appendix A. Derivation of Eq 6

When a potential other than that caused by the solvent’s radial
distribution function exists between the donor and acceptor prior
to forward transfer, eq 4 no longer rigorously describes the ion
kinetics. Instead, eq 6 must be used. Equation 6 is the general
result for any form of the distance-dependent potential in the
forward or back transfer step. The derivation begins by writing
equations analogous to eq 2, only for the joint probability
density,dex(R,t), rather than the conditional survival probability
Sex(t|R0). dex(R,t) is the joint probability density (probability
per unit volume) that the donor is still excited and the acceptor
is atR at time t for the two-particle problem (one donor and
one acceptor).dex(R,t) satisfies the differential equation with
initial condition

The probability that the donor is still excited at timet and the
acceptor is atR is thendex(R,t)4πR2 dR. In eqs A1-A2,V is
the volume of the system, which goes to infinity in the
thermodynamic limit, andLR is the Smoluchowski operator,
rather than the adjoint of the Smoluchowski operator,
L+

R0
.23,44 That is, in eq A1

For ease in taking the thermodynamic limit later in the
derivation, one defines

so thatbex(R,t) satisfies eq A1, but with initial condition

In deriving 〈Pct(t)〉 for theN acceptor problem, one begins
by writing39

where Pct
i (R1...RN,t|R01...R0N) is a probability density; given

that the acceptors were atR01...R0N at time 0,
Pct
i (R1...RN,t|R01...R0N) is the probability per unit volume that at

time t the donor is an ion and theN acceptors are atR1...RN,
with the ith acceptor possessing the electron. Similarly,
Pex(R1...RN,t|R01...R0N) is the probability density that the donor
is excited at timet with the acceptors atR1...RN. Calculation
of 〈Pct(t)〉 involves taking the ensemble average of A5. The
ensemble average is formally defined:

where the 4πRi2 dRi terms convert from a probability density
to a probability and the 4πR0i2g(R0i)/V terms give the likelihood
of the acceptors being located atR01...R0N at time 0. The factor
of N is required since any of theN acceptors could receive the
electron.
As has been shown previously, calculation of〈Pct(t)〉 involves

ensemble averaging eq A5 over allRj andR0j (j * i) before
solving the differential equation.39 That is

wherePct
i (Ri,t|R0i) is Pcti (R1...RN,t|R01...R0N) averaged over all

Rj andR0j for j * i. (Average defined as in eq A6.)Gex(Ri,t|R0i)
is the Green’s function for the two-body problem; that is, for
one donor and one acceptor,Gex(Ri,t|R0i) is the probability
density that at timet the donor is excited and the acceptor is at
Ri, given that the acceptor started atR0i at time 0. Gex(Ri,t|R0i)
satisfies a differential equation similar to eq A1. Averaging
eq A7 overR0i and defining

∂

∂t
dex(R,t) ) LRdex(R,t) - kf(R) dex(R,t) (A1)

dex(R,0))
g(R)
V

(A2)

LR ) 1

R2
∂

∂R[R2D(R) exp(-V(R)) ∂∂R[exp(V(R))]] (A3)

bex(R,t) ) Vdex(R,t)

bex(R,0)) g(R) (A4)

∂

∂t
Pct
i (R1...RN,t|R01...R0N) ) ∑

j)1

N

LRjPct
i (R1...RN,t|R01...R0N) -

kb(Ri)Pct
i (R1...RN,t|R01...R0N) + kf(Ri)Pex(R1...RN,t|R01...R0N)

(A5)

〈Pct(t)〉 ) N〈Pct
i (t)〉 ≡ N∫R1...∫RN∫R01...

∫R0NPcti (R1...RN,t|R01...R0N)4πR1
2...4πRN

2 dR1...dRN×
4πR01

2g(R01)

V
...
4πR0N

2g(R0N)

V
dR01...dR0N (A6)

∂

∂t
Pct
i (Ri,t|R0i) ) LRiPct

i (Ri,t|R0i) - kb(Ri) Pct
i (Ri,t|R0i) +

kf(Ri) Gex(Ri,t|R0i)〈Pex(t)〉 (A7)

Pct
i (Ri,t) ≡ ∫R0iPcti (Ri,t|R0i)

4πR0i
2g(R0i)

V
dR0i
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one obtains

The integral in the third term is simply the joint probability
densitydex(Ri,t). Equation A8 thus has a solution39

whereGct(Ri,t|R0i) is the Green’s function for the reactive state;
that is, for one donor and one acceptor, given that at time 0 the
acceptor is an anion atR0i,Gct(Ri,t|R0i) is the probability density
that at timet the acceptor is at distanceRi from the donor and
back transfer has not yet occurred.
Calculation of 〈Pct(t)〉 now involves performing the final

integral overRi, i.e.

The bracketed term in eq A10 is the survival probability
Sct(t|R0i), or the probability that the donor and acceptor radicals
exist at timet given that the acceptor radical was atR0i at time
0. Sct(t|R0i) is a conditional probability, rather than a joint
probability density likebex(R,t). That is, Sct(t|R0i) involves
averaging the Green’s function over all ending positions, while
bex(R,t) involves integrating the Green’s function over all starting
positions. Hence,Sct(t|R0i) satisfies eq 2 of the main text (with
the adjoint Smoluchowski operator) and initial condition
Sct(0|R0i) ) 1.0, while bex(R,t) satisfies eq A1 involving the
nonadjoint operator and an initial conditionbex(R,0) ) g(R).
In the thermodynamic limit,N/Vf C (the concentration) and

which is eq 6 of the main text.
Equation A9 can also be used to calculate the distribution of

ions formed by forward transfer.X(R) dR is the probability
that the ion pair was created at the separation distance between
R and R + dR. If both the back transfer rate and the ion
diffusion constant are set equal to zero, then the ions are
“frozen” immediately upon creation.X(R) dR is then obtained
by multiplying eq A9 by 4πNR2 and taking the infinite-time
limit:

The denominator in eq A12 normalizes the probability distribu-
tion.
Once the distribution of ions formed by forward transfer is

known from eq A12, the probability of an ion surviving timet,

P(t), can then be calculated from33

Appendix B. Removing Excited-State-Excited-State
Absorption from the Pump-Probe Signal

For the two-color pump-probe experiments, although the
probe beam was tuned over more than 100 nm (840-980 nm),
no region could be found where the signal arose entirely from
the rubrene cation. At all probe wavelengths, significant
contribution to the signal came from a rubrene excited-state-
excited-state absorption. This appendix describes the procedure
used to remove the excited-state contribution to the pump-
probe signal without needing to know the absorption coefficient
for either the rubrene cation or the rubrene excited state.
For each solvent, five samples of reasonably similar rubrene

concentration were prepared: one pure rubrene sample plus
samples with rubrene and four different duroquinone concentra-
tions. TCSPC and fluorescence yield experiments were then
performed. Analysis of the forward transfer data gave〈Pex(t)〉
for each sample, so that the kinetics of the excited-state decay
were known prior to performing the pump-probe experiments.
Pump-probe signals were then recorded for each of the five
samples.
Immediately after recording the pump-probe scans, a series

of additional measurements were made. First, for each sample,
several points in the decay were chosen (usually 200, 500, and
1000 ps). The intensities of the signals for all the samples were
then measured at each time in rapid succession under the same
laser power conditions. Multiple measurements were made to
minimize error. Second, the rubrene absorption in all the
samples was determined in the laboratory, directly with the laser
excitation beam. This was essential to ensure that the results
correctly reflected the bandwidth characteristics of the excitation
beam to give the true absorption by the samples at the time of
the experiment. Subsequent measurement of rubrene absorption
by a UV-vis spectrometer was found not to be sufficient, since
such equipment does not reproduce the exact color and
bandwidth of the laser excitation beam. The absorption
measurements, like the intensity readings at the selected time
points, were performed immediately following the pump-probe
experiment.
To remove the excited-state contribution to the pump-probe

signal, the pump-probe results must first be scaled to correct
for differences in experimental conditions and in rubrene
concentration. Since all samples were scanned on the same day,
the only difference in the experimental conditions came from a
very slow loss of pump power. (All other conditions that could
have affected the pump-probe signal were monitored and
remained constant.) The intensity loss was very much slower
than the data averaging rate. Thus, there was no error in the
pump-probe shapes, only in the magnitude of the signals. The
full data scans were scaled to provide agreement with the
measured ratios recorded at the selected time points. The signals
were then scaled to remove differences due to rubrene concen-
tration. To scale a sample,S1, with a rubrene absorptionA1 to
that of a sample,S2, with absorptionA2, division is by the factor

The scaling procedure described above corrects the pump-
probe results to those that would be obtained from five samples
with identical rubrene concentrations measured with the same
laser power. The excited-state contribution can then be removed

∂

∂t
Pct
i (Ri,t) ) LRiPct

i (Ri,t) - kb(Ri) Pct
i (Ri,t) +

kf(Ri)〈Pex(t)〉∫R0iGex(Ri,t|R0i)
4πR0i

2g(R0i)

V
dR0i (A8)

Pct
i (Ri,t) ) 1

V∫0t∫Rm∞Gct(Ri,t - t′|R0) kf(R0) bex(R0,t′) ×
〈Pex(t′)〉4πR0

2 dR0 dt′ (A9)

〈Pct(t)〉 ) N〈Pct
i (t)〉 ) N∫RiPcti (Ri,t)4πRi

2 dRi

) N
V∫0t∫Rm∞[∫RiGct(Ri,t - t′|R0)4πRi

2 dRi] ×
kf(R0) bex(R0,t′)〈Pex(t′)〉4πR0

2 dR0 dt′ (A10)

〈Pct(t)〉 )

4πC∫Rm∞∫0tSct(t - t′|R0) kf(R0) bex(R0,t′)〈Pex(t′)〉R02 dR0 dt′
(A11)

X(R) dR)

4πCR2 dRkf(R)∫0∞bex(R,t′)〈Pex(t′)〉 dt′
∫Rm∞4πCR2kf(R)∫0∞bex(R,t′)〈Pex(t′)〉 dt′ dR

(A12)

P(t) )∫Rm∞Sct(t|R0) X(R0) dR0 (A13)

S1
S2

) 1- 10-A1

1- 10-A2
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using the known〈Pex(t)〉 results from the forward transfer
experiments. The magnitudes of the〈Pex(t)〉 curves for the five
samples are not arbitrary. Since〈Pex(t)〉 is a probability, the
value of 1.0 (unit probability) means that all the excited states
created by the pump pulse are still excited. For the corrected
pump-probe results, the number of excited states created by
the pump beam is the same for all five samples. The relative
contribution of the excited-state-excited-state decay to the
pump-probe signals can be obtained by convolving the
theoretical 〈Pex(t)〉 curves with the pump-probe instrument
response. The resulting convolved〈Pex(t)〉 curves will be of
different magnitudes, but with ratios corresponding to real time-
dependent differences in the number of excited states. Now,
since one of the samples contains pure rubrene with no
acceptors, the pump-probe signal for that sample is simply the
rubrene excited-state decay,i.e., the appropriately convolved
〈Pex(t)〉, which in this case is just a convolved single-exponential
decay at the fluorescence lifetime. Some scaling factor,S, then
exists that will scale the theoretical (convolved)〈Pex(t)〉 curve
to the pure rubrene pump-probe signal, so that subtraction of
the two curves gives a value of 0 everywhere,i.e., no
contribution from the ions since there are no acceptors. Since
all five samples have been corrected to the same donor
concentration, then the same number of rubrene molecules are
excited by the pump beam,and the scaling factor S is the
appropriate scaling factor for all the samples. If the calculated
〈Pex(t)〉 curves, including convolutions, are now scaled byS,
this gives exactly the excited-state contribution to the pump-
probe signal and can be directly subtracted from the data. The
remaining signal must be due to the ions.
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