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An implementation of th@-tensor of electron paramagnetic resonance (EPR) spectroscopy is presented. This
implementation is based on density functional theory (DFT) and the use of gauge-including atomic orbitals
(GIAO). Contributions from the spinother-orbit operators are neglected, while all the other relevant
perturbation operators are included. The new method is an extension of an existirgd&D program

package for the calculation of the chemical shift of nuclear magnetic resonance spectroscopy; full use is
made of the conceptual analogy betweengfensor and the chemical shift. The new program is applied to
various small radicals. The agreement of calculated and experingetgators is good for radicals of first-

row elements; experimental trends are generally well reproduced. The quality of calculated results is worse

if the scheme is applied to compounds of heavier elements. Possible reasons for these apparent shortcomings
of the method are discussed.

1. Introduction density functional theory (DFT). Neither is there any formula-
ion available that is based on the use of “gauge-including atomic
rbitals” (GIAOY324or other distributed-origin schemes. Given
the importance of this spectroscopic property and the success
of DFT for other magnetic propertié%;3* it seems timely to

fill the gap. The calculation of thg-tensor based on density
functional theory (DFT) is the subject of the present paper.

Magnetic resonance spectroscopy comprises some of the mos
powerful and versatile analytic tools available to date. Nuclear
magnetic resonance (NMR) spectroscbpig mostly useful for
closed shell systems with vanishing electron spin magnetic
moment, while electron paramagnetic resonance (EPR)

6 . . . :

tSpeCt.;.OSCOp?yt IIS ger|1erally being applied to radicals and Recently, there has been a strong interest in the calculation of

ra_ll_'lksll 'on metal CompIExes. ¢ EPR | the NMR shielding tensor based on D34 Given the close
€g-tensor Is an important part of any spectrum. It 06 retical connection between the Egensor and the NMR

can provide mf(_)rmatlon ak_)out the rad|(_:al Species _presem'shielding tensor, see below, it is possible to extend our existing
Further, conclusions regarding conformation, electronic struc- Her_ VR progran®®32 to the EPR case

ture, and other properties are often souighf. It would thus - g
be desirable to determine tlygensor of a given molecule from Our DFT N.MR prograni® is based on the use of GIAOs.
Other calculations of thg-tensor are based on the use of a

electronic structure calculations. This would allow us to common aauae oriain for the whole svstdnThey may thus
enhance our understanding of electronic factors governing the gaug 9 YS - Ny may
be prone to the so-called gauge problém, the dependence

observed spectra. Further, such calculations could be used to . - o
. . . . . of the results on the arbitrary coordinate origin. The gauge
identify unstable radicals from their spectra and accompanying roblem is well-known for the NMR shieldiré®53" Lush-
calculations of possible candidatésVarious other applications P . . g: in Hetai
are easily conceivable. ington discussed the gauge dependence of his results in Hetail.

Semiempirical calculations of theetensor have been around N Ear:le(;, vtvhe hfave extended the DFE.IQ%O_NMF schemle
for a long time (they are summarized in textbooks likeg, 0 Incluce the frozen core approximationas wetl as scaiar

chapter 15 in the book by A. Abragam and B. BlesheyG relativity.30 Further, a detailed analysis in terms of the molecular
Lushington has reviewed ther.n in chapter 1 of h.is PhD tHésis orbitals is availablé®3® All of these features are readily
Articles onab initio calculations exist in the literature as well. trar)sferable to the EPI@-tensor_as well. This constltqtes a
However, these Hartreg=ock-based calculations are compara- major advantage of the formulation that we are presenting here.

tively rare and most of them are at least 15 years old.
Consequently, they are restricted by very small basis sets. None2- Theory
of them accounts for all of the relevant perturbation operators.
These calculatiort$*8 have been reviewed by Lushington as
well.12

The mentioned Ph.D. thesis by Lushingf@malong with
related paper¥-22 affords the first moderrab initio imple-
mentation of theg-tensor. Lushington’s work comprises the
complete treatment of all relevant terms at the Hartfieeck
level of theory?19-22 and a correlated multireference config- 2
uration interaction (MRCI) extensidi:22 We will compare our 0= 1 IE 1)
results to this pioneering and promising work later. g 0BYSI5-3-0

To the best of our knowledge, there is no first principle
method available for the calculation of tgeensor that employs ~ Here,E is the total energy of the many-electron system. Further,
ug is the Bohr magneton angg equalso/2 in atomic units,
® Abstract published ilAdvance ACS Abstract&ebruary 15, 1997. wherea is the dimensionless fine structure constant, given as

S1089-5639(96)03060-5 CCC: $14.00 © 1997 American Chemical Society

2.1. Perturbation Operators. The g-tensor of EPR spec-
oscopy can be considered as a second-order proffetyhe
perturbation parameters are in this case one Cartesian component
of the constant external magnetic fieRL,and the net electronic
spin component along a given coordinate aSis, Thesttensor
component ofg is then given by
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1/137.035992 All the derivations in this paper will be based
on atomic unitg.

It follows from eq 1 and from the interchange theorem of
double-perturbation theot§41:43-45 that we have to calculate
the electronic wave function up to first order in in one of the
perturbations alone.
then this task is the same as that for the NMR shield#ng.
Alternatively, it would be possible to calculate the electronic
wave function up to first order in the electronic spinbut in
this case, the analogy with the formulation of the NMR shielding
would be lost. It is further clear from eq 1 that only such

If we chose the external magnetic field,
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and

3n

i 1
hia, = — = - $8
S00 22“ _rk|{[(l‘ r_li) TJ(S'B) — )
(S TI(T; —TY-BI} (9)

The last three terms are titled “gauge correction terms” in
Harriman’s book and other source’s; we chose the name
“diamagnetic terms” because of their analogy with the operators
of the diamagnetic NMR shieldint§. In eqs 2-9, we use the

perturbation operators are needed that are either linear in thefollowing notation: 5, §, andT; are the momentum, spin, and

electronic spin operator, yielding paramagnetic contributions,
or bilinear in both, the external magnetic field and the spin
operator.
contributions. All of these perturbation operators will be given
next.

The relevant perturbation Hamiltonian can be obtained from
relativistic many-body quantum mechanics. Usually, the non-
relativistic limit is taken, resulting in various perturbation
operators. These operators are listed in textbb8k$and in
review articles €.g, ref 47). Possibly the best, most compre-

hensive, and most accurate account is given in Harriman’s

book?
The operators that are relevant for the EgrEensor include:
441.46the electron spin Zeeman operator

o
hZ=EgeS-B (2)

the kinetic energy correction to the electron spin Zeeman
operator

Oe o= —
hy ke =~ 4 P°SB ©)
the (electron-nuclear) spir-orbit operator
NNUC n
hson = Zz —(T; _RA)Xp] (4)
r— RA|
the electror-electron spir-orbit operator
azgr n — ?J — ?k -
hsoe=——)'S: - L” P (5)
4 1 T, — T
the spin-other-orbit operator
SOO (6)

IZ% T — T P

and finally the diamagnetic correction termshgo-n, hso-e,
andhsoo, respectively,

3 Nnuc n
s = z|—{[(r RYTIGEE) -
Jr. —
(ST)I(F, — RYBI} ()
3y n
g =295 1 [T - T TS -
SO— 8 Z |r B rk| k i

(S-T)I(T — T)):Bl} (8)

The latter operators are responsible for diamagnetic

position operators for electrgn

n

2
Further,Z4 is the charge of nucleus A. The total number of
nuclei is Nyuc while the total number of electrons s The
double summations ovgrandk in egs 5, 6, 8, and 9 exclude
the case wher¢ = k. Finally, ge is the electronic Zeeman

g-factor, andy' is the electronic spinorbit g-factor* They are
given by

(10)

9. = 2.002 319 277 8 (11a)
and
g =2.004 638 555 6 (11b)
ort
g =2(1+ 2g,) (11c)
where
0= 2(0.~ 2) (11d)

Harriman points out that, although. and g are certainly
appropriate inhz and hso-e, respectively, the treatment of
radiative correctiondin the derivation of these termbkhs been
incomplete so great significance should not be attached to the
distinction betweengg', and 2 in higher orders(cited from

ref 4, p. 378). Note that the spitother-orbit operators, eqs 6
and 9, contain neithag. norg’. In the literature, there are also
other values forge that differ from the one cited in eq
11a341246:48 The differences show up only in the last few digits
and have no influence on the numbers that will be cited in this
paper.

The diamagnetic operators in eqs-9 contain both the
electronic spin operator and the magnetic field. According to
eq 1, they have to be used with the zero-order, unperturbed
wave function. Note that the diamagnetic operators follow from
their field free counterpartsso-n, hso-e, andhsog, respectively,
by means of the so-called minimal couplifigi¢4® Minimal
coupling is a general procedure to introduce the magnetic field
into field free expressions. In this scheme, we substitute the
electronic momentum operatgpraccording to

substitute
=

P P+ aA (12)
whereA represents the vector potential of the constant external
magnetic field°

The nuclear spirorbit operator,hso-n Of €q 4, and its

diamagnetic counterpangigN of eq 7, can be reformulated in
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terms of the nuclear potentiadly of the Nnuc nuclei in the
system

A Z,
Wi =—y —— (13)
NuC Ir — RAl
We obtain forhso-n and hdsi(a},\,
2.0 n aV
agl-
h =— —Xx P 14
So-N ) lZ% pom p]] (14)
and
3y n aV aV
. o'g N . - N
pdia 2% { T [(S°B) — (ST, ‘B ] 15
SO-N 8 JZ 97 j ( | ) (% J) 9T ( )

The electronic spirorbit operator,hso-e of eq 5, and its
diamagnetic counterpai3 . of eq 8, can be reformulated in
a similar way, using the electrostatic potential of the other
electrons in the system instead of the nuclear potenfjalf
eq 13.

2.2. G-Shifts. We define theg-shift Ag as the deviation of
the molecularg-value from the free electron valug!?

§=g.1+Ag (16)
Here, 1is the unit tensor. Note that bot§ and AG are
second-rank tensors. The isotrogjshift Ag is the trace of
AQ. There is also an alternative definition used in the
literature,e.g, in Atkins’ textbook#8

]

- 59

§ =g (17)
This latter definition has the advantage ted has the same
sign convention as the NMR shielding®63” However, the
former definition seems to be more common, and we employ

exclusivelyAg (or AG) throughout the present paper.

The Zeeman operator, eq 2, results in the isotropic free
electrong-valuege. Thus, it doesn’t contribute to thg-shift
Ag, according to eq 16. The remaining perturbations (ee8)3
contribute, however, tdg. We shall discuss these contributions
in more detail now.

2.3. G-Tensor within Density Functional Theory. We will
evaluate the\g-tensor, egs 1 and 16, within the framework of
density functional theory (DFT3.-56

We have seen in egs 14 and 15 that the spirbit terms
hso-n andhd3 | respectively, can be written as the interac-
tion of the electronic spin with the potential in which the
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and
3y n [[OV aV,
. og eff - — eff
pdia — — < { —F.1(S:B) — (S-T. —-B] 19
SO SJZ pos i[(§B) = (S ,)W (19)

In this way, we incorporate the interaction of the electronic spin
with both, the external, nuclear potentaidthe potential due

to the other electrons. Thus, we have accounted for both the
nuclear and electronic spirorbit terms by including an effective
potential Ve into eqs 18 and 19. As pointed out abovks
should contain the nuclear potentidly of eq 13, and the
potential due to the other electrons in the system. We can use
the Coulomb potentid¥c for the electronic part. This potential

is the electrostatic potential of the total electronic dengitf

the system and is given by

Vo7 = far, 0 (20)

1_T2|

However, the use of¥/c introduces an error, sincec is the
average potential due to the total electronic density, due to
all electrons in the system. We will remove this error by
including an approximate exchange potential into the effective
potential. This is possible since exchange potentials correct for
the mentioned errdit The effective potentidVe is thus given
by57-60
Ve = Vy + Ve + Vi, (22)

Here, we have used the simplest possible functional form of an
exchange potential, the potential>1.61

In summary, we have accurately accounted for the operators
hso-n and hds'&N, egs 14 and 15, with the formulation that is
expressed in eqs ¥21. We have further included the
electronic spir-orbit contributions of eqs 5 and 8 in an
approximate way. However, the spinther-orbit contributions,
egs 6 and 9, respectively, have been neglected. This deserves
some further discussion. We assume it to be a good approxima-
tion because contributions from the spiother-orbit terms are
probably small. It can be shown that these contributions vanish
exactly for a model system containing one unpaired electron
together with a closed shell system of other electrons. In real
systems with one unpaired electron, there will be some spin
polarization of the lower shells. This results in (presumably
small) contributions to thg-tensor from the spinother-orbit
operators. The neglect of these contributions seems to be
justified. The only case where the spiather-orbit operators
mightbe significant is in systems with more than one unpaired
electron. In physical terms, we consider the reference electron
as moving in astatic electron cloud that is due to the other

electrons are moving, the movement being represented by theelectrons in the molecule. We will briefly come back to the

momentum operatop. Further, in DFT, the electrons are
thought to move in an effective potential that is due to the other
electrons and the nucléd. It is thus justified to replace the
nuclear potentiaVy of eq 13 by an effective potential. The
form of this effective potential will be specified shortly. It
would be the effective potential that is experienced by the
electrons; vge would substitud in the spin-orbit operators
1a
X _p')

hso-n andhgg

hSO -

29— [V,
aga, eff
sl a9

discussion of the spinother-orbit terms later in the conclusions.

2.4. Evaluation of theAg-Tensor. In the previous section,
we have derived a form of the spirbit operators that can be
evaluated based on double-perturbation th¥@md DFT. This
requires to treat the expression in eq 1 further. This task is,
however, not entirely trivial since both the magnetic fiéd
and the electronic spi® of eq 10 are quantum-mechanical
operators. The necessary procedure is called “spin-field reduc-
tion”.1241 Thus, the direction of the magnetic field determines
the axis of spin quantizatioh. An expectation value of some
one-electron operator -G, that is proportional to the z-
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componentS, of the spin operator can be written as form that has been derived in eq 19. The diamagnetic-spin
other-orbit operator, eq 9, is also of this form. We will neglect
W|O-S| W= fa; dz Op*(F,F") it, however, according to the discussion above. The Zeeman
operator of eq 2 will not contribute thy"="" based on the
f ,dr Opﬂ(* r,r (22) definition of AG in eq 16. We are therefore left with the

following expression foht ="
In eq 22, we have introduced the density matrices oftland
p electrons, h11 EPR_ hll KE | hll ,SO (29b)

P(F,F) = imf(?)%(?’), =0 (23)  where

wheren, andng are the numbers of electrons withand hiLKE — _ a_gep2(5 (29¢)
spins, respectively 2
N, +Ng=n (24) and
The total number of electronsiis The total electronic density IV IV
p(F) follows from the density matrices (eq 23) by hy 0= a’g{ Netr s _ —) (29d)
4 | or st ot Js't
p(T) = p(F,T) (252)

The expressions in eqs 27 to 29 can be evaluated with the
o(T, ) = p*(T,T' +p/5(* T (25b) apparatus that had been developed for the NMR shielding
tensor?®~31 This is, in some more detail, the subject of the

or next section.

n
= 3. Implementation of the EPR Ag-Tensor into the
o(7, T WY, 2

Z (M) (26) DFT—GIAO Program; Working Equations

The expressions in egs 27 to 29 will be evaluated on the basis
of our NMR—DFT—GIAO program?®-31 We are able to do
that sinceAg relies on the first-order magnetic density matrix,
eq 27, as does the NMR shielding tengo®? The analogy
between the two properties is, however, not exhausted with the
first order magnetic density matrix. This becomes apparent by
Agy = _{fhr dr(h?" EPR+ B he 5P x noting the similarity between the para- and diamagnetic opera-

tors of the NMR cas® and the respective EPR operators,
[p (B|~ *l) _ pﬂ(B|~ *l)]}B_ (27) h?l’EPRand hétl,SO of egs 28b and 29d. We had in the NMR

The {W;} (eq 26) form a set oh one-electron functions; in
DFT, they are usually called the Koki$ham orbital$1.62.63

With this formalism, we get from eq 1 for th&t component
of the g-shift AG:

casé®
This expression was based on the aforementioned interchange _
theorem of double-perturbation thedf#14345 Herep*(BIF,F") OLNMR _ . N (30)
and pﬁ(B|”’") are the ground state electronic density matrices hy - r3 xPp
of eq 23 under the influence of the external magnetic fiéfdt N !
The factor kg of eq 1 is absorbed by the operators in eq 27. q
These operators afg“"R and h:"5"R they follow from the 2"
previous section. We find fdnol EPR(cf eq 18) )
o0 -
oh e MR = [T\ Tog— ryrd (31)
or,epr_ 1 %so (28a) 2ry °
¢ =
g 9 I3
Ry Thus, we obtain the EPR operators fraft"? and hit MR
_ %(8 et ﬁ) (28b) by the simple substitution
2 \or t
Similarly, we have for the diamagnetic operatgf =" Tno subsive 9 Ve (32)
r3 2 or
1 #H g
11,EPR__
‘ (29a) (NMR case) (EPR case)
. Ug 9BS 9 E=03-0

Using this analogy, we find the following working equations

whereH is the Kohr-Sham one-electron operator of the system for the g-shift A (st tensor component):

including the magnetic field and the electronic spin. The factor
1/ug has been absorbed again by the operator as mentioned
above. The operatdr; =""contains terms that are bilinear in
the magnetic field and the spin magnetic moment. Such
operators include the Zeeman operator proper, eq 2, the kineticThe different contributions in eq 33 are due, in this order, to
energy correction to the Zeeman operator, eq 3, and thethe Zeeman kinetic energy correction, eq 29c, the diamagnetic
diamagnetic spirrorbit operators. We will use the latter in the  spin—orbit operator, h11 SO of eq 29d, and the paramagnetic

Agst = Ag + Agst + Agst (33)
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operatorh?="R of eq 28. The dia- and paramagnetic contri-
butions to theg-shift are now

n,
Al = z 2m, Z n’ x
=GB =

B‘ M NVegt 8Veff D+
d, —r, |z
o, ]

l -
Z:; d,id, O[T, x (R, — Rl)]sh?l’EPﬁXv% (34)

and

1 ny
Aggtz Z ny Z devl X
20;/ o,f i=

I—_Qt/ﬂ(R/l % Rv)sh?l EPF1XVD+ Ag oc—oc+ Agp ,0C-Vir (35&)

where
AGLTC = Z 2m, znys“mp I 5w 0 (35b)
y=o.f i)=1
and
vir
Agp ,0C—vir __ 2

2my .Zny Zu W, OV EPRw. 0 (35¢)

In eqs 34 and 35, we used the following notatidH; and W,
are an occupied and virtual KokiSham orbitaP! respectively.
The orbitals are expanded into the set2dfl basis functions
{x:}; the expansion coefficients are tlg. The orbital¥; has
the occupation numbey’; equal occupation numbers for all
occupied orbitals of spip are assumed in the derivation of eq
35b% Note that we used in eqgs 34 and 35a the inverse of the
speed of lightt instead of the fine structure constant to avoid
confusion with theo spin component (cf. ref 50). The
definitions of the first-order occupieebccupied and occupied
virtual coeffmentsS1 and u.®, respectively, are the same as
those in the case of the NMR shielding, cf. our earlier wigrk!
Finally, the coefficient2m, in egs 34 and 35 afford the correct
signs for thea. and 8 spins, in accordance with the spin-field
reduction procedure of eq 22. Thus

1
™ =3

The only contribution toAgs: that does not follow from the
EPR-NMR analogy (eq 32) |$&gsE. As has been pointed out
before, it is due to the Zeeman kinetic energy correction, eq
29c. The operator in eq 29c is isotropic. Its contribution to
AQ is readily calculated from the ground state, zero-order
density matrices (eqs 23 and 26, respectively) as

AGSE = 0 [, dr R SE)[“(F.T) — /(7. F)] (37)

Details of the NMR-GIAO implementation into the Am-
sterdam Density Functional program package ADP have
been given elsewhef&31 We employ the nonlocal exchange
correlation energy functionals that were developed by Becke
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and PerdeWw 80 for the self-consistent determination of the
unperturbed electronic density.

We use Slater type orbitals (STO) as basis functiénis.The
STO basis sets are of triple-quality in the valence region,
unless otherwise stated. These trifleasis sets are augmented
by two sets of d-type polarization functions per atomic center
(p polarization functions on hydrogen). The working equations
for theg-shift, eqs 34, 35, and 37, are readily extended to include
the frozen core approximatié®é’again in analogy to the NMR
shielding tensof?3! The frozen core approximation is a scheme
in which only valence electrons are treated by the variational
procedure. Molecular orbitals describing inner shells are
precalculated; they are obtained from atomic calculations. These
orbitals are kept “frozen” in subsequent molecular calculations.
Hence, the frozen core approximation amounts to the neglect
of core polarization. The valence molecular orbitals are
explicitely orthogonalized aginst the (frozen) core orbitals. The
frozen core approximation is employed through®# unless
otherwise stated.

4. Results and Discussion

In this section, we will apply the formalism that has been
developed thus far to actugttensor calculations. We will
express the calculated and experimental numbers using the
g-shift Ag of eq 16. Our results will be compared to
experiment68128+84  and to other, ab initio based
calculations?=22 We have transferred all experimental numbers
to g-shifts according to eq 16. They have been rounded to the
nearest decimal according to the number of digits in the
experimental-tensor.

4.1. Geometries.EPR is concerned with systems containing
unpaired electrons. Most of these systems are radicals that are
usually not stable. Experimental geometries are therefore
rarel28586 For this reason, we have based all of the calculations
on optimized geometries. We used the ADF program for the
optimization8%87-89in part with its relativistic extensio?f. The
results of these optimizations are summarized in the Supporting
Information.

The EPR calculations were generally based on the relativistic
geometry for such molecules where both nonrelativistic and
relativistic results are given in the supplementary material. We
note in passing the relativistic bond contractféf%9% For
instance, the relativistic contraction of the & bond length in
CRX~, X =Cl, Br, or I, grows from an almost negligible 0.003
A for X=Cl to 0.049 A (about 2% of the bond length) for the
iodine compound.

The following axis system was used: Thaxis was always
chosen to coincide with the axis of highest symmetry. Planar
molecules are placed in the plane.

4.2. Comparison to Other Calculations. We shall next
consider somg-shifts that were calculated with the previously
developed formalism. We have pointed out in the introduction
that ab initio calculations are surprisingly scarce. These
calculations have been reviewed by Lushingtband Lush-
ington et al1219-22 added their own significant contribution.
We compare in Table 1 our DFIGIAO results to the results
of Lushington et all21%22 as well as to otherab initio
calculation$3~18 and to experiment®128%84 | yshingtonet
al.121%-22 present results at various levels of sophistication. We
included in Table 1 their “complete-to-second-order” HF results
and the correlated MRCI calculations. We did not include the
simpler calculations where only one-electron terms, the
operatorshso-n and hg'&N of egs 4 and 7, respectively, have
been accounted for.
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TABLE 1: Calculated DFT —GIAO

g-Shifts in comparison to ab initio and Experimental Results

J. Phys. Chem. A, Vol. 101, No. 18, 1993393

g-shifts Ag(ppm)

calcd exptt
molecule component DFIGIAO? HF HP MRCIP gas phase other
Ha* Ado —41.7 —2.258
—43.#
Ag, -39.3 -39.6
H,O" Ag* 103 —324 —292 200
Ag¥ 13824 16 361 16 019 18 800
Ag# 5126 4402 4217 4800
COo* Adn —3129 —1175 —2674 —2400 —2800
—2600
—3200
Ag; —138 —-176 —178 —1200
—1800
—1400
CO~ Ag* 1522 1800 880
600
AgV —7210 —3900 —5070
—4900
Ag# —803 100 —710
—1100
O3~ Ag* —554 (] 1300
AgV 19 380 28 940 16 400
Ag# 10542 11540 10 000
HCO Ag® 2749 1800 1500
AgY —270 100 0
Ag# —9468 —5500 —7500
H,CO* Ag® 6231 6500 4600
Ag¥ —1220 400 —800
Ag# 76 5600 200
CsHs AgX -115 4] o
Ag¥ 769 1000 400
Ag# 660 800 800
NO2~ Ag™ —-472 & 60C°
1500
Ag¥ 9082 10010 5500
7600
Ag# 4319 6970 4800
4700
NO, Ag* 4158 3460 2257 3806 3900 3800
4700 3200
3300
AgV —-13717 —10 274 —6597 —10322 —11300 —11700
—11 900 —9100
—10 300
Ag# —760 —218" —474 —235 —300 500
4000 —2700
700
NF Ag* —738 (] —100
AgVY 7619 10180 6200
Ag# 4678 4000 2800
NFs+ Adp 8046 4000 7000
Ag, -511 400 1000
CN Adn —2514 —789" —2000
Ag” —-137
MgF Agn —2178 —658 —1092 —1300
Ag, —60 —54 ~59 -300

aThis work.? G. Lushingtonet al1219.20.22 ¢ Cijted from G. Lushingtoi? unless otherwise stated. All experimental values have been rounded
to the nearest decimdl Reference 13% Reference 14.Experimental cited from ref 82, solid neon matrNeon matrix isolation experiment,
cited from G. Lushingtoi? "Reference 15.Experimental cited from ref 16. The solid matrices are CaQ@D,~), NaNG; (NO,), and KCI
(NO%*). kReference 16.Argon matrix. The experimental principal axis orientation is not entirely clear from ref 8&ference 17.

It follows from Table 1 that our DFFGIAO results are of
better quality than any of the older HF calculatidfst®
Lushingtod? has discussed these calculations. He points out will come back to the basis set requirements later. The only
that none of them include all the relevant operators. Further, cases where other calculations achieve better agreement with
most of these calculations are hampered by the use of very smallexperiment then the DFTGIAO method are Ng7 and possibly
basis sets. It is well-known that other magnetic properties C3Hs,'> Table 1. However, Lushingtdf points out that the

require extended basis sets, even more so when no gauge-
invariant scheme like GIAO or IGL® %8 is used®>379° We
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excellent agreement between the calculations of Moores andTABLE 2: Calculated and Experimental g-Shifts of
McWeeny (for NQ) and experiment is due to a cancellation of Diatomic Molecules (Values in ppm)

errors. Ag Agn

The H* radical is an interesting case. This is an one-electron molecule calcd exptl calcd exptl
system, and HF should be exact. The older one of the cited ™ -+ 138 1206 —3129 280G
HF calculation&® includes only the electron-nuclear spiorbit —180C — 2600
operators, cf. eqs 4 and 7. The authors of the other drticle —1400¢ —3200¢
included all the relevant operators, Table 1. It should be pointed —2400+
out that the remaining differences between the HF results on AI'\(‘) :ﬁ; :ggg :3%4 :iggg
the one hand and the DFT results on the other hand are minor 900 —2600
as compared to the experimental accuracy. We cite all numbers —3000 —860C
in ppm. However, less significant digits are availabable from  BO =72 —1100  —2298 —800°
experiment, usually two or three digits less, and a change of BS —83 —700  —9974 —8100
+50—100 ppm can be considered as small. MgF 60 :gggc 2178 :Iggg,c

Let us now discuss our results in comparison to the complete-  KrFf —335(-345) —2000 60578 66 009
to-second-order HF and MRCI calculations of Lushingtin (61851)
al.1219-22 \We can make this comparison fop®*, CO™, NOy, XeF —340(-346) -28000 15 ég?o%) 12 4000

and MgF, Table 1. A larger range of molecules would be
desirable for a more comprehensive discussion. Gas phase data * Experimental cited from ref 82, solid neon matriNeon matrix

are available for the first three molecules. The DFIIAO isolation experiment: Cited from ref 12Gas phase experiment.
calculations are in better agreement with experiment than '[hee-c'ttﬁ-oI frodm r.eszN The d'ﬁerfnt.vzllges correspond to gn‘kferetn t matrt“?e.s
HF calculations for these molecules; the best results are obtaine "(13, :1598:1 fnrétrix;’é‘rsgfc’:e?ﬁ ::\I?\(d arg},?,e,?qr;{tﬁf)rg;%?éagﬁor:yg;sré? 2,:0('

by the expensive MRCI calculations, Table 1. Similar trends nonrelativistic and (in brackets) scalar relativistic wave function.
have been observed in NMR shielding calculatiéfis.All 9 Radicals embedded in Krland Xef crystals, respectively (cited from
theoretical methods seem to have problems predicting the signref 81)-

of very small contributions. Thus, we calculate the correct sign ] ] ]

for the small xx principal componemg™ of H,O* while the 4.3. Diatomic .Radlgals. .In Table 2, we have collected
MRCI calculations have the wrong sign. Other cases are the 'eSults for some diatomic radicals. Two of them, Cand MgF,
parallel g-shift componentsAg, of CO* and MgF. No gas have been discussed in the previous section. .

phase data exist for these parallel components, and none of the We see from Table 2 that the DFGIAO method is unable
theoretical methods reproduces the experimental order of {0 reproduce the parallel component of thehift Ag, in cases
magnitude forAg, of CO*. The parallel component of a W_here this component has a Iarge negative value. We have
diatomic molecule like COand MgF will have no contributions d|§cussed the point above, speculating that these negative values
from the paramagnetic operators in our formulation, due to Might be due to matrix effects. _

symmetry. This component is entirely determined by the The range of experimental numbers can be considerable, cf.,
diamagnetic contributions. The kinetic energy correction (eq €9+ the data for CO or AIO, Table 2. Nevertheless, almost

37) yields negative-shifts. The other contributions should be all t%x%eriGmenta;: trends are retproduced_l bg/l t?e tﬁgﬁﬁ |
positive since they contain essentially only an integral over the method. f>as phase experiments are avaiiable for the orthogona

density of the singly occupied molecular orbital (SOMO) components of CQ CN, and MgF. We obtain good agreement

+
multiplied with a positive function (eqs 19 and 34). We forAC”:(t)hrand C:EN’ zfind"rga?otnaZIet a?r?%m?tgfr NllgFﬁd 5
speculate that large negative experimental values for the parallel ee sets of solid state data for CQTables 1 a )

component of linear molecules miaht be due to matrix effects refer to neon matrices. This should be a very inert solvent
P 9 " system. Nevertheless, the three sets of data do not agree with

Correlation effects, as evident from the difference between gach other, nor do they match the available gas phase value for
HF_and MRCI calculations, can be con&derable@tmmft_s and the orthogonal principaj-shift component of this compound,
their tensor components, Table 1. They are comparatively smalltaples 1 and 2. The example illustrates the importance and
in saturated systems with single bonds (likglf) that usually magnitude of matrix effects.

have large HOMG LUMO gaps. This agrees with the situation  The worst case of the diatomic molecules in Table 2 is the
for the NMR shielding, again demonstrating the close connection |0 radical. We miss in this case the experimental trend

between the two propertiéd3! In other molecules like CQ completely, even though the experimental numbers differ
NO, or MgF, there is a considerable difference between the considerably, depending on the matrix. The reason for this
results that were calculated at the HF level and at the MRCI apparent failure of the current theoretical method is not entirely
level, respectively. Correlation is necessary for a proper clear at the moment; we will come back to this point later on.
description of these molecules. The influence of electron The two noble gas fluorides KrF and XeF have been treated
correlation is expected to be most prominent in the paramagneticwith the scalar relativistic procedure that had been developed
contributions that contain the first-order magnetic wave function, for shielding calculation®3! We see from Table 2 that
section 2. This is indeed the case, as is evident from the parallelrelativistic effects are unimportant for the diamagnetic parallel
component of thg-shift in the linear molecules CCand MgF, component of the-shift. The change in this component would
Table 1. As has been pointed out before, the parallel componentmostly reflect changes in the electronic density of the SOMO;
in linear molecules does not contain the first-order magnetic these effects are expected to be not very*88. Larger scalar
orbitals. It is exclusively diamagnetic, containing the unper- relativistic effects are observed in the paramagnetic orthogonal
turbed, zero-order density matrix. The remaining changes in component, in particular for XeF.

these molecules, 2 ppm for CQand—5 ppm for MgF, Table 4.4. G-Shifts of ABs, AB,, and Other Radicals. Calculated

1, can be attributed to slight changes in the electron density of and experimentad-shifts for several AB radicals have been
the SOMO that are due to the introduction of correlation. collected in Table 3. These molecules possess a 3-fold
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TABLE 3: Calculated and Experimental g-Shifts of AB3
Molecules (Values in ppm)

isotropicAg Ag) Agn
molecule calcd exptl calcd  exptl calcd exptl
COs™ 8934 8900 3361 4308 11810 11208°
NOs 8009 10508 47 4300 11969 13558°
NOz2~ 3208  2006° —563 —800*¢ 5094  3408°
NHz* 1319 1200 —146 2051
900

NFs* 5193 5000 —511 1006 8046 7000
PO2~ —767 —2000 —415 —3000 —944 -100C

—200¢¢ —290C¢ —1550+0
SG; 1641 1300 301 2311
ClOs 4644 6000 1575 50080 6179 6008

8700 4300 10900

AsOz?~ —4757 3000 —-569 2006 -—6951 3008
CHs 470 —300to 340 —91 750
SiH3 1566 4000 —105 1000 2402 5000
Gehs 12756 10 000 30 1000 19119 15000
Snhs 2856 15000 31 1000 42688 23000

a Cited from ref 81. Solid matrices: KHGOor CO;~, urea nitrate
for NOs, NaoHPO;5+5H,0 for PQ?~, NH4Cl4 for CIOs, NasHASOy» 7H,O
for AsOs2~. P Average of the two orthogonal principal components
(measured as 16 100 and 6300 for £018 000 and 9100 for N§
—1200 and-1900 ppm for PG¥"). ¢ See Table 4 for other experimental
values®® ¢ Cited from ref 6.¢ Cited from ref 82.f Cited from ref 12.
9Cited from ref 3. Solid matrices: NEHPO;5H,O for PQ?,
K2CHy(SGs), for SO, KCIO, for ClOs. " The following isotropic
experimentalg-shifts were found at 4.2 K:—=290 ppm (Ar matrix),
—300 ppm (Xe matrix), 340 ppm @Hnatrix), —290 ppm (N matrix),
100 ppm (CH matrix). The anisotropy of thg-shift is too small to
be measured.Derived values for static radicals, the radicals are thought
to undergo restricted rotatiereven at 4.2 K. k Calculated with a scalar
relativistic wave function.

TABLE 4: Experimental g-Shifts of the NOs?~ Radical in
Different Host Crystals

principal components akg(ppm}

host matrix isotropic Ag™ AgV Ag?zP
KNO3; 2000 3400 —800
SK(NOy); 2300 3700 —400
Ba(NGs), 1400 3400 —2600
NaNG; 1500 2900 —1200
KCI 2900 4500 —300
KBr 2900 4500 —300
Kl 2700

KN3 100 1600 —2900
Pb(NQy), —12 900 —11 100 —16 600
AgNOs 700 —300 4700 —2300
calcd 3208 5094 —563

a Cited from ref 83 Thez axis is orthogonal to the £plane.¢ This
work.

symmetry axis. The principal tensor components ofgishift
correspond to coordinate axes that are paralted) and
orthogonal Agp) to this symmetry axis. One of these mol-
ecules, NE™, has already been discussed above, Table 1.
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Figure 1. Experimentaly-shifts of the N@Q?~ radical in different host
crystals.

25000 L L L
B a Experiment

»————a Calculated

:

Y

g-shift (ppm)

-50009..

-10000

-15000+— X — :
C02 N02 2 2 3

Figure 2. Principal tensor components of tgeshift in symmetric AB
radicals of first-row compounds.

parallel and orthogonal principal components, has the correct
sign and the right order of magnitude.

Given this uncertainty in the comparison of theory and
experiment, we note from Table 3 that the agreement between
theory and experiment is reasonable to good in most cases.
Experimental trends within related compounds are mostly
reproduced €.g, in the series Pg~, SO;7, and CIQ). One
of these trends is the increase in the isotragighift and its
tensor components when going down within a column of the
periodic table of elements; the example here is the series of
compounds Ekl E=C, Si, Ge, or Sn. The trend is reproduced
by the calculations. The calculatedshifts of GeH and in
particular SnH are, however, too big. The same is the case
for other heavy element compounds: the calculaesthift of
AsOs2~ does not match the experimental results. We will come
back to this point shortly.

It is also interesting to look at thegshifts of symmetric AB
radicals. Several of them, namely,®", CO,~, Os~, NO,,
NO,2~, and Nk, have been included already into Table 1. The

The experimental numbers were generally obtained with the data for most of these radicals is also contained in Figure 2.

radical embedded in some host crystal.

This makes the We note again the considerable range of experimental single-

comparison of calculated and experimental numbers difficult crystal results as exemplified for these compounds by, NO
since the calculations refer to the zero-pressure and zero-Table 1. The results are essentially similar to thesABse.

temperature limit of a gas phase experiment.

Experimental Thus, experimental trends, both regarding the principal tensor

values can, on the other hand, vary considerably with the hostcomponents and trends between related molecules, are repro-

crystal. An exampleof this has been given in Table 3 for the
isotropicg-shift of CHs; another exampf@ is given in Table 4
for NOs2~. We see from Table 4 and Figure 1 that the

duced for these first-row compounds, Figure 2. Two more AB
radicals, CIQ and SQ~ are contained in Table 5. We have
included the latter two to get a more comprehensive picture.

experimental range is enormous, making the comparison with The agreement between theory and experiment is reasonable

the calculated results very difficult if not impossible. The

but not perfect for these two molecules. Part of this are probably

calculated numbers exhibit at least the right trend with the again matrix effects.

orthogonalg-shift being much larger then the parallel compo-
nent. The calculated anisotropye. the difference between

A few other compounds have been included into Table 5.
This was done to cover some other classes of compounds as
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TABLE 5: Calculated and Experimental g-Shifts of Some
Other Molecules

Schreckenbach and Ziegler

TABLE 7: Contributions to the Calculated g-Shift of CO*

(Values in ppm)

principal components akg(ppm)

tensor components

Ag* Ag¥ Ag# contribution isotropic  parallel orthogonal
molecule  calcd exptl  calcd exptl calcd  exptl total —2123 -135 —3117
I di i 4 7
cio, 455 1300 12202 16008 10606 6508 ool ooaoooe oo & e
SO —361 —400* 5588 9708 7178 3400 kinetic energy correction —-181 -—181 —181
CH4* —48 600 —48 600 —-48 600 nuclear potential
benzene© 445 445 1 total contribution ~2346 81  —3559
2 Experimental cited from ref 6; KCIghost crystal for CIQ K2S;0s d'amag”e“i. _ 4226 gl 3 671819
for SO,~. b Experimental cited from ref 82.Isotropicg-shift: 300 ppm, paramagnetic . .
calcd; 400 ppm, expf? Coulomb potential (electronic density)
’ ’ : total contribution 513 43 791
J ‘ ‘ J . diamagnetic —61 —43 —69
8000 A paramagnetic 574 0 860
5 Experiment Exchange potential
& 6000 - total contribution —109 9 —168
~ diamagnetic 8 9 8
.‘:Z 4000 Calculated |- paramagnetic -117 0 —176
i" 2000 i TABLE 8: Contributions to the Calculated g-Shift of H,O*
& (Values in ppm)
*’3’ 0- - tensor components
- 2000 contribution isotropic XX yy zz
CH* NH ~ H,0" total 6016 —209 13457 4800
_ _ e total diamagnetic 120 92 124 145
Figure 3. Isotropicg-shifts in CH", NHz*, and HO. total paramagnetic 6206 9 13644 4965
. . _ kinetic energy correction —310 —310 —310 —310
TABLE 6: Calculated and Experimental g-Shifts of CFsX™, nuclear potential
X = Cl, Br, or | (Values in ppm) total contribution 7859 147 17024 6407
diamagnetic 206 147 216 254
Ag Ago .
paramagnetic 7653 0 16808 6153
caled caled Coulombic potential
non- non- (electronic density)
molecule relativistic relativistic exg#® relativistic relativistic exg# total contribution —1931 —58 —4109 -—1625
_ diamagnetic —-99 —68 —-105 -123
CRCI —609 —610 —200 14 873 15112 4700 .
CRBr  —635  —637 1300 67273 70229 18900 exgﬁ;ﬁg:%gfgﬁﬂal —1832 10 —4004  —1502
CHil —581 —571 —2100 146759 161466 46 000 total contribution 398 13 852 328
a Cited from ref 6. diamagnetic 13 14 13 14
paramagnetic 284 -1 839 314

well. Thus, CHT, together with NH*, Table 3, and KO™,

Table 1, comprise three hydride cations of first-row compounds, contribution is much smaller then its paramagnetic counterpart.
Figure 3. The experimental isotropigshifts are 600, 1200/ It is, however, not negligible in most cases.

900, and 8000 ppm for CH, NHz™, and HO™, respectively. In Tables 7 and 8, we have also further split up ghghifts.

The calculated numbers are48, 1319, and 6035 ppm. The This has been done according to the different contributions to
periodic trend within this group is therefore well reproduced the effective potential of eq 21. The nuclear potentigl, eq

by the calculations, Figure 3. We have also included the 13, is the largest contribution in all cases. Using dviywould
benzene cation into Table 5. This is an example for an aromatic amount to the exclusive use of the one-electron operators, egs
radical; again, the isotropig-shift is well reproduced. 4 and 7. Itis clear from Tables 7 and 8 that the two-electron

To conclude this section, we collected in Table 6 calculated Operators have to be included for an accurate description of the
and experimentag-shifts for the anionic radicals GR—, X = g-shift. The two-electron operators are represented as the
Cl, Br, or I. This turns out to be a case where the current contributions from the Coulomb potentigt of the electronic
theoretical method is apparently unable to reproduce the density, eq 20, and the exchange potentigl,. Their contribu-
experimentally observed trend. We will discuss this point in tions are generally smaller then thgshifts due to V.
the conclusions. Nevertheless, these contributions are not negligible.

4.5. Contributions to the g-shifts. The relative importance Finally, we note from Tables 7 and 8 that the exchange
of the various contributions in the theoretical description of the Potential gives the smallegtshift contributions. This justifies
g-shifts might be of interest. For this purpose, we have split the use of the simple Xapproximatiof for this part: even if
the calculated-shifts of CO" and HO* into their contributions. the relative error in this contribution was large, it would still
The results are summarized in Tables 7 (G@nd 8 (HO"). not really change the total calculatgeshifts.

The totalg-shift is initially split into contributions due to the 4.6. Basis Sets.All calculated results so far have been
dia- and paramagnetic operators, eg®7and 4-6, respectively, obtained by using just one basis set. It remains to show that
as well as the isotropic contribution from the kinetic energy our standard basis set is saturated to a reasonable degree: That
correction, egs 3 and 37. The kinetic energy correction is always is the subject of this section.

negative. It yields a small but significant contribution to the The basis set dependence of calculated NMR chemical shifts
g-shift, Tables 7 and 8. The paramagnetic contributions are is well-known36:37.98.99.101 From the analogy of the EP@Rtensor
dominant, both for the isotropig-shift and for the individual and the NMR shielding, we would expect a similarly strong
tensor components. The diamagnetic (or gauge corrétion basis set dependence for tpensor. The basis set dependence
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TABLE 9: Calculated g-Shifts for Various Basis Sets and doublez cores is only marginal, Table 9. More important

(Values in ppm) than the core region is a sufficient number of polarization
basis functions in the basis sets. Basis sets IV, V, td, and tf are all

molecule IR va va td tPp tfa qcf triple-¢ valence basis sets with various combinations of d- and

f-type polarization functions. The d and f sets seem to be of

gni f fgg _45712 _‘:_)716 _45189 _gg 0 _54275 _5202 different importance in dif‘fe_zrent classes molecu_les. The addition
NHs* 1239 1295 1314 1320 1323 1330 1390 Of asecond set of d functions has almost no influence in some
H,O* 5506 5998 6000 6031 6035 6006 6214 cases like Chlor CN (as evident by comparing the results of
HCO —2080 —2372 —2349 —2329 —2329 —2312 —2320 IV and td, or V and tf), but is important in other cases like

H.CO* 1569 1702 1696 1693 1696 1697 1751 (CQO;, NOs, or NO2~. Similarly, the additional f set in basis

cor —1953 —2133 2128 —2128 2132 —2129 —2182 sets V and tf changes the results for some molecules like HCO
CN —1540 —1720 —1707 —1720 —1721 —1711 —1752 - . . )

COs 7840 9058 9016 8990 8994 8942 9138 Or COs, but is unimportant for others like GH or NOs;. The

NO; 7103 8046 8039 8004 8009 8020 8266 differences between the various trigleare in almost all cases
NOz2~ 3044 3265 3256 3211 3208 3199 3197 smaller than 100 ppm.

NF, 3527 3843 3825 3822 3853 3836 3950 Further studies of basis set requirements, also including
NFz+ 4577 5194 5161 5161 5193 5163 5320

heavier elements are desirable.
aSingle< core.? Double< core.¢ All-electron basis.

TABLE 10: Basis Sets 5. Summary and Conclusions

We presented in this paper a formulation of the EfPfensor

basis explanation d the EPRy-shift based on density functional theory. W

1] standard basis set of AD¥double¢ valence region; one set an ? . R‘]I_S I aje Ofn er;SI.y L_mC I%na .e.ory'BFTe
of d polarization functions (p on hydrogen) ave also implemented our formulation into the existing

v standard basis set of ADFtriple-; valence region; one set of GIAO program system for NMR chemical shifts that has been

v t déJOlgftl)Zﬁt_lon fltm?t&oggs(p on hy(li\pogetn)dd_t_ i described elswher®®-32 Our implementation is the only first-

standard basis set 0 ame as IV but additionally one . .

set of f polarization functions (d on hydrogen) principle DF'I_' method_ for the calculation of tlgetensor, even

td same as IV but two sets of d (p) polarization functions; single- though the interest in this property seems to be growing
or doubleg core region of the basis recently102.103 Our method is also the first GIAO implementa-

tf same as td but additionally one set of f polarization functions tion of the g-tensor. Lushington discussed the gauge depen-
(d on hydrogen) : o . ST

g all-electron basis, triplg-in the core, quadruplg+n the dence of his result; the gauge dependence is minimized by

valence region, two sets each of d and f polarization functions  choosing the centroid of charge as the common gauge origin
(p and d on hydrogen) for the given molecule. In this way, the gauge dependence of
aref 69,75,76° ref 102. the calculated results is found to be only moderate. Neverthe-
less, fairly big basis sets are still necessary, and the GIAO
of calculatedy-shifts has been addressed in Table 9. This table scheme is expected to converge much faster with the basis set
contains calculated isotropig-shifts for several molecules size than Lushington’s methdé!
containing hydrogen, carbon, nitrogen, oxygen, or fluorine  We have compared our calculated results with experiment
atoms. We employed doublefbasis IlI), triple< (IV, V, td, and with the HF and MRCI calculations of Lushingten
tf)69.75.76and quadruplé: (qd)!°2 valence basis sets. All basis al.121922 Comparison with experimental results is preferably
functions are Slater type orbitals (STO). Details of the different done based on the (rare) gas phase data. We find that our
basis sets have been summarized in Table 10. method yields results of higher quality then the HartrEeck-
Several conclusions can be drawn from Table 9. First, it based schemes. The highly expensive MRCI method gives the
should be noted that we cite all numbers in ppm. In general, best results for the few molecules where a comparison is
less signifcant digits are available from experiment, cf. Tables possible. This is in line with the situation for the NMR chemical
1to 6. This has been pointed out above already. Thus, a changeshift,'% stressing the close connection between the two magnetic
of 100 ppm or less in calculated numbers between two basis properties.
sets can be considered as essentially converged. With this in The comparison to experimental data is more complex if that
mind, we note that the double-basis is not sufficient; the data has been obtained with the radical situated in a host crystal,
various triple¢ sets give much more consistent results. The due to the sometimes strong interactions of the radical with its
largest deviations between the previously employed td set andmatrix. Nevertheless, experimental trends for various small
the more accurate qd basis amount to 262 ppm for,,NO first- and second-row radicals have been reproduced with
followed by 183, 159, and 148, and 128 ppm fo:QH, NFs™, satisfying accuracy. Our calculated results are generally less
COs;7, and NR, respectively (Table 9). Consequently, the td accurate for compounds of heavier elementp to what must
basis is not yet completely saturated for these molecules andbe called complete failure. Examples included AlIO and XeF,
the more accurate gd basis would be preferable in these casesTable 2, As@?", Table 3, and the molecules in Table 6.
However, the remaining basis set error is small as compared to It is now the point to discuss possible reasons for these
the deviation between theory and experiment, Tables 1 and 3,limitations of the method. To find and judge possible reasons,
or as compared to matrix effects, Table 4. We can infer that we have to recall the derivation of our DFGIAO formulation.
the td basis was indeed sufficient to test the present methodin doing this, we note that we had neglected the -spither-
and to draw meaningful conclusions from the calculafesthifts. orbit operators of eqs 6 and 9. This could of course be a
Additionally, it follows from Table 9 that the 1s (core type) possible reason for the observed deviations. However, contribu-
basis functions are of only minor importance for the calculation tions of these operators are expected to be small for systems
of g-shifts. In the case of the “tight” NMR shielding, more  with just one unpaired electron, cf. the discussion above. Only
care had to be taken in defining the core region of the basis systems with one unpaired electron have been considered, and
sets. This was necessary to describe the core tail of valencewe don't expect the spirother-orbit operators to be of
orbitals correctly?%39100 The g-shift, on the other hand, is less importance. This is also confirmed by the success of the model
“tight”, and the difference between the basis sets with single- for lighter element compounds.
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Another approximation is the use of the simplg 3cheme (2) NATO ASI Series C, Mathmetical and Physical Sciences, 386;
Bt ; ; Nuclear Magnetic Shieldings and Molecular Structufessell, J. A., Ed.
as the eXChahnge Con_ttl;lbL_Jtlon ftor;[.he effeCtlveb potential, eﬁ .21' Kluwer Academic Publishers: Dordrecht, The Netherlands, 1993.
We expect the contribution of this term to be very small in (3) Wertz, J. E.; Bolton, J. RElectron Spin Resonanc€hapman and
general, as has been the case for selected molecules, Tables Hall: New York, London, 1986.
and 8. The approximation is therefore not significant, and it is (4) Harriman, J. ETheoretical Foundations of Electron Spin Reso-

: ; : i« nance Academic Press: New York, 1978.
an unlikely candidate for the explanation of the problems. This (3) Symons, M.Chemical and Biological Aspects of Electron Spin
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our model, cf. egs 1 and 27. However, the experimental gig ae M?mgolgefA';-r:]Hafgmag,léj?% ggelﬂ;- Physl971, 55, 5262.
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for Systems with one unpaired electron: 33;1;)6 Moores, W. H.; McWeeny, RProc. R. Soc. London, Ser.1973
5.
o (18) Larsson, S.; Hehenberger, M.; Correa de MelldnP.J. Quantum
AE=uzS9°B (38) Chem.198Q 18, 1271.
(19) Lushington, G. H.; Badgen, P.; Grein, Ant. J. Quantum Chem.
. . . 1995 55, 377.
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