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Pressure Tuning of Solvent Relaxation Time for the Excited Intramolecular
Charge-Transfer Kinetics in 4-(N,N-Dimethylamino)triphenylphosphine in Alcohol
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The dynamic solvent effect on the excited state intramolecular charge-transfer (ICT) reactioiN,bF 4-(
dimethylamino)triphenylphosphine (DMATP) in alcohol solvents is examined by a high-pressure method.
In order to deduce the solvation effect on the ICT reaction of DMATP, the picosecond time-dependent Stokes
shift (TDSS) of coumarin 153 (C153) in alcohols is measured as a function of pressure. The resulting high-
pressure solvent relaxation timey)(is in excellent agreement with the longest longitudinal relaxation time
(z.) of alcohols from low-temperature sources. In the low-viscosity region at low pressures, the rate of the
ICT formation correlates withrs (or 7)), while in the high viscosity region at high pressures, it becomes
noticeably faster thams (or 7).

Introduction pheric pressure have been carried out recently by a number of
groups!o-14,

In this paper we are concerned with the effect of pressure on
DSS to provide the more definitive understanding how the
CT dynamics of DMATP are affected by the solvent dynamics.
To probe the solvation dynamics, we employ a single solute,
coumarin 153 (C153), which has already been used extensively
Instantaneous electrical excitation of a flexible aromatic 2> " |Qeal .solvatlon.dynamlcs profe-* By using Fhe splvent

relaxation times at high pressures, the solvent viscosity depen-

molecule breaks down the resonance stabilization in the ground _ =~ | S constarkidr) is analyzed and the
state. As the result, the structure of the ground state transforms, . 9 7) 1S analy
pressure tuning effect®® of solvent relaxation time on the ICT

to a new stable one in the excited state. If a large-amplitude N -
intramolecular twisting motion is required for the transformation reaction is clearly verified.
to occur, a smaller rate constant will be expected with increasing
solvent viscosity. For the so-called “twisted intramolecular
charge-transfer (TICT) state” formation in the excited state, the  The purified sample of DMATP was provided by Prof. W.
charge-transfer state process is considered as accompanied birettig of Humboldt University and was used as received. The
a large-amplitude twisting motioh.In the case of a typical  probe molecule C153 is a laser grade material from Exciton.
TICT state forming moleculeN,N-dimethylamino)benzonitrile ~ They showed no signs of fluorescence impurity within the
(DMABN), however, a less significant solvent viscosity effect wavelength region examined.

has been detectéd,contrary to the early expectatién. Picosecond time-resolved fluorescence spectra of DMATP

We have used the high-pressure method to change the solvenand C153 were measured by the method of time-correlated
viscosity and verified the viscosity dependence of various TICT single-photon counting (TCSPC) at high pressures up to 490
state forming reactions. ° The application of high pressure MPa in four linear alcohol solvents (ethanol, 1-propanol,
causes a change in solvent viscosity greatly and continuously1-butanol, and 1-pentanol) at 303 K. The high-pressure optical
in a single solvent without altering the solvation structure to cell®® and the experimental arrangement of the laser sy§tem
any significant extent. were reported previously.

We have been studying the dynamic solvent effect on the The second and third harmonic radiation of a mode-locked
excited state ICT reaction of AN(N-dimethylamino)triph- Ti:sapphire laser (Spectra-Physics, Tsunami Model 3950) was
enylphosphine (DMATP) in linear alcohol solvents. A pre- used as the excitation light source. The excitation wavelengths
liminary account of the viscosity dependence of the ICT reaction were 410 nm for C153 and 280 nm for DMATP. The
of DMATP was presented in ref 9. In order to understand Ti:sapphire laser, which was pumped by a cw argon ion laser,
further the role of solvent dynamics in the ICT reaction of produced 840 nm light pulsed of 1.5 ps duration and had a
DMATP, the accurate time scale of solvent relaxation at high repetition rate of 82 MHz. The pulse repetition rate was
pressure is needed. In the discussions of the previous pbers, decreased to 8.2 MHz by using an electrooptic light modulator
the longitudinal relaxation timer(), which is provided by a (Con Optic, Model 1305). A Hamamatsu R2809-02u micro-
dielectric continuum model, has been used to gauge the solventthannel plate (MCP) photomultiplier tube was used for detec-
dynamics pertinent to ICT reactions. However, there is a tion. The overall instrument response function has an FWHM
question whether, actually denotes the real time-scale for of approximately 30 ps at the excitation wavelength.
solvent relaxation. Recent time-dependent Stokes shift (TDSS)
studies of probe molecules in polar solvents have revealed theResults and Discussion
solvation time scales. Such TDSS measurements at atmos- Dynamic Solvent Effect on CT Reaction of DMATP. In

N . order to obtain the information of the dynamic solvent effect
Author to whom correspondence should be addressed (e-mail ad- . .
dress: hara@kuchem.kytoto-u.ac.jp). on thg explted state mtrgmolecular chafge-trangfer (IQT) forma-
® Abstract published irAdvance ACS Abstractdune 1, 1997. tion kinetics of DMATP in alcohol solution, we investigate the
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Understanding how chemical reactions are affected by
solvation has long been a topic of interest in physical cheriistry. T
Recent emphasis in this area has centered around dynamiq
aspects of the solvent influence, especially with respect to
intramolecular charge-transfer (ICT) reactions in the excited
state?

Experimental Section
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TABLE 1: Power-Law Parameter o in kicr = Ap~*2
10"k a

solvent IMATP DAPS AMDMA ¢

ethanol 0.7 (0.7%)

1-propanol (0.44) 0.44 0.68
1-butanol 0.3(0.31) 0.29

1-pentanol 0.340.2) 0.24 (0.2) 0.160.2

aValues in parentheses were determined from the yiel-ratio data.
b Reference 7¢ Reference 20¢ Reference 9.

10° L viscosity ) in double logarithmic scale. This plot covers the
‘ viscosity range from 1.003 to 56.3 mPa s. The high-pressure
viscosity data were obtained by interpolation or extrapolation
of literature dat¥¥1°through polynomial fittings. We can see
in Figure 1 that the viscosity dependencekef is described
10° = " 5 by a single decreasing curve irrespective of solvents. This
10 10 10 ; i
Viscosity / mPa s means that for the present ICT reaction the solvent polarity effect
is not observed. This is due to the comparatively small
activation energyf, = 4—5 kJ/molf unlike the TICT reaction
of 4,4-diaminodiphenyl sulfone (DAPS)EL = 8—11 kJ/mol)?
population decay of the locally excited (LE) state using the time-  The empirical power law expression is used to express the
resolved emission spectroscopy at high pressures. The steadyiscosity dependence dfct
state emission spectrum of DMATP in alcohol at atmospheric
pressure<£ 0.1 MPa) is composed of an LE state component ker = An™* 4)
for wavelengths shorter than 370 nm and a CT state component
at a wavelength around 470 rfimThe decay curves of the LE ~ WhereA is a viscosity independent constant and the exponent
emission cannot be reproduced by single-exponential fittings. & can be used as a measue of solvent viscosity dependence.
Instead, these LE decay curves are successfully described byrhe curve in Figure 1 indicates that the exponertecreases

Figure 1. Plot of kcr against solvent viscosityQ), ethanol; A,
1-propanol;d, 1-butanol;&, 1-pentanol).

the multiexponential equation with increasingy. The a values, which were calculated by
assuming an approximate linear dependence for each alcohol,
L) = f‘ [zAi expt—1)/7]G(z) dr (1) are given in Table 1. The present results agree well with those

obtained previously from yieldratio measurements. This
agreement demonstrates the assumption that the variation of the
yield ratio @ct/®g) with pressure exclusively reflects the
change of the ICT formation rate. Namely, the deactivation
rate constant of the ICT state is relatively insensitive to pressure.
In Table 1, the previous results for the TICT state formation of
d DAPS and 4-(9-anthrylmethyIN,N-dimethylaniline (AMD-
MA)?0 are included for comparison.

whereA andt; are the amplitudes and the time constants for
the ith component of a multiexponential fit.G(z) is the
instrumental response function (IRF), which is determined by
scattering the excitation pulse into the detecting high-pressure
system. Thus, eq 1 expresses the intenkiff) at a given
wavelengthl as a convolution of the instrumental response an
a multiexponential decay. Note that thevalues are indepen- . . )
dent of A. Typically, triple-exponential fits were needed to . In Or‘?'er t(,) und'ersf[a'nd such decreasmg. behaviax “,f'th
accurately reproduce the emission decays on the blue edges ofcreasing viscosity, It is necessary to obtain accurate informa-
the spectrum, although in some cases the decays across thiion of the solvat|on_dynam|cs. Ther_l, we measured the TDSS
emission spectrum could be adequately fit using a biexponential®F €153 @s a function of pressure in the same solvents and
function. The multiexponential behavior of the LE state decay Compé_‘fed _the ICT rate constant of D.MATP .W'th the average
leads to a conclusion that the simple two-state model is not SClvation time thus obtained. C153 is considered as a repre-
adequate for the present ICT reaction scheme. sentative of rigid s_olute v_v_hose excitation does not involve
By using the values of and 7 obtained from the fitted important changes in specific solutsolvent interactiond?-14

curves, the average lifetime, is determined. Ir_1 addition, t_his is a completely rigid molecule having only a
single low-lying excited singlet state.

T,= ZT‘ A 2 Time-Resolved Stokes Shift of C153 and Spectral Solva-
| tion Response Function. The time-dependent properties of the
emission spectrum are generally quantified in terms of a spectral
Here, we find that the contribution of thg S Sy deactivation response functiorC(t),2! defined by
process is ruled out according to the following observations.
(i) The contribution of the longest component (i.&s,in eq 2) (t) — V(o)

is less than 10%. (ii) The longest time constan) becomes Co = #(0) — (o) ®)
longer with pressur&’. Consequently, the, values imply the
kinetics within the ecited state, so that by the inversespfthe where #(t), #(0), and ¥(~) denote the emission maximum
average rate constant of the ICT state formatigsy) is defined observed at timeg zero, and infinity, respectively. It is this
as follows: response function that has been used as directly comparable to
the theoretical prediction of solvation dynamics, since the
Kcr = (ta)fl 3) experimentally determined(t) is related to the solvation energy

relaxation response function under the proper conditiéfs.
In Figure 1, thekcr values of DMATP determined by such In the framework of a simple continuum model, in which the
procedure in the series of compressed linear alcohols from polar solvent surrounding the solute molecule is replaced by a
ethanol to 1-pentanol are plotted as a function of solvent uniform dielectric continuum characterized by a frequency-
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Figure 2. Response curves of C153 at different wavelengths. The solid
lines through the data points represent multiexponential fits.
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dependent dielectric constadtv), the decay of(t) is predicted -~ |
to be a single-exponential functiore., C(f) = A exp (—t/zL), z 08
which decays with the longitudinal relaxation time of solvent ~ §
(TL)- £ 041
The primary data in the time-resolved experiments consist
of a set of fluorescence decays recorded at a series of o2
wavelengths for every 10 nm, spanning the steady state AN
fluorescence spectrum between 450 and 650 nm. The interest 0 eo00 18000 20000 2200
is to derive from these data the spectral response funcifn Wave number / cm”’

defined by eq 5. The lessmn deca_ys were fit to eq_ 1 In Figure 3. Time-resolved and steady state spectra of C153 in 1-pentanol
general, three exponentials were required for the best fit to the 4 (2) 0.1 MPa and (b) 490 MPa. (From blue sid®:0 ps;0, 100 ps:
population decay. In Figure 2, examples of emission decays <, 200 ps;a, 500 ps, X, 1000 ps.) The continuous curves passing
and multiexponential fits of C153 in 1-butanol at 392 MPa are through the data points show the log-normal fits to these data. The
illustrated in 20 nm steps from 460 to 620 nm. dashed line denotes the steady state spectrum.

Then the resulting fits were pierced to yield time-resolved 12 . : .
spectra from whichC(t) can be derived. The decay curve at
each wavenumber is normalized so that the integrated value
may reproduce the intensity of the steady state emission
spectrum at the given wavenumber. The detailed procedure has
been described in detail by Maroncelli, Fleming, and co-
workers!? Typical reconstructed time-resolved emission spectra
of C153 in 1-pentanol at 0.1 and 392 MPa are illustrated in
Figure 3. In this work a time scale longer than 20 ps is
employed. The poor quality of the fit in the time scale faster
than 20 ps is due to the incomplete deconvolution of IRF, which
has a dramatic impact on the quality of the fits. At the times
longer than 20 ps, there are pnly smaII_ changes in the width or Figure 4. Spectral response function of C153 in 1-pentanol determined
shape of the spectrum with time. In Figure 3, the steady state by the log-normal fit to the time-resolved spectra, 0.1 MPa:— —,
fluorescence spectra are also included. The data shown herggg mpa:— - —, 392 MPa)
are typical of what is observed in all compressed alcohol
solvents examined. The spectral evolution involves mainly a  Here, it should be noted that functio®t) so reproduced
time-dependent shift of the spectrum between the limits set by are in general not a single-exponential function of time, but
the estimated time-zero and the steady state emission spectrahey can reasonably be represented by biexponential functions.
In order to utilize all of the data points in determining spectral Therefore, in the following we will use an average time, which
frequencies, each spectrum was fit to a log-normal shapeis given by the time integral oE(t) as a measure of solvation
function?® As illustrated by the solid curves in Figure 3, log- time.
normal fits provide good representation of the time-resolved
data in the time scale longer than 20 ps. T = j:"c(t) dt (6)

Finally, in order to comput€(t) via eq 5, we will use the
average of two frequency measures,, the peak frequency, A summary of solvation timer§) obtained from high-pressure
vm(t), which is obtained directly from the log-normal fits, and TDSS experiments is provided in Table 2. The fits were
the centroid of the spectrumy(t), which is defined by  performed on data sets logarithmically spaced in time, using
SovI(t, v) dvif3I(t, v) dv.2® Typical spectral response func-  several hundred points in every 10 ps step for the time scale
tions C(t) in 1-pentanol constructed from such a procedure are longer than 20 ps.
shown in Figure 4. We find that the decay time becomes longer In Figure 5, the resulting high-pressurgvalues at given
as the pressure increases. viscosities are compared with the longest component fbm
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TABLE 2: Average Solvation Times @s) Determined by 10*
High-Pressure TDSS Measurements of C153 in Alcohols t 4
8Ips
pressure, MPa 1-propanol 1-butanol 1-pentanol p 7
0.1 56 (26) 50 (63) 137 (103) s L7
196 74 185 391 107} ,
392 557 1324 843 2 /
aValues in parentheses are from ref 12. T i ﬁﬂg@oo
T - jﬁAD,% o
4 [5) s [} <&
10 ' ' x5 A/ OO
/ 1021 #
o 60 o8]
)
10°E ol 5 o
8 }%
-~ o/ 10 el .
2 e 10 102 108 10*
102 2 _ T orzT / ps
i ® s
. n Figure 6. Comparison ofkcr™* with 75 and .. The dashed line

representgcr ! = 75 or 7.. Open symbols represent the plothkafr
s vs 7. Solid symbols represent the plotigér X vs 7. (2, A, 1-propanol;
O, W, 1-butanol;&, €, 1-pentanol).
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TL /ps
Figure 5. Comparison ofrs with 7, (@, 1-propanol, 1-butanol;a,
1-pentanol). Open symbols denote the valagdetermined by low-
temperature TDSS measureméhts (O, 1-propanol;d, 1-butanol).
The dashed line represents= 7.

Sumi—Nadler—Marcus modef? the reaction coordinate is
divided into two contributions; one is the solvent coordinate,
the other is the intramolecular coordinate of nuclear motion.
Here, we attempted to simulate the steady state emission
spectrum of DMATP using the semiempirical model developed
by Barbara and co-worke?8. According to the result, we firid

low-temperature sourc&s>® on a logarithmic scale (fari, vide that the present reaction is not in the Marcus inverted region

infra). The 75 values determined by low-temperature TDSS |yt in the normal region unlike the ICT of 4-(9-anthrj)N-
measurements for the same prii#€ are also included in this dimethylaniline (ADMA)32 Therefore, we can draw a figure
figure for comparison. The dashed line in Figure 5 represents o the § state potential energy surface, which has been illus-
s = 7. One finds that there is a good correlation between  trated in Figure 6 of ref 9.

andz,, even though th€(t) decay is not completely exponen- | the |ow viscosity regimel}, where the solvent relaxation
tial.2” The time values considered in this comparison span more j5 faster than the solute reactive motion, whiege < 75, the
than 1 order of magnitudea. 50-1000 ps. From these facts  qientation of the solvent dipoles around the solute molecules
we can conclude that within the time region studied the simple s tast enough to keep up with the change of charge distribution
continuum predictions do provide a surprisingly good ap- of the ICT process in the excited state. Conversely, in the high
proximation to the observed solyent relaxa'glon times. Note that viscosity regime (Il), wheréicr < 751, the solvent dipoles
in this time scale the solvation dynamics of alcohol are moye much slower than the reactive solute motion such that
characterized by hydrogen-bonding dynamics in molecular the orientation of the solvent dipoles does not change at all
aggregated’?> However, it has also been reported by Maron-  petore the reaction is completed. This extreme can be charac-
celliZ®that the average solvent relaxation times of alcohols which tarizeq by the nonrelaxed reaction path where the molecule starts
have been determined by the TDSS in various solvents at 4t the Franck Condon state (F), which is determined by the
atmospheric pressure even with the time resolution-dfps  golvent shell dipoles corresponding to the charge distribution
cprrelate well with the average of three longitudinal relaxation j;, the ground state. In the intermediate viscosity region between
times. the two limiting regimes, wherkcr ~ 7571, the relaxation of
Effect of Solvent Dynamics orkicr. In Figure 6, the inverse  the solvent dipole orientation controls the reaction dynamics.
of ICT rate constantsk(cr™?) is compared withrs as well asr In this case the survival decay of the LE state should exhibit a
of given viscosity conditions for the four compressed alcohol multiexponential function, while in the case of pure | or Il
solvents. The dashed line in this figure is a line with a slope schemes the decay should be a single-exponential function. The
of unity, which represents perfect agreement betwaan* and fact that the decay curve of the highest pressure in the present
7s0r 7. Here, ther, values are the longest components of the result cannot be represented by the single-exponential form may
longitudinal relaxation times for alcohols estimated from low- indicate that the reaction path does not attain the completely
temperature sourcé$; 26 since the high-pressurg values are pure |l path at this viscosity condition.
not available. Namely, the_ values at given viscosities are Therefore, we can conclude that with increasing solvent
obtained from the interpolation of the low-temperature data viscosity by application of pressure, the reaction path shifts from
through polynomial fittings. the solvatior-controlled scheme to the path controlled by
The most obvious conclusion to be drawn from the compari- intramolecular vibrational motion. It is this behavior that has
son in Figure 6 is that there are two distinct time and viscosity been called as “pressure tuning effect” of the solvent viscosity,
regions. In the lower viscosity less thaa. 10 mPa skicr™? which has previously been described for the TICT formation
correlates withrg as well ast .. While with increasing the of DAPS8
viscosity,kict~! shifts toward a value greater thasnas well as For the verification of solvent viscosity dependence, the size
7. Such behavior can be explained by the shift of reaction effect of substituent alkyl groups, which are the twisting moiety
path on the excited state free energy surface. Similar to the of the TICT reaction in DMABN and other related TICT state
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A, 1-pentanol). The solid line represents the fitctd] #* with a =
1.1.

forming molecules, has often been examined sé felowever,

as stated above, if the reaction is in the solvent relaxation
controlled regimekcr is naturally invariant with the size of
dialkyl group. Namely, it is not the solute motion but the
solvent low-frequency relaxational motion that determines the
rate of the ICT reaction in this regime.

It should be noted that in the highest viscosity regime at high
pressures where the low-frequency solvent motion is almost
frozen, the power-law parameter approack&s3 for the ICT
reaction of DMATP. In the case of DAPSt is as small as
~0.2. This value may indicate the intrinsic dynamic solvent
effect for the barrier crossing process which is dependent on
high-frequency solvent motion, while the low-frequency solvent
relaxational motion is frozen. This is too weak a viscosity
dependence to be provided by the Kramers model for the
dynamic solvent effect®

By assuming a planar ground state geometry, results from

gas phase spectroscopy and CNDO calculations of photoion-

ization spectra of DMABN have showhthat the equilibrium
geometry of the LE state and the crossing from the LE to ICT
state at constant solvent polarity locate at a twist angle df 30
and 70, respectively. Only a small twisting motion of 4&
needed. Namely, a rotation of the dialkylamino group to the
perpendicular geometry is not required to enable the ICT to

Kometani et al.

Whenkcr~! are compared withs (or 7.), it is found that
the excited potential needs to be described as a two-dimensional
surface, taking into account the low-frequency solvent relax-
ational motion and the intramolecular twisting motion. Ac-
cording to the simple simulation of emission spectrum, we find
that the ICT reaction of DMATP is not in the Marcus inverted
region. It follows that the reaction scheme can be described
on a two-dimensional potential in the excited staik Figure
6 in ref 9).

The so-called “pressure tuning effect” of solvent relaxation
time has been verified for the ICT reaction of DMATP in
alcohol solutions. Namely, it has been established in this paper
that the previous discussiof8which have been made by using
the longest values of alcohols from low-temperature sources
as a measure of solvation time scale, are completely correct.
The relative importance of solvation dynamics and intramo-
lecular nuclear motion in determining the reaction dynamics is
dependent on the relative time scales of these molecular motions
on the excited state potential and its shape.

Not only for the present ICT reaction of DMATP but also
for the TICT reaction of DAPSand AMDMAZ (cf. Table 1)
the power-law parameter decreases to 0:2.3 in a high
viscosity regime at high pressures. This value is considered as
reflecting the intrinsic barrier crossing dynamics, which is
controlled by high-frequency solvent motion such as a rotation
of the hydroxyl group of the alcohol. Such small viscosity
dependence in DMATP may support the conclusion that the
amplitude of the intramolecular twisting motion is not so large,
which has been suggested by computational weétks.

In addition, it should be noted that such weak viscosity
dependence would be observed only by the high-pressure
method. Further advances in these areas would be anticipated
by studying the perturbation of external pressure to understand
the detailed role of solvent dynamics to the ICT reaction kinetics.
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