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Ab Initio Calculations of Absolute pK; Values in Aqueous Solution I. Carboxylic Acids
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A thermodynamical cycle is proposed to calculate absolKtesplues for a Bfasted acid in aqueous solution.

The solvent (water) was represented by a dielectric using the polarizable continuum model (PCM), and the
absolute K, values of some aliphatic carboxylic acids were computed. The results indicate that the proposed
methodology seems to be capable of predicting reasonably good abs¢lutalpes, although in some cases
appreciable deviations are observed, which can be related to neglecting the molecular motion contributions
(AGwmm) to the solvation energyAGson)-

1. Introduction method<~11 More recently, Richardson et #.proposed a
A di he Bi d definit d which scheme to calculateKp values in solution. The Poissen
ccording to the Brasted definition, any compound which g, ann approach was used to compute the electrostatic

has a hydrogen atom is an acid, since it may be lost as a proton,, niution to AGey, for the acid, and the nonelectrostatic

Depending on the molecule, this process requires more or Iess(:ontribu'[ions were estimated from experimental solvation ener-
energy, and in some cases, the process may be spontaneou

. o X NEOUGies of the alkane nearest in size and shape to the molecule in
As proton transfer reactions are crucial in chemistry, it is

. el .
important to quantify the tendency of the molecule to lose its question. Also, the\G,, for the base was computed making

solv
hydrogen atom as an acidic proton. This is the role played by use of experimental iy values and experimental proton
the quantity defined askp.

affinities. Thus, what is needed is a theoretical methodology
Indeed, proton transfer is the way chosen by nature to link

that is able to predict absoluteKp values. This would be
. ) ) important not only as an alternative route to obtdli palues

the extracellular (_EC) and mtrgcellular (IC) m_edla_. Information ¢ also, and most importantly, because in some situations the

about the EC environment arrives at the cell interior throughout pKa of a compound is so close to that of the solvent that its

some chemical reactions, mainly proton transfer reactions. In gyherimental determination becomes extremely difficult or

pharmacokinetics, theKa of a certain drug is mandatory g most impossible without the introduction of some artifidé®

information in order to check its efficiency. Most drugs are weak

acids or basis, present in solution as both the ionized and

In almost all of the previous works cited aboVel! the K,
o / C S calculations in a vacuum were also performed and compared
nonionized species. But only the nonionized species is able to
cross the phospholipidic cellular membrane, because of its

to the respective values in aqueous solution. The difference in
lipophilic character. Therefore, the transmembrane distribution PKa values in both phases reflects the influence of the medium.
of a weak electrolyte is usually determined by it pwhich is

It is important to stress that there are nowadays very well
directly related to the ratio between the nonionized and ionized ;Sft\)ll(g:imr_]?e rli“ﬁgﬁdmp(?gggolﬁgler;;?‘ fﬂ?f?: c?u‘ﬁfa?lrzzisd e
Species, af_“?' the pH grad|er1t gcross the memldrgne. on how to take into account the solvent molecules and properly
The .equmbr.lum of dlssquatlon of a Bmted acid dgpends describe the modifications in the solute molecule, which arise
on the interaction of the acid and its conjugate base with solvent ¢, . its interaction with the solvent.
molecules. Therefore, theKp value depends on the solvent
medium were the measurements took place, and any referenceéu
to the K, value of a certain compound will be meaningful only
if the solvent is specified. Experimentally, the most studied
medium is water, which justifies our choice for the medium
used in this paper. Although water is itself a'Bsted acid, the
processes studied will not be affected by the solvent self-
ionization because even the least acidic compound considere
is still approximately 1x 1(° times more acidic than pure water.
The experimental I§, values of several compounds, mainly
organic acids in wate¥? are determined through very well-
established methodsOn the other hand, from the theoretical
side, the methodologies so far available furnish onIy relative Fo||owing the conventional definition, a Bnsted acid is any
pKa value$ or correlations betweenkp and other energy  compound that can loose a proton, and, in gas phase, the process
quantities in solution, using semiempirig¢al or ab initio is governed by the equilibrium constalt

The description of the ionization process in solution is the
bject of this paper, where calculations of absolitgvalues,
in aqueous solution, are reported for the following organic
carboxylic acids: formic, acetic, propanoic, butanoic, trimethyl
acetic, fluoroacetic, and chloroacetic acids. Although alcohols
and phenols are also under investigation, those compounds were
hosen in order to be able to compare our results with the ones,
or the same compounds, recently obtained using a methodology
also based on a polarizable continuum model.

2. Theory
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The equilibrium dissociation constant is related to the AU, _ .
variation in Gibbs standard free energg@) through the AH, + H,0, ——s A, + H;0,
relationship
0 0 gas AE, AE, s AE o
AGy = —2.30RTogK or AG, = 2.30RTpK, (2)
- +
The equivalent process, in aqueous solution, may be written AH, AG (Hy0) Ag H30,
as
AHaq + HZané A;q + HO::,Laq (3) AG, . (AH) AG A} |AG(HO")
with AGY B .
AHuq + H20aq -— Auq + H30aq T=29815K
- +
K, — [Aaq][H SOa (4) and
[AH aq] [H Zan] p=1atm

Figure 1. Proposed thermodynamical cycle (TC).
Since all of the HO™ species in this model come from™
solvated by one water molecule ([Hg = [H,]), K is related
to K' by the equation

p”. Before we proceed, it is important to comment on the
differences in the definition ofXGso) based on the thermo-
dynamical modéP and the one used in the present work. In
,_ K the TC chosen (Figure 1), the solute molecules are brought from
K'= [Hzoacﬂ the liquid to the gas phase, but keeping their respective solution
phase optimized geometries. At those same geometries, the
Thus, the relationship between the Gibbs standard free energyenergy of the molecules, in gas phase, is computed and, in the
change AGP and [K,, in agueous solution, becomes last step, the molecules are allowed to relax in gas phase by
K ) performing a geometry optimizatioE¢jax is the difference

in energy when the molecular geometry is relaxed in gas phase.
[Hzoac;l
AG® (kcal/mol)=1.36 (K, + 2.36

®)

(6)

On the other hand, the solvation free energyGfo,) was
originally defined® considering the molecules as hard spheres.
Therefore, the values of solvation energy calculated from that
approach cannot be directly compared to &, values,
(7)  obtained by a quantum-mechanical model. Even if we had used
. the gas phase optimized geometry for both phases, the com-
if Rand T are taken equal 1.98 kcal/mol.K and 298.15K, narison would still not be appropriate because in our calculation
respectively. Equation 7 expresses a linear relationship betweenye getails of the molecular geometry of each species were taken
PKa and AG?, which should be used with caution. into account. Besides that, we allowed for geometry relaxation,
There are many experimental measurements ofthealues, when going from the solution to the gas phase, which makes
but if a comparison between experimental and theoretical valuesiy,q comparison with the thermodynamical model even more
is intepded, the referenqe _state or initiallc_ondi_tions usegl in the improper. It is true that the original thermodynamical model
experience must be mimicked or explicitly included in the 554 includes the possibility of releasing the constraint on the
theoretical model, in order to ensure a suitable comparison, sincesyeq position of the center of mass of the molecule, as discussed
a thermodynamical methodology is adopted to obtainAf in ref 18, but apparently no solvation energies have been
value. To ma.ke use of_ eq 7, it is necessary to calculate a.iculated using this extended model.
thermodynamical quantity, the Gibbs standard free energy The way of treating the solvent (water) has to be consistent
change AG"), related to the process described in ref 3. BUt, it the method used for all the other species in the TC. In
since AG is a state property, it is completely determined by rinciple one would have to optimize the geometry of the water
the initial and final states of the system and is independent of g1ecule in water, bring it to the gas phase and finally let its
the path connecting them. In another words, it is almost always geometry relax. Thus, at the end one would have computed not
possible to propose a set of thermodynamical intermediate step%my the work to insert one water molecule in liquid water but,
for the whole process, as long as the final and initial states aréfollowing the TC, also the work performed against all of the
the same as the process being decomposed. ) attractive forces exerted by the solvent molecules on a molecule
One of the many possible alternatives is the following Bom  4f the same kind when removing it from the liquid phase. It
Haber thermodynamical cycle (TC), shown in Figure 1. From 6y1q pe more appropriate to identify the transformation
Figure 1,AGC is given by involving the water molecule in the TC with the vaporization
process, and not simply as a solvation. Thus, ugig(H-0)
instead ofAGyayH20) in the TC represents a source of error
that leads to an overestimation of thK ovalued! as will be
further discussed.
The choice of the BD™ species to represent the solvated state

AG’ = —2.30321109(

or

AG? = —AG,,(AH) + AGvap(Hzo) + AG\(/)ac-’_
AGSO|\XA7) + AGsolv(HSOJr) (8)

where theAGy,(H20) is the Gibbs free energy change related

to the vaporization process aidsq are the solvation energy
quantities.

According to Ben-Naim’s 18 definition “the process of
solvatings in | is the process of transferringfrom a fixed
position in the gas, into a fixed position in the liquidthe

of the proton deserves some comment. The structure of the
hydrated proton is very important for understanding the proper-
ties of aqueous solutions of acids, including thef, palues.

The enthalpy of hydration of a proton is the largest among the
singly charged atomic cations, and calculations show that much

process being carried out at a given temperature T and pressuref this stabilization comes from adding the first water molecule.
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Therefore, the convention of writing the proton in water as the
species HO™ is consistent with these values, but gives no
indication of how the O™ ion is hydrated. Ab initio calcula-
tions!t? show that the hydrogen atoms in®I" carry substantial

da Silva et al.

when the system is brought from= 0 K to T = 298.15 K. It
may also be assumed that the rotational, translational, and
vibrational corrections, when the system is brought fibm O

Kto T=298.15 K, are very similar for products and reactants.

net positive charge to make three hydrogen bonds to other waterSo, their contributions can be neglected. The change in internal

molecules, forming the §D," species?® If another water
molecule is added to ¢, it adds preferentially to one of the
external HO fragments rather than to the centralQd. Thus,

the first three water molecules complete the first solvation shell,

and therefore one can look at the®4" species as the best

representation of the hydrated proton. Structural and spectro-
scopic predictions making use of this model show excellent

agreement with the experimental d&t®ased on these studies,
the choice of the D™ species to represent the hydrated proton

in the proposed thermodynamic cycle is the best one consistentt

with the PCM model, if one considers that following this model

the parametrization of the cavity already takes into account the

solute first solvation shell. Thus, it would be inconsistent to
use HO,", H,O3", or even HO4' to represent the hydrated

proton because the extra water molecules, being part of the first

solvation shell, would be counted twice.
Regarding the other molecules involved in the TC, their
AGso €nergies are computed from the equation

AG G G

solv g 9)
whereGg,yy is the total free energy of the system in solution,
the proper reference states being considered, Gnds the
equivalent quantity in a vacuum. As stated in ref 20, it would
follow Ben-Naim’s® solvation energy definition if the gas phase
optimized geometry was kept for both phases. A& energy
was computed using the new version of the polarizable
continuum modél22 (PCM) to describe the solvent and its
interaction with the solute. The first version of this particular

solv

energy AED,) becomes

AESac% AEvac,O K + AZPE (15)
whereAE,ac 0k is the variation in the internal energy &t= 0
K and AZPE is the difference between the total zero point
energy correction for the products and that of the reactants.
Finally, as a continuum dielectric is employed to describe
the solvent, it is not possible to compute its energetic contribu-
ion to the whole system explicitly. Otherwise, it would not be
necessary to split the process into many intermediate steps. The
construction of a TC, with a number of intermediate steps, while
increasing the number of terms to be calculated in the expression
of AGP, makes possible the absolute determinationkafyalues.

3. Computational Details

According to the TC shown in Figure 1, we first optimized
the geometry of each molecule in solution phase. The molecules
were then transferred to the gas phase and their energies, at the
respective solution phase optimized geometries, were computed.
Finally, a geometry optimization in gas phase was performed,
for each molecule, to obtain the relaxation energy.

All calculations have been performed using a 6-&t* basis
set, at the HartreeFock (HF) level. The gas phase calculations
were performed using standard procedures, and, for the zero
point energy corrections, the frequencies were scaled by a factor
0.9181, as suggested by Scott and Ratfomhich is suitable
to the basis set and level of calculation employed.

apparent surface charge (ASC) methodology was developed by For the solution phase calculations we used the PCM

Tomasi et al. in 19823 and a representative review about the
continuum solvation models available may be found in ref 20.

modef°21as implemented in th&aussian 9% package. This
new version contains very efficient subroutines for geometry

A detailed explanation about the use of PCM will be presented optimization25-27 The initial geometries inputed to the PCM

in the next section.
AG?__is the standard Gibbs free energy change for the

vac

process in a vacuum, and is given by

AGY,.= AHY + TAS,. (T=298.15K;p=1atm) (10)
As the entropic term at room temperatutes, ) is very small
compared to the enthalpy variatiomﬂsag (for acetic acid, for
instance,AS,ac = 0.64 kcal/mol whileAH,sc = 348.48 kcal/
mol, at room temperature), it can be neglected, and

AG ~ AHY

ac vac (T=298.15K;p=1atm) (11)

where

AHY. .= AES .+ ApV (T=298.15K;p=1atm) (12)

vac

Assuming ideal behavior

AH®

vac

= AE,_+ AnRT (T=298.15Kp~ 0atm) (13)

but asAn = 0, the second term on the right-hand side of eq 13
disappears and

AE\?ac = AE cox T AZPE+ AErzcgs.ls kT
ABjgs 15kt AEsggask (14)

program were obtained from molecular mechanics calculations
using the Dreiding Il force field®

To take full advantage of the proposed thermodynamic cycle
to obtain K, values, one should consider electronic correlation
effects, which are known to be important in the calculations of
gas-phase acidit}# 16 and presumably equally important in the
solution phase. In the proposed TC, geometry relaxation is
allowed for all of the species in both phases. However, with
the PCM program we cannot perform geometry optimization
in the solution phase including correlation effects, but just single
point calculations. Thus, to use the TC consistently, the
correlation effects in both phases were neglected. On the other
hand, since as we follow the cycle, the two deprotonation
processes being considered are in opposite directions (see Figure
1 and eq 8), the correlation effects, in the different phases, may
hopefully compensate each other. Another possibility would be
to optimize the solution-phase geometries at the HF level and
use them to compute the correlation corrections. However, this
procedure is known to lead to inconsistent results in both the
gas®3land solutio”?33 phases.

The geometry of each molecule was first optimized in solution
phase using the PCM model. Subsequently, each molecule was
transferred to the gas phase and its energy computed at the same
geometry of the solution phase. As previously discussed, the
solvation energy which would be computed from the energy
difference between these two calculations would be the closest
related to the thermodynamical model. Finally, the geometry



Carboxylic Acid Absolute K, Values J. Phys. Chem. A, Vol. 103, No. 50, 19991197

Input to PCM Among the possible different definitions of cavity, the united
atom topological modé&t (UATM) was chosen as it traditionally
\L furnishes solvation energies very close to the experimental

values. As shown in Figure 3, in this molecular shaped cavity
model3 interlocking spheres are centered in the atoms nuclei,

I i

Optimize geometry > Compute molecule energy)|

in solution in gas-phase at the same one sphere per atom, except for hydrogen atoms, which are
geometry in solution inserted in a sphere centered on the atom to which it is bound.
4. Results and Discussion
The K, values obtained using the approach proposed in this
work are shown in Table 1, together with the results derived
v it from the methodology presented in ref 11 and with the available
[Molecule in solution at] «— Optimize geometry in experimental data.
the gas-phase gas-phase Figure 3 presents an alternative way of visualizing the
optimized geometry g p y g

thermodynamical cycle, proposed in this work, to calculdtg p
Figure 2. Geometry optimization scheme. values in solution. It shows the molecules in both phases as
well as the cavity model used. The geometries shown in the
Figure 3 correspond to the optimized ones in each phase, for
the formic acid.

A comparison with the results presented in ref 11 is
eparticularly interesting because it reveals how differences in the
methodology can drastically affect th&values. It is important
to mention that althoughlq, values have not been explicitly
given, the paper by Sckirmann et al! contains all the data
needed to compute them. A simple manipulation of eqs 11 and
13 of that paper allows us to write (using their notation)

of each molecule was optimized in the gas phase and its
relaxation energy determined.

To check the algorithm consistency, after geometry relaxation
in gas phase, the molecules were put back into the solution phas
for geometry reoptimization (see Figure 2).

Surprisingly, for some molecules the final geometries and
energies differed appreciably from the ones obtained at the
beginning of the cycle, i.e., after the first geometry optimization
in solution. At first we believed that this discrepancy could be
due to the charge renormalization procedure empi&iache
geometry optimization. In the PCM model, when optimizing
geometry, it is not presently possible to use the most efficient
charge renormalization procedure. To check this possibility we
performed the same sequence of calculations using the integralEsy being equivalent taAG? defined in eq 7 of this paper.
equation formalism (IEF§ for optimizing the geometries in  Thus, using the values &GSCF, AE;?F, and AESCF listed by
solution. Both models allow the same kind of charge renor- those authors, theka values shown in the second column of
malization corrections, in geometry optimization procedures, but Table 1 have been computed. If we now consider our thermo-
the corrections associated to the electric field operators (PCM) dynamical cycle (Figure 1) withGso(H20) instead 0AGy -
are larger than the ones related to the electric potential (IEF), (H20), the final expression foAGP (eq 8) would be equivalent
and the former may be properly obtained if the best charge to the one used by S¢titmann et al! Thus, one should expect
renormalization procedure is employed. In fact, with the IEF pKavalues, calculated with our TC modified withGson(H20),
method, all of the discrepancies observed when reoptimizing similar to the ones obtained with the data and methodologies
the geometries in solution (IV~ 1, in Figure 2) disappeared.  presented in ref 11. Comparing thgvalues shown in columns
Thus, for all cases that presented such discrepancies, we firsR [pKa(a)] and 4 [K4(b)] of Table 1, one sees that, except for
optimized the geometry in solution using the IEF model and the trimethylacetic acid, thel values differ at most by 0.8
then performed a single point calculation using the PCM model pKa units. Such differences may be attributed to the procedure
and the most efficient charge renormalization procedure. In used for the cavity tessellation to compute th€eec: term.
principle these results would confirm our belief that the observed While the number of initial tesserae on each sphere was set
discrepancy had to do with the charge renormalization proce- equal 196 in ref 11, we have used 60. Another possibility for
dure. However, as pointed out by Mennu#&ihe same result  the observed deviations could be related to differences in the
should be obtained using either the PCM or IEF formalism, entropic and other thermodynamical corrections. However, since
and therefore the observed discrepancy was most certainlythe author did not indicate how those corrections have been
caused by problems in the version of D-PCM which we have made, that possibility could not be verified.

AG = AG™ T+ AES T — AESF

used. Independently of the sources of deviation, the results obtained
The AGg,y energy can be partitioned into five different using either the methodology and data from ref 11 or our data
contributions: with the modified TC, show large deviations from the available

experimental g, values. On the other hand, comparing the last

AGgq, = AGgey + AGyyy + AG, + AGys, + AGy,, (16) two columns of Table 1 one sees that, except for the formic
and halogenated acids, the present results, obtained from the

In the PCM version used, just the electrostatttGer) TC shown in Figure 1, are in reasonably good agreement with
component is solved self-consistently together with the solute the experiments. In fact, to our knowledge, these are the best

wave function. The cavitatiorAGca), repulsion AGrep), and absolute K, values reported in the literature. Even for the three

dispersion AGyisp) energy terms are calculated using semiem- compounds showing the largest deviations, the results obtained
pirical formulations. The self-consistent field determination of using the proposed TC figure among the ones exhibiting the

the repulsion and dispersion contributions is presently being closest agreement with the experimental data. Despite the large
implemented in the PCM mod@él.As the molecular motion deviations, the theoretical values for those compounds are in

contributions AGum) are normally very small, they are gener- the correct order of g, values and their relativelfy values are

ally neglected. very similar to the experimental ones. It is also worth noticing
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Figure 3. Thermodynamical cycle for formic acid.

TABLE 1: Comparison among Different pK, Values

compound AGSP pKP AGY © pK, © AGPd pK 0 PKag
HCOOH 11.70 6.87 12.54 7.49 6.33 2.92 3.77
CH3;COOH 13.47 8.17 14.28 8.77 8.23 4.32 476
CH3CH,COOH 14.88 9.21 14.60 9.00 8.84 476 4.88
CHs(CH,),.COOH 14.29 8.77 8.60 4.59 4.82.95
for
CH3(CH,),COOH
(=210 7)
(CH3)sCCOOH 16.17 10.15 14.06 8.60 9.74 5.42 5.05
FCH,COOH 9.51 5.25 9.95 5.58 3.91 1.14 2.66
CICH,COOH 9.41 5.18 10.51 5.99 450 157 2.86

2All AG values are in kcal/moP Reference 11¢ Calculations using solvation and gas-phase energy values, according tar8ahan’s
methodology: AGso(H20) computed instead &G,,(H-O) and no geometry optimization in solution-phase. Th&Term has been also computed.
4 Present work® Reference 3.

that those compounds are exactly the ones presenting the lowesto assuming that the neutral systef) and its conjugate base
pKa values. Therefore, the theoreticaKpvalues for those (A7) would exhibit a similar motion in the solution medium.
compounds will be much more affected by small errors in the This assumption is certainly more drastic for the smaller anionic
calculation ofAGggp. system since they present stronger electric fields at the surface
From our experience with other classes of compounds of the cavity. Changes in the volume of the cavity could also
(aliphatic alcohals, for instance), the smaller member of the class be responsible for the larger deviations presented by the smaller
(methanol) always exhibits the largest deviation from the member of a class of compounds. This effect is indeed larger
experimental K, value. This could be related to the fact that for the formic acid, as expected, although the corresponding
we did not consider thGym energy term when computing  change inAGc,y is still very small to be responsible for the
the AGso (€q 16). Neglecting this term is completely equivalent observed deviation in itsiy value. As the size of the molecule
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TABLE 2: Quantities Employed in the pK, Calculation
Following the Approach Proposed in This Work

compound AGsoy + AErelnd  AGson? Evac,0¢  ZPE
HCOOH —8.29 —6.58 —188.77751 21.27
-5.9
HCOO —77.42 —188.20969 12.75
CH3COOH —7.86 —6.6% —227.82841 38.26
CH;COO —79.09 —82.2 —227.25421 29.73
-7
CH3;CH,COOH —8.14 —6.86 —266.86653 56.04
CH3;CH,COO™ —78.23 —266.29284 47.30
CH;(CH,),.COOH —7.33 —305.90473 73.51
CH;(CH,).COO —77.45 —305.33121 64.68
(CH3)sCCOOH —7.02 —344.94052 90.32
(CH3)sCCOO —74.54 —344.36948 81.58
FCH,COOH —11.01 —326.67310 34.34
FCH,COO —76.30 —326.11567 26.09
CICH,COOH —10.42 —686.71863 33.30
CICH,COO —72.54 —686.16527 25.01
H,O —6.77 —6.3 —76.03123 13.32
HsO* —106.61 —-104 —76.31105 21.13

a Solvation and relaxation energy (kcal/mol) calculated in the present
work. P Solvation energies. Total energy (hartree) for the system in
gas phase, af = 0 K. 9Scaled zero point correction energy (kcal/
mol). ¢ Reference 40\ Reference 17 or 18.Reference 9" Reference
41.

increases the assumption that the neutral sys#) and its
conjugate baseA() would exhibit a similar motion in the

solution medium becomes more acceptable. It is possible that
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