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We present a new energy decomposition scheme, which decomposes interaction energies into electrostatic,
polarization, and charge transfer contributions. The method is founded on the divide and conquer approach
but is only prone to errors introduced by the basis set and the applied Hamiltonian. We illustrate the method
by AM1/PM3 interaction energy decompositions on bimolecular systems and 64 water systems. Our
decomposition scheme also allows for screening of charge transfer or charge transfer and polarization from
intermolecular interactions. Screening of these interactions is illustrated by the charge analysis of a screened
64 water system. Our calculations indicate the importance of charge transfer, even for intermolecular separations
0.5-1.0 A from equilibrium.

Introduction will therefore be absorbed in the electrostatic energy contribu-
tion.*® More importantly, neither method is easily implemented

Modern simulation methods allow for the simulation of 5n4 the computational cost prohibits the treatment of large
thousands of moleculés3 Interactions between these molecules chemical systems.

are conv_eniently har_1d|ed by parametrized force fields_, based \ye present a new method that decomposes the interaction

on classical mechanicsMost force fields represent the inter- energy into electrostatic, polarization, and charge transfer

molecular interactions by a cpmblna}tlon of. electros_tatllcs and components. The method is an extension of an earlier decom-

Lennard-Jones fqrce; Force fields with explicit polariztidh postion approach that only incorporated polarization, using a

show that polarization accounts for up te15% of the continuum solvent modéf.Our method is founded on the divide

interaction energy:*3 Similar results have been obtained by 5. conquer (D&C) methd423 and is readily implemented

quantum mechanical methotis'® Although this amount is iy existing D&C algorithms. The D&C method is a linear scaling

significant, polarization is usually omitted or treated in an quantum mechanical approach, which routinely allows calcula-

average way through the proper choice of parameters, to avoidijon of |arge systems (up to 20 000 atoms). By division of the

the computational expense of polarizable force fields. system into subsystems, diagonalization of the Fock matrix of
Quantum mechanical phenomena, like reactivity and charge the total system is replaced by diagonalization of several smaller

transfer, cannot be handled by classical methods. Charge transfematrixes in the most expensive part of the calculation. Charge

has been shown to be important in binary clusters of small fiow between subsystems is controlled by subsystem overlap

compounds? It has also been shown by quantum mechanical and by the Fermi energy. We exploit these features in our

methods in our lab that as much as 2 units of charge are decomposition scheme to effectively screen interactions and

transferred between protein and water in solvated major cold jnhibit charge flow between subsystems.

shock protein A (CSPA)! These observations suggest that e tested our method on small bimolecular systems and on

charge transfer may also be important for the energetics of 3 64 water system. Although the method is not limited to a

solvated (bio-) molecular systems. particular Hamiltonian, only semiempirical ANfland PM35-27
Progress to calculate the contributions of electrostatics, calculations were performed due to a lack of access to other

polarization, and charge transfer to the interaction energy hasD&C programs. We hope to extend our calculations soon to

been made by Natural Bond Order (NBO) analsi8®and DFT methods to investigate the generality of our results.

Kitaura—Morokuma (KM) analysig° These quantum mechan-

ical methods work through the deletion of specific Fock matrix

elements connecting filled and unfilled orbitals. In both methods, TN€ory

the orthogonalization of atomic orbitals to assess charge transfer

is central. In NBO a weighted symmetric orthogonalization =~ The D&C method* 23 divides a molecular system into

procedure assigns orbitals to monomers, based on a maximunPverlapping subsystems. For each of these subsystentise

occupancy criterion. Since the occupied orbitals resemble Lewis localized RoothaarHall equation

structures, this criterion sometimes leads to ambiguous results

when resonant electronic structures are available, for example, F“C* = S'C*E* (1)

in C0,.18 In KM, unoccupied orbitals are implicitly orthogo-

nalized to the occupied orbitals of the other monomer. Most of is solved. WhereC® is the subsystem coefficient matrik® is

the overlap between antibonding orbitals of the one monomer the subsystem Fock matrix, arfif is the diagonal matrix of

and occupied orbitals of the other monomer will be assigned to orbital energies for subsystem S* is the overlap matrix, which

the occupied orbital. Part of the charge transfer energy termis equal to the identity matrix for semiempirical Hamiltonians.
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The local Fock matrix is built from the global Fock matrix: buffer region will always be empty for any finite buffer region.
) ) ) Also, infinitely separated molecules do not interact with each
F . if the basis functiong, andy, other, meaning that intermolecular charge flow does not occur.
F;fv = are in the same subsystem (2) Use of multiple Fermi energies will therefore give the same
0 otherwise total energy as obtained by using one global Fermi energy:
The global Fock matrix is constructed from the one-electron Eler,P.,,0,b] = E[eg,P,,,0,0] (10)
matrix H,,, the two-electron integrala¢|10), and the global
density matrixP,,,: The electrostatic contribution to the interaction eneigyg(can
then be obtained from
N N 1
o= P ;UZJWM“) - 5‘“"'1”)] P G) .= El&P. 0l — E[cP@0  (11)
Electron flow between subsystems is mediated through buffer Physically, this corresponds to the energy obtained by bringing
regions and indirectly through the Fermi eneegy The Fermi the infinitely separated system to equilibrium distance, without

energy is determined iteratively subject to the constraint that @ change in charge distribution. By allowing intramolecular
the total number of electrons is conserved. With the Fermi charge rearrangement, the contribution of polarization to the

energy, the occupation numbeng for each subsystem are interaction energyHy) is obtained:

calculated: " N
Epol = Eleg,P,,r,0] — E[ef,P,,,r,0] (12)

2
o __
N = 1+ expl[E® — e)/k ) The contribution of charge transfer to the interaction energy
Pl — €x)/KT] . > -
(Ect) can be obtained by allowing intermolecular charge flow:

wheree!* is the molecular orbital energy. Using these occupa-
tion numbers, the local density matrix for each subsystem
can be obtained from

Ecr = ElenP, 1.b] — E[¢%P, r,0] (13)

Errors in this interaction energy decomposition are introduced
N by the basis set, and the Hamiltonian used, and by the D&C
p* = Zn-"(c"-)c“» (5) approximation used in the calculationfer,P;,r,b]. The latter
uv 1 \™ul7 =i . . .. .
T can be eliminated by applying sufficiently large buffer regions

) ) ) or by performing a standard calculation, rather than a D&C
where N* is the number of orbitals in subsystem Every calculation, to obtairE[eg,P;,r,b].

subsystem consists of a core surrounded by two buffer I&jers.  Since By = Eqs + Epol + Ecr, Only three calculations are
These buffer regions are used to determine what information heeded to obtain all four terms. MoreovEfel,P..,r,0] can be
from the Iogal denglty matrixes should be used to build the gpiqined from the first SCF cycle in calculation ke, P,,r,0],
global density matrix: with P., as the initial density matrix. Therefore, only three full
. SCF iterations need to be performed to obtBjR, Ees Epol,

P = 3 Dl P () ~ AndEer

Results and Discussion

Yo X, is in the core ang, is in the core or
uv
oo = inner buffer region (or vice versa)(7) We implemented the interaction decomposition scheme in
0 otherwise our D&C program (DivCo#?29 for the AM1?* and PM3527

Hamiltonians. We first performed the interaction decomposition
The total energyE[eg,Py,r,b] of a multimolecular system is  on a series of bimolecular systems (Figure 1). The systems
obtained from studied were water with acetate, ammonia, methylamine,
LMW medthylar;:r?onium, dimethr)]/I phosphate, the two-wagerdsgstthem,
and methylammonium with acetate. Water was studied both as
ElerPpr.b] ZEZ Z(HMV+ FW)F’W+ Ecore (8) hydrogen donor and acceptor in the ammeniater and
w methylamine-water systems. Minimized configurations for
whereM is the total number of basis functions aBgheis the ~ these systems were obtained by AM1 and PM3-geometry
core—core repulsion. From this point on, the total energy is OPtimizations. We also performed AM1 energy decompositions
expressed as a function of the Fermi energy, the intermolecularon the PM3 optimized configuration of the ammonigater
distance ), the density matrix at this intermolecular distance SYSteém, with ammonia as the hydrogen acceptor, and on the
(P,), and the buffer regionbj. The interaction energy of a ~PM3-optimized configuration of the two-water system, since

multimolecular system can then be expressed as the AM1-optimized configurations of these systems show a
bifurcated hydrogen bond pattern (Figure 1E,G).
E, = El€xP,.r,b] — E[er,P,,,0,0] 9) Each subsystem consisted of one molecule, ane:tfewere

obtained in an iterative manner under the condition that every
The number of electrons per subsystem can be constrained bymolecule had its formal charge. Since the systems are small,
using multiple Fermi energies?, instead of one global Fermi  E[ef,P;,r,b] was obtained by performing a standard AM1/PM3
energyer. Moreover, electron flow between subsystems can be calculation, rather than a D&C calculation.
inhibited by applying zero-buffering; that is, every subsystem  We calculated the interaction energy curve for all bimolecular
consists only of a core. For an infinitely separated system, the systems. These curves were obtained by performing the
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Figure 1. Configurations and intermolecular axis of the bimolecular systems studied: (A) acetate and water (this is the minimized AM1/PM3
geometry); (B) acetate and water, a local AM1/PM3 minimum; (C) ammonia and water, with ammonia as hydrogen donor (note that this is a local
minimum); (D) ammonia and water, with ammonia as hydrogen acceptor, in the minimized PM3 geometry; (E) ammonia and water, with ammonia
as hydrogen acceptor, in the minimized AM1 geometry; (F) two waters in the minimized PM3 geometry (this is a local minimum for AM1); (G)
two waters in the minimized AM1 geometry; (H) methylamine and water, with water as hydrogen donor (this is the minimized structure for PM3,
and a local minimum for AM1); (1) methylamine and water, with water as hydrogen acceptor (this is the minimized structure for AM1, and a local
minimum for PM3); (J) methylammonium and water; (K) methylammonium and acetate; (L) dimethyl phosphate and water.

decomposition for several intermolecular distances along the energies will be identical. Hence, the PM3 core repulsion terms
intermolecular axis shown in Figure 1. Energy fractions for the will cancel in calculation oEp, andEct. The errors in the PM3
electrostatic, polarization, and charge transfer contributions werecore repulsion term will only have an effect on the electrostatic

also obtained. These fractions are defined as energy, since the corecore repulsion inE[eg*,P.,,0] and
E[er*,P,r,0] are different. Therefore, the PM3 electrostatic
100E,| energy of distances 1.0 A larger than the equilibrium distances

x=es,pol, CT (14) i be erroneously lowered.

For all systems studied, polarization contributes only a small,

The interaction energy curves and energy fractions for the stabilizing amount to the interaction energy. Polarization
acetate-water system of Figure 1A,B are shown in Figures 2 contributes maximally~6% to the interaction energy of the
and 3, respectively. Graphs for the other systems are plotted inneutral molecules studied and maxima#y.5% to the systems
Figure 6S-15S. with charged species. The notable exception is the acetate

For PM3, the interaction energy curves generally show wide water system in which water donates only one hydrogen bond
shoulders and local minima at distanees.0 A larger than the (Figure 1B for the structure, Figure 3 for the interaction energy
equilibrium distances. This effect has been attributed to errors decomposition) with a maximum polarization contribution of
in the PM3 core repulsion functic. Since E[er,Pr,r,b], 11.6% for AM1 at 2.625 A separation and 12.4% for PM3 at
E[ec*,Pr,r,0], and E[¢%,P.,,r,0] are all calculated at the same  3.00 A separation. Overall, for these small systems, polarization
intermolecular separation the core-core repulsion of these  contributes slightly less than what is seen in condensed phases

% e
S T BT+ Bl + [Ec]

pol
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Figure 2. Interaction energy decomposition for acetate and water, with water donating two hydrogens, in the configuration of Figure 1A: (A)
AML1 energies between 2.75 and 5.0 A; (B) AM1 energy fractions between 2.75 and 5.0 A; (C) PM3 energies between 2.75 and 5.0 A; (D) PM3
energy fractions between 2.75 and 5.0 A. The cross onxids indicates the minimized geometry.

(~10—15%)14 but is in the same range as was observed for the interaction energies vary from 3.25 to 3.88 A for AM1.
macromolecules in continuum solvent by York etal. Charge transfer is even more important in PM3: the contribution
The electrostatic contribution comprises100% of the of charge transfer to the interaction energy at equilibrium varies
interaction energy at intermolecular distances larger than 6.0 A between 31.0% for the methylammonitacetate system, and
(not shown in the figures). For PM3, the electrostatic energy is 88.9% for the methylammoniurwater system. The intermo-
destabilizing at intermolecular distances smaller than and equallecular separation at which charge transfer still accounts for 10%
to the equilibrium separation, with the exception of the salt- of the interaction energy varies from 3.63 to 4.50 A for PM3.
bridged methylammoniumacetate system (Figures 1K and The difference between the AM1 and PM3 results can be
14S). The electrostatic component of the interaction energy for explained by the difference in treatment of hydrogen bonds by
AM1 is stabilizing at these distances, with the exception of the these methods. AM1 favors bifurcated structures with nonlinear
acetate-water system, in which water donates only one O-:-H and N--H hydrogen bond8-:20 (Table 3). This means

hydrogen bond (Figures 1B and 3) and the ammeniater that orbitals on the hydrogen atom interact less strongly with
system in the PM3-minimized configuration (Figures 1D and the heteroatom in a hydrogen bond for AM1 compared to PM3;
7S). hence charge transfer is less favorable in AM1.

Charge transfer stabilizes the systems studied for every As a second application, we performed an interaction energy
intermolecular separation. For distances smaller than the equi-decomposition of a 64 water system. Since AM1 favors
librium distance, charge transfer constitutes a large fraction of bifurcated water structurés® (Figure 1G), we decided to
the total interaction energy (4®0%), since the orbitals overlap  perform these calculations solely with the PM3 Hamiltonian.
strongly. Interestingly, charge transfer also constitutes a large We obtained water configurations by performing a MD simula-
fraction, more than 10%, of the interaction energy at equilibrium tion for 330 ps on a cubix box of 64 TIP3P watétsjsing the
distance (Table 1) and distances up to 1.1 A from equilibrium molecular dynamics package ROAR #20Temperature (300
for AM1 and 1.7 A for PM3 (Table 2). For AM1, the K)and pressure (1 bar) were controlled with the NeB®over
contribution of charge transfer to the interaction energy at Chain algorithn®® and bond lengths and angles were constrained
equilibrium varies from 16.1% for the dimethyl phosphate  using the SHAKE algorithnd* We used a time step of 1.5 fs;
water system, to 76.5% for the acetateater system in which the Ewald summatidnwas used for long-range electrostatic
water donates 1 hydrogen bond. Maximum intermolecular interactions, and periodic boundary conditions were in effect.
separations at which charge transfer still contributes 10% to Snapshots of the water system were taken at 210, 270, and 330
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Figure 3. Interaction energy decomposition for acetate and water, with water donating one hydrogen, in the configuration of Figure 1B: (A) AM1
energies between 2.25 and 5.0 A; (B) AM1 energy fractions between 2.25 and 5.0 A; (C) PM3 energies between 2.25 and 5.0 A; (D) PM3 energy
fractions between 2.25 and 5.0 A. The cross onxtlais indicates the minimized geometry.

TABLE 1: Contribution of Charge Transfer to the Interaction Energy at the Equilibrium Separation

system figure red™! (A)a red™3(A)a % EcAML b % EcPM3b
acetate-water 1A 3.2351 3.0186 435 71.2
acetate-water 1B 2.6106 2.6106 76.5 75.4
ammonia-water 1C 3.0806 2.8637 63.7 52.0
ammonia-water 1D 2.7950 2.7950 47.1 55.8
ammonia-water 1E 3.1193 29.6
water—water 1F 3.0596 2.7687 74.1 58.7
water-water 1G 2.6062 66.5
methylamine-water 1H 3.5022 2.8077 31.6 54.9
methylamine-water 1 3.0874 2.8581 71.8 51.7
methylammonium-water 1J 2.9871 2.7900 35.1 88.9
methylammonium-acetate 1K 3.0880 3.0005 21.7 31.0
dimethyl phosphatewater 1L 3.7336 3.1230 16.1 56.6

2 Equilibrium separation? Fraction of interaction energy.

ps. We placed one molecule in each subsystem for the Both for PM3-optimized and -nonoptimized configurations, the
interaction energy decomposition and constrained the chargeelectrostatic energy contributegl0% and charge transfer60%
on each subsystem to zero. To calcul&fer*,P.,,,0], each to the interaction energy. Polarization accounts for about 1.5%
molecule was placed on a grid point of ax44 x 4 grid with of the interaction energy.
grid spacing of 10 A. A standard PM3 calculation was In Figure 4 the distribution of oxygen and hydrogen G¥I1
performed to obtairk]eg,Py,r,b], and periodic boundary condi-  charges for the PM3-optimized systems are shown at every step
tions were used throughout our calculations. Decompositions of our decomposition. We choose to graph CM1 charges, rather
were performed on the MD snapshots and on PM3 geometry-than Mulliken charges, since CM1 charges provide a more
optimized MD snapshots. accurate representation of the dipole mont@iarts A and B
Results for the decomposition are listed in Table 4. The of Figure 4 show the charge distributions after calculation of
magnitude of each of the energy terms increases upon geometnE[er*,P.,,0,0] and E[er%,P.,r,0] (these charges are identical).
optimization and the magnitude of the charge transfer contribu- This charge distribution corresponds to the charge distribution
tion increases slightly more than the electrostatic contribution. of a system in which the intermolecular interactions are solely
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TABLE 2: Maximum Intermolecular Separation at Which Charge Transfer Constitutes 10% of the Interaction Energy

system figure rloAMl (A)a r10PM3 (A)a ArloAMl (A)b Ar10PM3 (A)b
acetate-water 1A 3.75 4.00 0.51 0.98
acetate-water 1B 3.25 3.63 0.64 1.01
ammonia-water 1C 3.75 4.50 0.67 1.64
ammonia-water 1D 3.88 450 1.08 1.71
ammonia-water 1E 3.50 0.38
water—water 1F 3.75 4.25 0.69 1.48
water—water 1G 3.25 0.64
methylamine-water 1H 3.88 4.50 0.37 1.69
methylamine-water 1l 3.75 4.50 0.66 1.64
methylammoniumwater 1J 3.38 3.63 0.39 0.84
methylammoniumracetate 1K 3.38 3.50 0.29 0.50
dimethyl phosphatewater 1L 3.88 4.25 0.14 1.13

aMaximum intermolecular separation at which charge transfer constitutes 10% of the interaction @Béstgnce from equilibrium at which
charge transfer constitutes 10% of the interaction energy.

TABLE 3: Comparison of Hydrogen Bond Geometries at Equilibrium?

system figure angle AML PM2 bond AMI PM3

acetate-water 1A O-H---0 140.5 139.1 H-O 2.04 1.82
137.9 139.0 2.04 1.82

ammonia-water 1C N-H:--O 151.2 168.8 H-O 2.17 1.87

water—water 1F O-H---O 176.6 179.2 H-O 2.10 181

methylamine-water 1H O-H-*N 154.5 179.7 H-N 2.61 1.84

methylamine-water 1l N=H---O 173.9 175.7 H-0 1.96 1.78

methylammoniumwater 1J N-H:--O 151.8 168.5 -0 2.17 1.86

methylammonium-acetate 1K N-H---O 138.1 136.5 H-0 1.79 1.71
1375 136.6 1.80 1.71

dimethyl phosphatewater 1L O-H---O 140.6 124.4 H-0 2.44 2.02
140.8 144.8 2.44 1.84

2 The configurations of acetatavater, with water donating only one hydrogen bond (Figure 1B), and ammuter, with ammonia as hydrogen
acceptor (Figure 1D), have been omitted, since these structures are identical for the AM1 and PM3 calculations. The AM1 configurations of the
ammonia-water system, with ammonia as hydrogen acceptor (Figure 1E), and the biwater system (Figure 1G) have been omitted, since no PM3
calculations were performed on these configuratiéis.degreese In A.

TABLE 4: Interaction Energy Decomposition of 64 Waters polarization to electrostatics than in adding charge transfer to

time % % % electrostatics and polarization, as shown in Figure 5. Figure 5A
(ps) opt  End E.P Epol’ Ect® Ees Epo Ecr graphs the distribution of oxygen atom charge differences
210 no —225.75 485.70 —17.75 —693.70 406 15 57.9 between charg_es _obtlaln(.ed in calculatlﬁﬁeF“,Pr,r,O]_and
270 no —180.54 607.89 —15.64 —772.79 435 1.1 55.4  Eler*,Pa,r,0]. This distribution represents the charge difference
330 no —221.38 476.55-17.07 —680.86 40.6 1.4 58.0 on oxygen atoms in adding polarization to the electrostatic
g%g yes —ggg-gg ggg-gé —%-gg _332'23 gg-g ig 28-1 interaction. Figure 5C plots the distribution of oxygen atom
yes — . .56 —26. - . . . . ; a
330 yes —389.60 592.54 —26.95 —955.19 37.6 17 60.7 charge differences between charges fr&fes*P;,r,b] and

E[er*,Pr,r,0], representing the charge difference in adding charge
transfer to electrostatics and polarization. In Figure 5B,D the
same is done for the hydrogen charges. Figure 5 is for the PM3-
optimized configurations; Figure 17S, for the nonoptimized
configurations.

Parts C and D of Figure 5 show that the charge difference

aYes if a PM3 geometry optimization was performédh kcal/mol.

formed by electrostatics. Parts C and D of Figure 4 show the
charge distributions after calculation &e*,P;,r,0], which
corresponds to the charge distribution of a system in which the
intermolecular interactions are formed by a combination of "9 & <X . )
electrostatics and polarization. Finally, parts E and F of Figure distribution in adding charge transfer to electrostatics and
4 show the charge distributions after calculatiofEpds,P,,r ,b], polarization is peaked around zero, especially for the nonopti-
corresponding to the charge distribution of a system in which Mized configurations (Figure 17S). Moreover, this distribution
the intermolecular interactions also include charge transfer. In IS relatively sharp, in comparison to Figure 5A,B, especially
Figure 16S, analogous graphs are plotted for the nonoptimizedfOr the hydrogen atoms. This means that the charge on each
systems. individual atom dpes not char)ge .mugh in addmg charge transfer
The charge distribution of a water system in which the © the electrostatic and po[arllzat|on interactions. Adding polar-
intermolecular interactions consist of electrostatics only is a delta 1Zation to purely electrostatic interactions (Figure 5A,B) changes
function. Polarization transforms this distribution into a bell- these individual charges more: the mean for oxygen-€.06
shaped one, thereby shifting the mean of the distribution to charge units, for hydroger0.02 charge units.
higher absolute values. Charge transfer flattens this distribution, Although atomic charges change more in adding polarization
shifting the mean to slightly higher absolute values. This effect to electrostatics, than in adding charge transfer to electrostatics
is observed for both the optimized and nonoptimized systems, and polarization, energetically the latter is far more favorable.
the optimized system having slightly higher charged atoms than This can be seen in Table 4, where polarization only accounts
the nonoptimized system. for ~1.5% of the interaction energy and charge transfe9%.
Figure 4 suggests that polarization has a more dramatic effectintramolecular electron rearrangement (i.e., polarization) appears
on atomic charge rearrangement than charge transfer. Indeedto be relatively facile, but the net increase in the interaction
the charge on each atom changes more through the addition ofenergy, in our case, appears to be relatively small. This
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Figure 4. Effect of electrostatics, polarization, and charge transfer on the oxygen and hydrogen CM1 charge distribution of the PM3 optimized,
64 water system: (A) Oxygen charge distributii = Ees Epa = Ect = 0; (B) hydrogen charge distributioftiy = Ees Epol = Ect = 0; (C)

oxygen charge distributiotkiy: = Ees + Epoi, Ect = 0; (D) hydrogen charge distributioBin = Ees + Epoi, Ect = O; (E) oxygen charge distribution,

Eint = Ees + Epo + Ect; (F) hydrogen charge distributiofgne = Ees + Epol + Ecr

observation is in agreement with NBO studies using ab initio of these Hamiltonians, we observed that charge transfer
methods by Reed et &.Charge transfer appears to have a contributes a significant fraction to the interaction energy of

smaller effect on the intramolecular electron distribution. Despite all systems studied. This contribution is not only significant

this, the net transfer of charge from one monomer to another when intermolecular distances are small, but also at equilibrium
has a large effect on the total interaction energy, which, again, distances, where it accounts for betweeh5 and~90% of

is in agreement with NBO resultS. the interaction energy. Even at distances—A® A from
_ equilibrium, charge transfer is energetically still significant,
Conclusion comprising~10% of the interaction energy.

We presented a new method that decomposes the interaction Our method also allows the screening of either charge transfer
energy of any system into electrostatic, polarization, and charge©f charge transfer and polarization from the intermolecular
transfer contributions. The method is grounded in a divide and interactions. This makes a detailed study of the effect of
conquer approach but only introduces errors related to the basiselectrostatics, polarization, and charge transfer on the charge
set and Hamiltonian used. We performed a series of testdistributions of the system of interest possible. We illustrated
calculations on bimolecular systems and a 64 water system,this approach by analysis of the effect of polarization and charge
using the AM1 and PM3 Hamiltonian. Within the limitations transfer on a system of 64 waters. Polarization has a dramatic
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Figure 5. Distribution of CM1 charge differences per oxygen/hydrogen atom on inclusion of polarization and charge transfer for the PM3-
optimized, 64 water system: (A) distribution of the charge difference on oxygen atoms in adding polarization to the electrostatic interaction; (B)
distribution of the charge difference on hydrogen atoms in adding polarization to the electrostatic interaction; (C) distribution of the feharge dif

on oxygen atoms in adding charge transfer to the electrostapolarization interaction; (D) Distribution of the charge difference on hydrogen
atoms in adding charge transfer to the electrostatigolarization interaction.
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