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A theory that predicts the rate of a dissociative proton-coupled electron-transfer reaction is presented. The
electron and proton transfer is treated as one quantum event that is driven by the coupling of the respective
charges to the solvent’s orientational polarization. The final state, where both electron and proton have
transferred, corresponds to a repulsive surface for the proton motion. Consequently, the reaction products
include a dissociated proton-transferred species. The origin of the repulsive surface is attributed to a combination
of the hydrogen bond’s relative weakness and the role of the solvent’s electronic polarization in aiding the
dissociation. The rate constant depends on the reaction free energy and reorganization energy, the bound
state energies and wave functions in the initial proton surface, and the parameters of the proton final state
repulsive surface. The rate constant can be quite large and should provide a reaction pathway competitive
with consecutive electron and proton transfer.

I. Introduction

Coupled electron and proton transfer is a reaction pathway
of some generality that has stimulated experiméntaland
theoretical studie¥~28 Often, it is difficult to decide whether
the process is consecutivelectron transfer followed by proton
transfer (ET/PT) or vice versa (PT/EFdr a concerted process,
where the two species transfer together in one quantum

mechanical tunneling event. When the electron and proton are
associated with the same atom, the coupled transfer can be

considered as a hydrogen atom transfer, complicating the

distinction between concerted and consecutive mechanisms. In

this work, we will focus on concerted electreproton transfer
(ETPT) where the acceptors for the electron and proton are
different species, thus precluding hydrogen atom transfer.
Furthermore, we shall consider reactions where the final state
is dissociative and denote the process as DETPT. As a
consecutie process, the reaction may be schematized as

A + R,OH-*NR, —= A~ + [R,OH-*NR,]"" —>

A™ + [R,0-HNR,]" 2= A~ + [R,0] + [HNR,]"

—_—

As aconcertedprocess, the reaction is

Scheme 1

DETPT

A + R,0OH-*NR, —— A" + [R,O]' + [HNR,]

A tyrosine labeled conventionally as'Ys hydrogen bonded to

a nearby histidine residue. This tryrosine is oxidized to a tryrosyl
radical and re-reduces P68Go P680. The proton in the
tyrosyl—histidine hydrogen bond transfers from the phenol to
the nitrogen of the base, and there is no evidence for a hydrogen
bonded proton at a well-defined distance. Thus, the postulation
of a dissociative step is introduced. An extensive study by
Linschitz and co-workeP835of the quenching of triplet g by
henols in the presence of substituted pyridines does provide
unambiguous evidence for concerted DETPT. The phenoxy
radical and the protonated base are the observed reaction
products, in addition to §'~, demonstrating the concerted
nature of this DETPT reaction. As another example, radiation-
induced electron-transfer reactions of substituted phenols in low-
temperature glasses show the production of the phenol radical
cation that disappears upon warmi¥gBut, also seen within

the time scale of the initiating pulse is formation mfienoxy
radicals, indicating a dissociative pathway. And, in polar
solvents, the immediate, exclusive reaction product is the
phenoxy radical. Thus, this is an example where both consecu-
tive and concerted reaction pathways are present with the
ultimate products corresponding to DETPT.

In previous work on ETPT we have stressed that an enhanced
pK, of the hydrogen-bonded complex upon electron transfer
favors the concerted mechanigtf the proton surface after
ET is sufficiently “tipped” to a downhill direction, then what
was a double well proton potential may now have just a single
minimum corresponding to the proton having transferred. Such

The concerted process involves the simultaneous transfer of ama situation is favored by strong hydrogen bonds or, equivalently,

electron and proton, with the proton final state characterized by small flanking group distancé$.In this regard, recent ab

by a repulsive potential energy surface (pes). initio studies of phenol watét and phenol M° hydrogen-
There is ample evidence of reactions that lead to the overall bonded complexes have shown that the radical cation complexes

conversion to yield the product species as shown in Scheme 1,have flanking group distances that are significantly shorter than

though it is not easy to prove that the process is consecutive.the corresponding neutral complexes. This suggests the pos-

In the realm of biology, a step in the chain of charge transfers sibility of vanishing or small barriers for the cation’s proton-

in the photosystem Il oxygen evolving complex (PSII/OEC) may transfer surface. Furthermore, when additional waters are added

provide an example of DETP%2933 There is a reaction center  to the cation radical complex the proton-transferred forms

chlorophyll P680 that has been previously oxidized to P680 become the stable speci®st-or the cation radical of phenol
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hydrogen bonded to ammonia, Bertran and co-workers found initial and final eigenstates, when the final proton state is
that only the proton-transferred species was st&bdeconclu- characterized by a repulsive pes. Then the sum over final proton
sion also reached by Yi and ScheirféThey also found that  states becomes an integration over a continuum of states, and
increasing the number of coordinated ammonia molecules makesbound-unbound FC factors need to be evaluated. The issues
the proton-transferred species more stdblEhese works show  are similar to those that arise in electron-transfer reactions that
that after ET, when a cation is formed, there is a strong tendencyinvolve bond-breaking® 8 Recent work by German and
for the proton to transfer too. Of course, this does not necessarilyKuznetso¥® suggest several approaches to the evaluation of the
imply that the proton-transferred species will dissociate. Once bound-unbound FC factors in the context of bond-breaking
the proton has transferred, dissociation is governed by the electron-transfer reactions. If the motion along the repulsive
relatively weak, but still bound, [fO-+-HNR;]** hydrogen bond. surface for the dissociation can be treated classically, then
With regard to the fast degrees of freedom (with respect to the simplified expressions can be generated for the rate constant.
transferring charge), the appropriate surface for discussingWe will follow a similar strategy here.

proton transfer (and also ETPT) is tk&ctronicallysolvated The plan of the remainder of this paper follows. In section I
proton pes, which we have referred to agedssurface®® The the rate constant for DETPT is formulated and manipulated into
solvent's electronic polarization is fast relative to the proton an expression suitable for numerical evaluation. Section IlI
motion, and the relevant surface is actually an electronic degreesconstructs the electronically solvated potential energy surface
of freedom solvated potential of mean force. This solvation, that can account for proton dissociation. The rate constant is
when added to the gas-phase hydrogen-bonded surface, can beumerically evaluated, and its dependence on the relevant
sufficient to produce a repulsive surface. Thus, in view of the parameters is explored, in section IV. Our conclusions are
experimental evidence, and the calculations presented below,summarized in section V.

there is reason to assert that the proton-transferred species can

dissociate on the basis of a repulsive pes. As such, it is worth Il. Rate Constant Formulation

extending our previous ETPT theory to this dissociative case. Tg evaluate the rate constant describing the concerted charge
In addition to the pels surface, the slow nuclear degrees of transfer, it is convenient to work in a basis of localized initial

freedom (the solvent’s orientational polarization in dielectric and final electron/proton states that we denote respectively as

continuum languadé49, also must be accounted for in a 1 and 2. All the terms in the Hamiltonian describing the solute

charge-transfer theory. For ETPT, we previously provided and solvent are diagonal in the localized basis except for the

two approaches to the calculation of a rate constant, termedterm proportional to the electronic coupling that is respon-

the double-adiabatic (DA) and the two-dimensional (2D) sible for the transfer. 1fVg is sufficiently small, then the

approached’ 24 In the DA theory?? ET is coupled to two transition rate between states 1 and 2 is given by the Golden

modes-the solvent polarization (treated classically) and the rule expressiot#49

proton displacement in the hydrogen bond interface. For ETPT,

the proton does not undergo a small displacement. Rather, it Ve,2

actually does transfer. In the 2D approach, the electron andk:_Zzpu'szz|m2j|H1j'm2|5l’zn|X1n'm2 X

proton are both considered as quantum objects in a two- R T F T A

dimensional tunneling space, with one tunnel coordinate for the 5(E1," — Byt ey — €& (2.1)

electron and one for the proton. That both electron and proton

are tunneling in one quantum event is conceptually clear in this The energies; (e;,), vibronic wave functiondT; (i) (i = 1,

approach. The condition that tunneling can take place is the ) and Boltzmann factorBy; = e EikT/Qq(p1y = e <1'eT/Q)

equality of initial and final energies of interaction of the electron gre those of the solvent polarization (proton mode), and the

and proton with the solvent. These energies are parametric onsquares of the terms |rj are the corresponding Franeondon

the solvent nuclear configuration, as in conventional ET factors. As we shall treat the solvent polarization classically

theory®*#> We are therefore making the same separation and the proton initial state mode quantum mechanically, it is

between the fast electronic solvent polarization (to construct convenient to write the energy conservatidunction in the
the pels surfaces), the intermediate speed transferring chargegormso

(electron and proton), and the slow orientational polarization
of the solvent that is made in the Marcus formulation of electron- 5(E1j, — Ez,' +ey — €)=
transfer theory#4°
Due to the mass disparity between the proton and electron, fde O(Ey — By —€) O(e + ey — &) (2.2)
the 2D tunnel path may be approximated as a “zigzag” path
where the proton displaces adiabatically along its coordinate to
a certain configuration that permits the electron to tunnel (one-
dimensionally) along its coordinafé.Then, the proton, with V.2
the electron now in its final state, relaxes to its final state. This el
restricted tunnel path leads to a rate constant expressionk: _zfde Z'Olﬂ zMZ"'Xl”'D]Z Ofers — €t €)
involving an electronic matrix element that connects the electron h " " N ) ) _
in its initial and final states and a series of Frar€@ondon 7:dt g(cHACWhgltHaI gty (5 3y
factors for the proton before and after transfer. The resulting
expression is the same as that obtained by using the DA The solvent orientational polarization mode has been reexpressed
approach, but the method of derivation clarifies the nature of by Wrmng its energya function as a Fourier time integra| and
ETPT. introducing the Hamiltonian$d; (H,) corresponding to the
The DA approach provides a convenient starting point for a polarization for the initial (final) electron/proton stafésThe
DETPT theory. The principle modification is the treatment of reaction free energy difference is denoted &8°. In the
the Franck-Condon (FC) factors for the overlap of the proton classical limit, the polarization contribution*%s

The use of eq 2.2 in eq 2.1 permits separation of the sums over
the two modes as
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+°°dt ei(s+AG°)t/h|:eitH2/h efitHllhDZ
[A21AksT1V exp[—(e + A+ AG®) 4 ksT] (2.4)
where the solvent reorganization energy is denotedias

Introducing a time Fourier representation of theiy — exn +
€) function lets us express eq 2.3 in the form
Vel2

1 +eo , . .
[lskBﬂﬁfde S 3 Jda [dd pi(aq|p - it)
P20, lit) exp[~(A + AG® + €)7/4A kg T] (2.5)

1
27h

where the coordinate) space density matrices for the proton,
of the indicated complex temperatur@s= 1/kgT), are defined
as

PrG1B = 11) = ) 1@ zam(@) € O
n

PAAL 1) = 2on(@) () € P (2.6)

The Gaussian integration over the energy variahite readily
carried out to yield

2
Ve 1

k= A Q

+oo0 dt ' ' .
Joo % Jda fdd i@ —it)
po(a,qf Jit) @ AR T (5 7)

This expression is convenient for introducing the classical
approximation to the final state surface as
sy — o (it ,

pa(a,alit) = e V4D 5(q — o) (2.8)

The use of this classical approximation in eq 2.7, with
reexpression of the, density matrix in terms of the wave
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the coefficientcy = wd27.4952The frequencyws characterizes
the rate of the solvent polarization fluctuations and is typically
around 10 pg3 The activation energy is also somewhat
decreased?®

[ll. Construction of the Repulsive Surface

The rate constant formalism presented above assumes a bound
initial and a repulsive final proton potential energy surface. The
appropriate surfaces are a sum of the gas-phase and electroni-
cally solvated surfaces. We refer to a proton potential surface
solvated by the electronic polarization of the solvent as a pels
(proton electronically solvated) surface. The origin of this
electronic solvation is the time scale separation between the
(slow) proton and the (fast) electronic degrees of freedom of
the solvent (its electronic polarization). The solvent’s electronic
degrees of freedom instantaneously adjust to the solute config-
uration. In essence, the pels surface can be viewed as a potential
of mean force for the solute’s hydrogen-bonded-proton position,
in a zero temperature (ground-state) electronic degree of freedom
solvent?3 Of course, the rate constant also depends on the slow
(with respect to all the other degrees of freedom) orientational
polarization of the solvent, as embodied in the reorganization
and free energy terms that contribute to eq 2.9.

For the proton surface when the electron is in its initial state,
the effect of electronic solvation can be important numerically.
However, it is not critical in the sense that the surface will still
be of a double well form and, for the proton initial state, give
bound state energy levels. For the electron final state, and when
the proton has transferred, the relevant coordinate is tf@-fR
HNR;]** hydrogen bond stretch. For cation radicals of this type,
the dissociation energy for the hydrogen bond stretch is around
4 kcal/mol?® Such energies are typical of hydrogen bond
dissociation energie¥.The binding energy is sufficiently weak
that the increasing electronic solvation of the solute as the
hydrogen bond stretches is capable of converting the bound
surface to a repulsive surface. The enhanced solvation with the
bond stretch arises from the increasing charge separation as the
hydrogen-bonded cation radical is dissociated. To motivate this

functions of eq 2.6, and another Gaussian integration, produces,int “consider the usual treatment of solvation for obtaining

our working result:

V2

el

Hiken
expl—(L, + AG® +Vy(q) — €1,)14145T] (2.9)

k P [ A0 Y2y (@)1?

If only the ground vibrational state in the initial proton pes were
to contribute to the rate, eq 2.9 would reduce to
2
Vel

_ p1(0,01)
ke ¥ Q
expl—(As + AG® + V,(0) — €;0)/4AKksT] (2.10)

This rate constant may be viewed as an effective activation
energy that ig-dependent (the exponential term), averaged over

the probability density of the proton. For realistic parameters,
typically more than one initial proton state will contribute to
the rate constant, so eq 2.9 will have to be evaluated.

reorganization energies in electron-transfer thé®py. The
dependence of the reorganization energy on the sepaiiipn
of two ions of radiiay andap is

1 1 1
As~ (Ae) [ZaD+2aA R

(3.1)
whereAe is the charge transferred in the reaction. There is an
increase in solvation energy of magnitudes?(1/dap) as the
solute is separated from the contact distadgg to infinity
(dissociation for the reaction considered here)

The pels surface can be thought of as arising from the
following effective Hamiltonian

A1 2
8”(1 em)fer

where Hs is the gas-phase Hamiltonian of the soltftelhe
solvent properties enter throudh, the instantaneous electric
displacement when the solute is in a given configuratibare

H=H, — (3.2)

The above derivation uses the Golden Rule, nonadiabatic characterized by the proton coordingteande., is the solvent’s

version of charge-transfer theoWlf the couplingVe becomes
sufficiently large, on the order of the temperature, then the

adiabatic limit of charge-transfer theory is obtained. In that case,

the coefficientena = VeA[AksT]Y2 in eq 2.9 is replaced by

high-frequency dielectric constant. In accord with the solvation
being purely electronic, the high-frequency dielectric constant
of the solvent appears, as opposed to the static dielectric constant
that would be appropriate to equilibrium (Born) solvation. The
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Figure 2. DETPT rate constarkas a function oAG® for 1s= 0.125,
0.25, 0.5, and 1.0 eV. A& increases, the curves shift their respective
maxima to more negativAG°® values. The decay parameter of the
fepulsive surface is = 10 AL

Figure 1. Lippincott—Schroeder gas-phase surfafgq) (solid line)
and electronically solvated pels surfaWf®Yq) = Vy(aq) + VE0)
(bold line) as a function of the oxygetiydrogen distanceg. The
electron has transferred, and the coordinate describes the breaking o

the O--H hydrogen bond. The pels surface is repulsive. The parameters . - . .
of the gas-phase surface are given following eq 3.4, those for the IS repulsive in character. We fit it to an exponential form for

electronic solvation following eq 3.3, and those for the fit to the pels Convenience in the evaluation of the rate constant values:
surface following eq 3.5.

Vi*{q) = D,e (3.5)
D field depends parametrically on the solute configuration. The
second term of eq 3.2 provides a general expression, within The valueD, = 1.8 eV andk = 10 A~ fit the pels surface in
the context of a dielectric formalism, for obtaining the depen- Figure 1 quite well.
dence of the electronic solvation on the proton coordinate. The Clearly, the particulars of the surface in Figure 1 can only
pels surface is obtained by adding this factor to the gas-phasebe viewed as illustrative. In this regard, studies of pure proton-
pes inHs. As a simple model for this solvation, we may treat transfer reactions also rely on the construction of proton surfaces,
R;0--*H"NR; as a dipole, from the fO moiety, and a charge, and such studies could provide alternatives to the methods used
from the H"NR, moiety. The solvation contribution to eq 3.2 here®® 69 For example, in a previous calculation, we used

can then be worked out as a function of the-8®l distanceq. molecular dynamics to obtain a pels surf&c®r studying a
The result for the interaction energy between the dipole of proton-transfer rate constant. This scheme proceeds by using
magnitudex and the charge (the analog of the Bap term in inducible dipoles on each solvent molecule. For each position

eq 3.1) that gives the excess over the individual solvation parts of the hydrogen-bonded proton, the electronic solvation energy
(the analog of the &k and 145 terms in eq 3.1) can be worked  is obtained by solving for the induced dipoles, parametric on
out by methods similar to those used for two & obtained the solvent’s and solute’s nuclear configuration. An average over

on the basis of more general methodologfe$he result is a representative equilibrium sample of nuclear solvent configu-
rations is taken, for a fixed proton position. This procedure is
Is 1\ue repeated for a succession of proton positions to map out an
Vo ~|1-=}5 (3.3) ositior
ol P averaged (over the solvent nuclear configurations) pels surface.

The result is quite similar to the dielectric evaluation carried

Usinge = 1 andu = 5 D as representative values, the scale of Out above.
excess solvation is around 28(7) kcal/mol for a contact distance

of 2.5(5) A. IV. Evaluation of the DETPT Rate Constant
The gas-phase surface will be based on a Lippircott  The expression for the rate constant given in eq 2.9 is readily
Schroeder form (LS} evaluated. While the bound state eigenfunctions and eigenvalues
should be those of the left localized states in the double well
Vg(qRow) = pe RN DJ1 — *“o(q*do)z’zq] + initial proton pes, for simplicity we have used an oscillator
L~ i(Ron—0—n)¥2(Ron—0) approximation for these quantities. Only for states close to the
CDJ1 —e ™" " " (3.4) double well barrier could this cause a significant error. The

Boltzmann factors for these states renders their contribution to
as it is a reasonable description of, e.g., an OHN hydrogen- the sum in eq 2.9 sufficiently small that the changes to the rate
bonded system, at least if some if its parameters are adjusted tazonstant from a more careful treatment are quite small. The rates
fit ab initio data>” Ron denotes the heavy atom framework will be slightly underestimated by our procedure, as the softer
separation. The parameters we use are as folldws: 2.4 x surface would produce somewhat more barrier penetration of
103 kcal/mol;a = 9.8 A~%; D, = 110 kcal/mol;do = 0.95 A; the proton initial state probability than is obtained for a harmonic
dy = 0.97 A;C = 0.85;n0 = 9.18 A"%; ny = 13.3 A~1. With approximation, and the energy levels would be somewnhat lower.
these choices of parameters, the LS surface can be used to “Marcus” plots—the rate constant as a function 86°—are
represent the stretching and breaking of the hydrogen bond forpresented in Figures 2 and 3 for several valuesigfthe
the final state where the electron and proton have transferred.reorganization energy, and for two values «f the decay
The surface is plotted in Figure 1. The addition of the electronic constant of the repulsive proton surface. We have ¥sed 1
solvation component from eq 3.3 (with a cutoff at contact) to  cm2 throughout as an electronic coupling matrix element value.
the LS surface provides the pels surfavg®'(q) = Vy(q) + The striking feature of these results is that the magnitude of
\/?'S(q), shown in Figure 1. The distance 2.5 A that we use for the maximum rates are all quite close to each other, though,
the contact distance essentially corresponds to the ON distancenaturally, the maxima occur at differing values AG°. The
in the hydrogen-bonded cation radical. The resulting pels surfacesimilar rate maxima come about because the continuum of final
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. of a trace over the solvent degrees of freedom lets us write eq
>0 2.1as
4-10° 2
Vel dt
3-10° k=— —
kis™] A ZZI h
[3 . 1S, 1S,
2-10 Pure ol Xln’u]z e—l(elnv—egn)t/hTrpleletlhe—lH1tlh (4.1)
1-10°
Taking the classical limit of the solvent contribution, with
1Ts T s 5 coordinates that we shall denote collectivelyxas
AGO[eV)

iH3Uh, —iHjyn _Classical i(Va(X)—Va(X))t/h
Figure 3. DETPT rate constarktas a function oAG® for As= 0.125, TrPle e fdx Pl(x) € (4'2)

0.25, 0.5, and 1.0 eV. A& increases, the curves shift their respective
maxima to more negativdG° values. The decay parameter of the
repulsive surface is =5 AL,

and expressing the proton FrargBondon factor in terms of
the density matrices as defined in eq 2.6, provides the expression

Ve hogt : :
800000 k= ?el _: P qu qu’ p(A,d' |8 — it) po(a, it) fdx

i(V2(0)—V1i(9)th
oo Py € (4.3)
Now using the classical approximation pg given in eq 2.8

-1
k[s7] 400000 and reexpressing; in terms of Franck Condon factors then

200000 yleld
6 7 8 9 10 VE|2 2 ot
. k= 2 pun [ lan(@F [, [P0
Figure 4. DEPT rate constark as a function of: (bold line) s = expﬂ(Vz(x) — Vl(x) — (€1n' — Vz(q))t/h] (4.4)
0.125 eV andAG° = —0.125 eV; (solid linefs = 0.5 eV andAG® =
—05eVv. The final step is to carry out the time integral to obtain
proton states provides many opportunities for the quantum 27TVe|2
transition. This is in marked contrast to ETPT where both initial k=——% p, f dq 14(@)1? f dx Py(x)
and final electron/proton states are bound, and the rate constant h &=
values depend quite sensitively on the number and energies of O(V,(¥) — V1(¥) — (€10 — V()
the final bound state®.Another view of the rate can be obtained
by plotting it as a function of for fixed values ofls andAG°. 2‘7rVe|2
In Figure 4 we do so fok values spanning-510 A-1, where =—— o J A2y (@) * Pyr(@) J@)  (4.5)
it is seen that the dependence is dramatic. h =

The qualitative dependence kfon the free energy of the o6 i the factoP1y(q), g is the set of values that satisfy the

reaction is easy to understand. A&° decreases and, in terms o function energy conservation condition in eq 4.5 for a

of this criterion, becomes exothermiG® < 0, the (positive) particular proton initial energy.y and J(g) is the Jacobian
reorganization energy is increasingly canceled. This tends 10y, hqf0rming the energyfunction to the coordinate one to carry
increase the rate constant. Further increase in exothermicity will out thex integration. The formulation in eq 4.5 shows that the
then decrease the rate constant. As evident in Figures 2 and 3,50 constant can be viewed as arising in part from a set of
increasingAs will shift the maximum in the corresponding  4ctivation energy factor®us(q), evaluated at a set ofvalues
Marcus plot to greater exothermicity. The complicating factors bt js determined by the line of intersection of the initial and
are the presence of the energy levels and the final state iy, state energies in g—x two-dimensional space. If the
surfaceVx(q) in the activation energy, and the equilibrium-  yansition were completely classical, that is, if we also treated
weighted proton probabilities. The rate maximum, and the the proton initial state as a classical degree of freedom, then
slower decrease in rate with more negativ€® values past the activation energy contribution to the rate constant would
the rate maximum, is similar to what is found for ET rates based pe determined by the minimum energy point along the line of
on coupling the electron to two nuclear modes, one treated jhiersection in the two-dimensionat-x space? In the present
classically (the solvent) and the other quantum mechanically case, there is a range gfvalues that will contribute to the
(a bond displaced in the ET reactioh). effective activation energy. The range of contributipgalues
With regard to the effect of the final state surface, the greatestis determined by the overlaps of the equilibrium-weighted proton
sensitivity is tok, the decay parameter of the repulsive potential. probability factors for each level and tHey (qg) activation
Figures 2 and 3 show that decreasintp 5 A~ leads to rate energy factors. This viewpoint shows that increasingchalue
maxima for the Marcus plots at perhaps unrealistically large to give a more repulsive surface serves to incréagéq) for a

(negative)AG® values. This important dependencekobn « given value ofg. In effect, the activation energy is reduced and
can be analyzed by reformulating the expression for the rate this corresponds to an increase of the exothermicity toward the
constant in eq 2.1. Expressing the energy conservétfanction activationless point. Thus, as in more conventional charge-

as a Fourier time integral, noting the independence of the solventtransfer reactions, the rate constant is again most sensitive to
and proton modes, and representing the solvent part in termschanges in the reaction exothermicity.
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decay constant. For a reduced mass of 100 amu, as an estimate
of the final proton state fragment magsy ~ 1 whenx = 10
3.10° A-1 Thus, for such a steeply repulsive pes the classical
approximation becomes questionable. However, the alternative
of using semiclassical approximations to the FranClondon
factors between the bound initial and unbound final proton
surfaces that enter eq 2.3 would introduce uncertainties that are
difficult to quantitate. It is also the case that the validity of the
classical approximation depends on the characteristics of the
bound state proton surface. To this end, we are examining
-1.5 -1 -0.5 0 . . . . .
0 semiclassical approximations to the Fran€ondon factors in

AGT[eV] eq 2.3 that can be compared with exact quantum mechanical

Figure 5. DETPT rate constark for deuterium (bold line) versus results to assess their validity.

e eoaeet with the Fydrosemdestonum raie 1o b mors than Ve explored the dependence of the rate on the parameters
a factor of 2. ydrog and found that the shape of the plots lofversusAG® are
' reminiscent of those found for a Marcus one classical (solvent)
It is of interest to replace the proton with a deuteron. That and one quantum (bond) mode ET theory. The rate valu_es
depend sensitively on the decay parameter of the repulsive

will mainly influence the states in the initial proton surface, i tace b h . 45 th Isi ;
because this motion corresponds to the proton/deuteron stretchProton surface because, as shown in €q .o, th€ repulsive surface

For the final state surface, it is the heavy atom framework that tmhay be tylewed tﬁs prlonldlr\;g'tﬁ]-ﬁepeg?em) contr|ptut(|ion ;[‘(?[h
is moving and there is only a negligible reduced mass effect. A € reaction exothermicity. YWith regard to the magnitude ot the

. _ 1 ;
Marcus plot comparing proton and deuteron rate constants isra:e cpntsrt]ani,@t_hfmchmcle o |1 ctrrl]rr %r_octi)uctz_esl_mfetmmhum
given in Figure 5. The proton/deuteron rate ratio is no more rates in the ps ~range. n the adiabatic limit, where

than a factor of 2. The deuteron rate constant should decreaséhbe ra:tg pre;actor f's g'Ve'?tb;A = od Zﬁ] the rat((ei'lngrftelasesl by i
relative to the proton rate constant, because the deuteron? ! q 185 esﬁ %hma?m USE_OF\F’:?F N |n02|at 2 ta ¢ vatuet °
probability densities are considerably narrower than those for aroun ps = Therelore, canlead to rate constants

the proton. However, the lower energies that the deuteron statesthat aret q('i"ti)large' Ij:lowetver, SETPT’tat I?a;:;y trﬁ mechanism
occupy in the initial proton well with their associated larger presented above, will not produce rates in p3 " range,

thermal probabilities serve to partly compensate for their as has been fo_und for_ some ET_and PT reactions. As we_have
narrower wave functions. Thus, the predicted isotope effect is discussed prewousl‘y,m contrasting the consecutive reaction
relatively modest. pat.hwlay, ET/PT, with the poncerted pathway, ETPT, the
limitation on overall conversion for ET/PT is that of a rate
limiting step, while, for ETPT, the longer tunneling path required
to quantum mechanically transfer the electron and proton limits
In this article we extended the theory of concerted ETPT to the rate constant’s magnitude. For DETPT there is the same
DETPT, dissociative ETPT, where the final proton surface is a |imitation as for ETPT; nevertheless, the rate constants can be
repulsive surface. The main ingredients that lead to the rate quite large. Thus, DETPT may be a dominant channel for
expression given in eq 2.9 are the repulsive nature of the final coupled electron and proton transfer.
state proton surface and a classical treatment of the density |n the coupled proton electron transfer for the photosystem
matrix that describes this surface. The repulsive surface wasj| oxygen evolving complex (PSII/OEC) that we discussed in
constructed by electronically solvating the surface for breaking the Introduction, rates on the order of 30" s are
the hydrogen bond as the cation radical dissociates. Use wasphserved? Furthermore, recent experiments have examined the
made of the separation between the fast electronic solventjsotope effect on the rate and found a roughly 2-fold rate
polarization and the slow, relative to this polarization, proton decrease upon deuterati¥h.Both these observations are
motion to define the pels surface as a potential of mean force. consistent with the DETPT rate mechanism proposed here.
In contrast, the energetic interaction between the solvent andynfortunately, in the work of Linschitz and co-workefsthe
the transferring charges is evaluated parametrically on the quenching of the proton-transfer complex hy @ a bimolecular
solvent configurations, because the solvent's orientational process, so we cannot compare our (unimolecular) rate constants
polarization is slow compared with the proton and electron time ith their rate constants. However, they also investigated the
scales, as in electron-transfer theory. Thus, both the fastisotope effect and found a roughly 2-fold decrease of the
electronic polarization and the slow orientational polarization quenching rate upon deuteration.
effects enter the ETPT rate expression. These features lead to
an activation energy expression that is specific to each initial ~ Acknowledgment. The financial support of the National

proton state, because the proton is treated quantum mechanicallyinstitutes of Health (Grant GM 47274) is gratefully acknowl-
For the proton final state, its continuum of energies on the edged.

repulsive surface leads to an integration over the final state
coordinate or, equivalently, final state energies. This “averaging” References and Notes
over final state energies leads to rate constant values that can
be large for suitable values of the solvent reorganization energy

k[s—l] 2-10°
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