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The effect of mixing-induced inhomogeneity on the bistability hysteresis of the arséwitate reaction was

studied experimentally in a CSTR, involving a single premixed feedstream, and by simulation using the
coalescenceredispersion model. Conditions were chosen for which the system may be described by a single
dynamical variable. It was found that reduced stirring causes the hysteresis loop to contract and to remain
inside the high-stirring loop. The steady-state probability density functions were constructed from the fluctuating
time series and were found to be gaussian. They represent the stochastic description of the macroscopic
stirring effect. The agreement of experiments and simulations confirms the micromixing scenario and the
appropriateness of the mixing model.

1. Introduction symmetry breaking in crystal precipitation from a stirred
i . . o ) medium® The CSTR inhomogeneitiy arises primarily from the
While traditional chemical kinetics deals with homogeneous ncomplete mixing of feedstreams with each other and/or with
systems, the study of stirring effebfshas shown that, in flow  he reactor bulk rather than from the nucleation process
reactors, the ideally mixed, homogeneous limit is often not ;csgciated with a nonequilibrium phase transi&én.
achieved and that _|r_1homogene|t|es vx_/hlc_h survive the miXing  Hence, the effects of the mixing-induced inhomogeneity may
process may sensitively affect the kinetics and dynamics of e readily simulated using a variety of mixing models described
nonlinear reactions. Reactive flows become homogeneous inj,y the chemical engineering literat#&° In macromixing
the limits of fast mixing and slow reaction and flow, but the  ,oqels the essential inhomogeneity consists of differently
condition of fast mixing is frequently not fuffilled in real systems  qixed macroscopic subvolumes, and the primary effect of this
sych as the atmosphere., the ocean, industrial reactors, a”%homogeneity is to change the reactor's residence time
biological systems. It is important, therefore, to understand gistribution from its ideal, exponential limit. The coupled-reactor
qualitatively and quantitatively the dynamic consequences of qqels that fall within this class describe the mixing process
d|ffer_er_1t reactor mhomog_eneltles and _to qleve_,lop approaches forby linear coupling of two or more weakly connected reactor
predicting the effects of inhomogeneity in different classes of compartmentd:1+15 Micromixing model5 on the other hand,
kinetic systems. _ ~allocate the essential inhomogeneity to the turbulent eddies that
The dynamics of a flow reactor, e.g., a CSTR, is determined resylt from the turbulent mixing or Kolmogorov cascaéle.
both by the chemical reaction mechanism and by its hydrody- These eddies are finally dissipated by turbulent diffusion. This
namic state. The latter may be manipulated by the mixing mode process may be described by a mean-field appréagiter-
M and by the stirring rate $7 The role of these experimental natively, the random nature of the mixing process may be
varlablzes is sometimes referred to as stirring and mixing (S&M) retained explicitly, e.g., in the coalescercedispersion (CR)
effects? Mixing mode refers to the premixed (6F;|V|) Or NoNn- modell®which provides a probabilistic description of the mixing
premixed (NPM) configuration of feedstreaffs®’ Because  process. We will employ it in this workComputational fluid
S&M responses arise from_the nonlinear coupling of turbu_lent dynamicsis the most detailed and computation intensive
flow with chemical relaxation, they depend on the chemical gpproach to fluid mixing® and it goes beyond the requirements
mechanism. Little is known to date about the role of the reaction uf the present problem.
mechanism on S&M effects. . _ The CR model assumes that the CSTR is composed of a
_ The reactor inhomogenesity, one object of our study, manifests colection of N independently evolving cells. To mimick the
|tself_through concentration fluctuatlons._ln fast nonhnegr flow, randomly chosen cell(s) are replaced periodically with
reactions, the rate, steady-state concentrations, and fluctuationgesh reactants. Mixing is achieved by equalizing the concentra-
may ?f manipulated through the stirring rate and mixing tions in pairs of randomly chosen cells by coalescing and
mode’* When chemical instabilities are present, e.g., in redispersing them at a rate different from that of the flow. At
oscnlatlng and bistable medlla, osc[llatlonl attrlb_utes (frequency any moment, the state of the CSTR is given by the concentration
and amplitude) and the location of bifurcation points also depend gistribution over the cells, from which the probability density
on S and M. Another kind of stirring effect is the chiral fynction (pdf) may be readily obtainéd.In this and the

companion pape¥ the CR model is employed to simulate and
* To whom correspondence should be addressed. E-mail: menzinger@ interpret the experimental data.
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decreased rate of stirring causes the hysteresis to contract along 0.45 -
both directions, so that the upper and lower steady states as 1500
well as the critical values of the control parameters approach
each other and the low-S hysteresis loop is entirely contained SS1 180
in the high-S loop. We called this responsstaring effect of 0.40
the first kind Systems that respond otherwise exhilstiaring
effect of the second kindReal systems that exhibit a stirring
effect of the first kind, although they are known to involve more
that one dynamical variable, aedfectvely one-dimensional
Known examples are the chloritéodide reactior$;*6.2223the
BZ reactior?!:24and the arseniteiodate reaction studied in this
paper. Stirring effects of the second kind were found in the
Briggs—Rauscher reactiéh?® and in the minimal bromate
reaction’-27 0-30+
The aims of this paper are to experimentally study the bistable S82 C,
arsenite-iodate reaction which involves a single variable when ]
arsenite is in exceg$$,2° by comparing laboratory experiments
and computer simulations based on the CR model. By monitor- 0.25 T T
ing the reaction on a small length scale~o40 um with a Pt
microelectrode and analyzing the resulting fluctuating time [, (105 M)
series, we obtained the pdf, which is a more informative measure _. . )

. . Figure 1. Experimental dependence of the system response (time
of _the stochastic state of the CSTR tha!ﬁ the average signal. Theaverage of the Pt-electrode signal) on the control parameter for two
shift A = x5 — X4 of the stochastic average from the stirring rates: open circles, 180 rpm; filled circles, 1500, rpm.
deterministic, high-stirring limit and the shift of the transition Autocatalysis is switched on on SS1 and off on SS2.
points are referred to as thmacroscopic stirring effectsThe
data analysis involves comparing the probability density func-
tions and the first two moments of the fluctuating signal. The the stirrer, at a constant rate of 2.4 mL/min, corresponding to a
good agreement confirms the essential validity of the CR model. residence timergo, = 233 s. Three reagent solutions were
Although the analysis based on pdf is more revealing than the used: (1) 2.1x 10*M KIOg; (2) 1.0 x 1072 M NaAsO; and
standard approach based on averages, it does not provide thd-0 x 1072 M H2SOy; (3) the third solution contained sodium
kind of physical insight obtainable from analytical theory. iodide whose concentration flo was used as the control
Therefore, in the Companion pap’@rvve derive an analytical parameter. In addition, each solution contained 0.05 M‘ Na
version of the CR model, based on stochastic differential S and 0.05 M NaHS®as a buffer (pH= 2.1). Feedstreams
equation$830-33 |t provides explicit expressions for the sto- 2 and 3 were premixed and subsequently combined with
chastic steady states (the first moments) and for the connectionfe€dstream 1 in two T-shaped capillary tubes just prior to
of the macroscopic stirring effect with the reactor inhomo-  entering the reactor.
geneity (the second moment of the pdf), and hence physical The hysteresis was mapped out as a functiondbfand of
insight into the sources of fluctuations and the stirring effect. S, and the dependence of the fluctuating signal on stirring rate

The experimental procedure and results are summarized inWas analyzed by computer. The coarse-grained pdf, normalized
sections 2a and 2b. The data consist of average potential (firstl® Unity, was constructed by sorting the values of a fluctuating
moment), the variance (second moment), and the complete pdf,Pt-€lectrode signal into appropriately chosen bins and counting
as functions both of in-flow concentration b and of stirring the population of each bin. The first and second moments of
rate S. The CR model is described in section 3a, and the resultdhe fluctuating signal were calculated using the standard
of simulations are compared with experimental results in section Statistical approach.

0.35 C1

Epy (V)

3b. These are discussed in the final section 4. 2.2. Experimental ResultsFigure 1 shows the hysteresis at
two different values of the stirring rate S. The state of the system
2. Experiments is characterized by the average value of the Pt potential. At

high [I7]o, the system resides in steady state SS1, characterized

2.1. Experimental Procedure Experiments were conducted by high values of electrode potential, a high concentration of
in a cylindrical plexiglass CSTR (inner diameter, 31 mm; iodide ions, and autocatalysis switched on. Starting at high
volume, V = 28 mL)/?2 thermostated al = 25 °C. The values of [I]o, the system remains in SS1 down to the critical
rectangular impeller (8< 15 mm stainless steel coated with valuex;. At x; the system jumps to the second branch of steady
Teflon) was positioned 30 mm above the bottom of the reactor. state SS2, characterized by low values of the potential, low
The CSTR was equipped with four baffles to enhance turbu- iodide concentrations and autocatalysis switched off. Scanning
lence? The stirring rate could be varied fro®= 0 to 1500 [I-]oin the opposite direction induces the reverse transition from
rpm. The state of the system was monitored by a Pt microelec-SS2 to SS1 at the second critical concentrasignThus, two
trode (20um diameter Pt wire fused in glass, trimmed~+30 steady states coexist betwearandx,. At reduced stirring the
um length), located near the stirrer, relative to a Hg/HgSO hysteresis loop contracts in both directions as follows: SS1 shifts
reference electrode. The impedance-matched electrode signatiown toward SS2, and SS2 shifts up toward SS1. At the same
was fed via an A/D converter into a personal computer. time, the critical pointx; shifts towardx,, i.e., to higher

The iodide feedstream concentration]fjlwas chosen as the  concentrations of iodide in the inflow. On the lower branch,
control parameter because it alters only the chemical rate withoutthe stirring effect is less pronounced and the change ofas
also affecting the hydrodynamic state. Two identical reactant not resolved.
feedstreams were peristaltically pumped into the reactor through Figure 2 represents the corresponding fluctuation amplitude,
two ports, located on opposite sides of the reactor just below given as the standard deviatiofof the Pt-electrode potential.
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in a state characterized by a certain value of the electrode
potential. Figure 3 shows the probability density functions,
constructed from the fluctuating signals for both steady states
at two values of the stirring rate. The pdf's are Gaussian. As S
decreases, the pdf's become broader and move toward each
other. This is the stochastic representation of the fact that the
hysteresis shrinks with decreasing stirring, i.e., of stiring
effect of the first kind!

3. Simulations

3.1. The CoalescenceRedispersion Model. The mixing
model used to analyze the stirring effects was introduced by
Curlt®and is known as the CR model. It was widely applied to
chemical engineering probler?% 3% and its Monte Carlo version
was first described by Spielman and Levenspid¢ilorsthemke
and Hannon used it to analytically describe the mixing effect
in one-dimensional systems with cubic autocatal§ind in
a two-dimensional model of the arsenitedate reactiofd!

In the CR model, the CSTR is considered to be composed of
a large numbeN (hereN = 800) of identical cells. In each cell
the concentration may change because of mixing, reactant flow,
or chemical relaxation as followMixing is represented by the
collisions of randomly chosen pairs of cells that take place at
fixed time intervalsAty,. It results in the averaging (“coalescing
and redispersing”) of concentrations in the two cells according
to

X =% = (X +%)12 (1)

On average, it takesnix = NATy/2 time units, the characteristic

Figure 2. Experimental dependence of the noise (variance of the Pt- mixing time, for a given cell to undergo one mixing event. To

electrode signal) on the control parameter for two stirring rates. Symbols
are as in Figure 1. Arrows indicate critical values of the control

parameter and transitions.

represent thélow, a randomly chosen cell is replaced with a
feedstream cell with concentratiog at regular intervalg\z;.
The feeding interval\t; is related to the residence time by
= 1/kiow = NA7s when a single, premixed feedstream is used.

As the transition points are approached, the fluctuations increaseChemical relaxationoccurs between the feeding and mixing

on both branches. The fluctuation amplitude also increases onevents, and the content of each cell evolves according to the

both branches with decreasing stirring rate and fixedb]l rate law
The data presented in Figures 1 and 2 illustrate the effect of

stirring on the first and second moments of the fluctuating signal.

A more general description of the underlying stochastic reality

is given by the pdf, i.e., the probability of finding the system wheref(x) represents the batch rate.

dx, /dt = f(x) (2)
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Figure 3. Experimental pdf of the electrode potential at two different stirring rates (rpm) for both branctigss[8.5 x 107> M. Symbols are
as in Figure 1.
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Figure 4. Stochastic time series and corresponding pdf obtained from simulations by the CR model. Averaging is performed over the entire reactor
I~ [doo, OVer 100 celldI-Hoo, and over 10 cell§l~ o, with 7mix = 0.0533,710w = 1.6, and [I]o = 8 x 1075 M.

3.2. Kinetic Model. When arsenous acid is in stoichiometric M~ s71.36 We chose the remaining parameters to lie in the

excess, the net reaction is given®by bistable range of the model, i.e., [l = 0.1 M, [I037]o = 7.4
x 1074 M, and tqow = 1lkaow = 1.6 s. As in the experiment,
I0; + 3H,AsO; =1 + 3H;AsO, the inflow concentration of iodide lo was chosen as the
control parameter. In the limithx = 0, the CSTR kinetics is
and its empirical rate law 1§ governed by the deterministic rate law
d[i] 105 dx/dt = f(X) + Ko (%o — X) (6)

3 o — _

i - q = etk DININO, IHT? (3
Depending on the value of{]o, this equation has either one

where I acts as the autocatalyst. In this case the reaction rateor three steady states.

no longer depends on [As®] and the system behaves 3.3. Analysis of Results.The state of the reactor is fully

effectively as one-dimension#l. Accordingly, the rates of  described by the concentration vector of iodik(§ = {xa(t),

change of iodide and iodate concentrations are related by -+ %(t), ..., xn(t)} in all cells. These concentrations fluctuate
because of the processes of mixing and flow. An experi-
dji”] d[lO5] mental observable is related to the average concentrafigih
T‘i‘ dat = over M < N cells, whereM is a measure of the sampling
volume:
This implies the following conservation condition for each M
cell
Xu(t) = XOL, = 1M ) x() (7
[1+005]1=["1o+[105 1o 4) -

If M = N, this gives the average concentratigt) of the
where [I"]o and [IG;7]o are the inflow concentrations. Itallows  entire reactor. The time series x(t) andxw(t) are presented
one to reduce from a two-variable to a single-variable rate law. jp Figure 4a-c for M = 800, 100, and 10. The noise of the
It is fulfilled only if both reactants are supplied in a single, signal increases with decreasing sampling voluvheFigure
premixed feedstream. Therefore, the present study is confinedsq represents the corresponding pdf's calculated from these
yields the one-variable rate law structed by sorting the time serigg(t) into appropriately chosen
concentration bins and equating the fraction of cells in the bin
with central coordinateg to P(xv). Typically, 50 bins were
23 2 0 used. The pdf is almost gaussian if averaging is performed over
= ~lh™" 4 [(% + Yolko = ky]h"X" + the entire Peactor or ovgr a sufficiently Igrge nlf)mber of cells

(% + Yoh’kx (5) (Figure 4d;M = 800 and 100), while averaging over a small

number of cells (Figure 4dyl = 10) produces a noticeably

wherex = [I7], o = [I ]o, Yo = [IO37]o andh = [HT]. The asymmetric probability distribution. In the experiments we
rate constants alg = 4.5 x 1® M3 s tandk, = 4.5 x 10° observed only gaussian pdf (Figure 3), even with a Pt micro-

et = 1) = (ky + k)Y + % — [H T
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electrode and at the lowest stirring rates. This may be due to 6.0x10" -
the fact that the electrode is fixed in space and that it does not
sample the more inhomogeneous subvolumes. In particular, the
probability of sampling freshly injected subvolumes (the reason
behind the asymmetry of the computed pdf) is very small.
Another possibility is that the spatial scale of the asymmetry
may be smaller than the size of the microelectrode, and 4.0x10™ -
substantial spatial averaging may occur even on the microelec-
trode. A third possibility is that time averaging may come into
play because of the finite response times of electrode and
electronics.
The steady states are taken to be the time averagegtp®

SS1

<{I]>

2.0x10™
X = LIT [(Ix(t) dit ®) C,

882

Shown by the circles in Figure 5 are the computed values of

at different inflow iodide concentrations for two different mixing

times. The solid line represents the deterministic steady states. 0.0 . : . : . ‘ .
On the scale of this figure, the lower stochastic state SS2 cannot 0.0 3.0x10°  60x10°  9.0x107

be distinguished from the deterministic branch. However, with .

higher resolution, e.g., in Figure 7, the upward shift of the (1 ]o

computed averages at decreased stirring is clearly visible. Thegijgyre 5. Response diagram calculated from the CR model. Lines
results indicate that, for a finite value oy, the stochastic  represent the deterministic response diagram calculated from eq 6. Filled
SS1 is always lower than the deterministic steady state, while circles represent the stochastic response at rapid mixipg= 0.016

SS2 always lies higher than its deterministic limit. The shift S and open circles at slow mixing,, = 0.0533 s. On the scale of the

is pronounced for SS1, but the calculated shift of SS2 is smallerga‘ér%'ntlgeofesggt‘gesgp (isjnaéi;‘gl‘z St;NIOS rQKACvgn raﬁfﬁz I:h?fgf ’tiséo"’ed'
than that in the e_xpgrl_ment; see Figure 1. Incr_eashﬁ_},gshlfts stochastic steady states from the deterministic, high-stirring limit, will
the left hysteresis limit to the right and the right limit to the g analyzed quantitatively in part22.

left, while SS1 always shifts down and SS2 shifts up. Therefore,

in response to increasemlix, the hysteresis shrinks in both Ssi
directions. 6x10° C,
The level of fluctuations that reflects the reactor inhomoge- *
neity is given by the second moment -
. A .2
—  5x10
o” = [04(0) — x(0)T = I
1 1N ) ~ p
=7 foﬁ (%(t) — xy(1))" dt ©) © 1ax10*
£ .
Figure 6 presents the calculated dependence of the relative 1.2x104
second moment?/*? on the control parameter for both steady N

: . . oS e P
states. To see that this relative value corresponds to fluctuations 00 3.0x10 6.0x10 9.0x10

of the Pt-microelectrode potential, note that the electrode 1,
potential is proportional to the logarithm of the concentration
Ept ~ log x and that its absolute variation is proportional to the

relative variation of the concentratioftp; = Ox/X. This (relative) 1.2x1024

noise intensity increases near both hysteresis limits, in agreement )
with the experimental results in Figure 2. It should be

emphasized that, in contrast, thlesoluteconcentration fluctua- NA 8.0x10° - c,

tion 0x decreasesn SS1 ax is approached, while ihcreases =

on SS2 ax, is approached. The decreaseafnearx; confirms v 1

that the fluctuations do not arise from nucleatiéxirhe issue > 3

of the evolution of fluctuations near the bistability limits will o 40x1077

be taken up elsewhere. In this paper and in part 2, we discuss ]

only the stirring dependence of the first moma&rdand of the

second moment (the reactor inhomogeneit3;) 0.0

) : . 0.0 3.0x10° 6.0x10° 9.0x10°
The stochastic state of the reactor is characterized more fully * ] * b
by its probability density function. The computed pdf's are 11,
plotted in Figure 7 for both steady states at two values:it Figure 6. Dependence of the relative second moment on the control

They are similar to the measured distributions in Figure 3. The parameter atmx = 0.0533 by the CR model. Symbols are as in Figure
correspondence between the experimental data in Figur8s 1 1.

and the simulations in Figures5 is remarkable. It indicates
that the CR model adequately describes the stirring dependenceén the arseniteiodate reaction, if arsenous acid is in excess,
of steady states, hysteresis limits, and fluctuation amplitudesi.e., if the reaction behaves effectively as one-dimensional.
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Figure 7. Probability distribution function of the iodide concentration at two values of the mixing time (0.0533 and 0.016 s) for both branches,
at [I7]o = 4 x 10°° M, calculated by the CR model. Symbols are as in Figure 1.

4. Discussion the effect of inhomogeneity on rate and steady states is governed

As expected, the experiments show that the bistable, one-%Y th'e sgcond derlvatlvE'\ Pf the rate function.
variable arseniteiodate system exhibits a stirring effect of the In its simplest form, mixing may be represented by coupled-
first kind. Qualitatively, the simulations agree fully with the ~reactor, macromixing modet$:> While sharp concentration
experimental results, but the agreement is not perfect. First, thegradients are certainly present at the inflow ports, the present
kinetic model does not exhibit bistability for the parameter WOrk provides compelling evidence that a micromixing point
values used in experiment. Second, the functional dependence®f view is more appropriate. While inhomogeneities of any kind,
of mixing time 7 on the stirring rateS and residence time P& they microscopic or macroscopic, cause the steady-state
Tiow IS NOt known. By assuming that they are inversely related concentrations to shift and the bifurcation set to be displaced,
by Tmx ~ S°1 however, we show in part22 that the it is only the agreement on the pdf or stochastic level that
experimental and calculated stirring effeatscale linearly with provides direct evidence of the true spatiotemporal nature of
02 and that both depend linearly on stirring and mixing rates, the inhomogeneities. The results represent clear evidence of
Sl andrmi L, respectively. Third, the relationship between the micromixing as the dominant physical cause of the observed
Pt-electrode potential and the concentration of iodide ions is Stirring effect, with turbulent eddies as the elementary units.
not obvious. Hence, we discuss in this paper only qualitative These eddies arise in the mixing process as the blobs of
aspects of the experimental and numerical results and reservéncoming, unmixed fluid undergo a stretching and folding or
their quantitative analysis for part?2.The experiments and  fractalization process until the size of the objects reaches the
simulations agree on two levels: on a deterministic level, the Kolmogorov limit!® This evolution of turbulent eddies is
shift A of the steady state and the shift of the bifurcation points described by the CR model whose basic assumptions are as
from the homogeneous, high-stirring limit (Figures 1 and 5); follows:>%(i) The size of cells does not depend on the stirring
on a stochastic level, the pdf of the fluctuating signal (Figures rate (mixing time). Cells represent turbulent eddies, whose size
3 and 4d) and its second moments (Figures 2 and 6). for isotropic turbulence is given BYA = U¥e. Herel is the

To understand qualitatively how reactor inhomogeneity causes'0ot-mean-square velocity amds the rate of energy dissipation.
the two steady states to shift in opposite directions, consider The dissipation lengtii is independent of the stirring rat
first the case of a reaction with a one-term nonlinear rate law, becauséi scales linearly wittS ande scales as the cube 6f°
e.g., d/dt = kX", n > 1. For this case, the rat&"Javeraged (ii) The probability of coalescence with any other cell is the

over all subvolumes is always greater than the E&feof the same for each cell and independent of time, chemical composi-
average (homogeneous) reactor: tion, or location in a CSTR. (i) Redispersion occurs im-

mediately after coalescence; i.e., the characteristic time scale

X'> 0 of redispersion is much smaller than the other characteristic

times Tiow, Tchem andmix. It follows from these assumptions
i.e., the inhomogeneitgnhanceshe average rate. The higher that the CR model is expected to fail at low stirring rates where
the degree of non”nearityl the stronger is the enhancement. it no IOnger describes realistica"y the eddies evolution and the
Now consider the rate function given by eq 5 Containing two molecular diffusion processes that begin to dominate. For
nonlinear terms with opposite sign. The net effect of inhomo- instance, we found bimodal pdfs in experimentSat 40 rpm,
geneity is now the combined effect of these two terms. On the @ phenomenon that cannot be explained in the frame of the CR
low-[I] branch, the effect of the quadratic, positive term Mmodel.
outweighs the negative contribution of the cubic term; hence, The essence of the stirring effect of the first kind is captured
the net rate is slightly enhanced. On the high}-[branch, by the pdf's shown in Figure 3 for experiments and in Figure
however, the overall rate is sharply reduced because of bigger7 for simulations. Decreasing stirring broadens the pdf and shifts
contribution of the cubic, negative term. This qualitative its maxima toward each other. The experimental pdf is Gaussian.
argument will be quantified in part 2Z,where we show that  The simulations show that this is the case only when averaging
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is performed over a sufficiently large number of cells; otherwise,
the probability density function is asymmetric. This asymmetry
is connected with the interaction of chemical relaxation and

J. Phys. Chem. A, Vol. 103, No. 50, 19980865

(3) Roux, J. C.; De Kepper, P.; BoissonadePllys. Lett1983 A97,
168.

(4) Luo, Y.; Epstein, I. RJ. Phys. Chem1986 86, 5733.

(5) Villermaux, J. InEncyclopedia of Fluid Mechanic&ulf Publish-

feeding processes. The inflow resets the concentration of iodideers: Houston, 1986; Chapter 27.

in a cell from its current valueg(t) to xo = [I7]o. This
concentration increases with time because of chemical reaction
Therefore, [I]o is the smallest concentration that may be
observed in any cell, and the pdf is cut off at this value. Each
cell evolves from this concentration toward the steady state
[1 " ]bateh given by the conditiori([l 7]) = 0. Between [I]o and

[ ]batch the pdf reaches its maximum &t. As a result, the
probability of finding a cell in the region betweeg andxy, is
higher than that of finding it betweeg, and [I]patch This leads

to the asymmetry of the pdf obtained when averaging is done

over a small number of cells. The asymmetry becomes negligible

at high stirring rates and low flow rates. Averaging over a large
number of cells also leads to a more symmetric pdf, as a
consequence of the central limit theoréhT.ne M dependence

of the pdf shown in Figure 4 is related to the size of the sampling
volume, i.e., of the electrode. It is known that a decrease of the
electrode size increases the intensity of the fluctuations of the
signal??

While the calculated shif of steady states from their high
stirring limits is qualitatively correct, the calculated shifts,
particularly of the lower SS2 (cf. Figures 1 and 5), and transition
points do not agree quantitatively. The following paper,
however, will validate the physical content of the CR model
and its suitability, by analyzing the scaling relations between
macroscopic shifts of the steady states, stirring rate, and
fluctuation amplitude.
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