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We calculate the rate constant for the reactidnt CH;OH — H, + *CH,OH both in the gas phase and in
aqueous solution at 298 K. To accomplish this, we apply two different methods to estimate the electronic
energies along the reaction path. First, we use specific reaction parameters (SRP) to mix the exchange and
correlation energies in Becke’s adiabatic connection theory (AC-SRP) to optimize the model for the specific
bond-breaking, bond-making combination under consideration. Second, we obtain the potential energy using
a linear combination of the Hartre€&ock method and AM1 with specific reaction parameters|{NH1-

SRP); in this linear mixing method, eight NDDO parameters and the linear mixing parameter are simultaneously
optimized by a genetic algorithm. To calculate the reaction rate constants in solution, the solute atomic charges
are represented by class IV charges, the electric polarization of the solvent is determined from the electronic
charge distribution of the solute self-consistently, and the solute electronic, solvent electric polarization terms
are augmented by first-solvation-shell terms calculated by the SM5.42 solvation model. Reaction rate constants
of the hydrogen transfer reaction and the kinetic isotope effects are studied both in the gas phase at 200
2400 K and in aqueous solution at 298 K. The AC-SRP anfdANF1-SRP methods, although quite different,

give qualitatively similar pictures of the reaction at the separable equilibrium solvation level; however, it is
found that a full equilibrium solvation path (ESP) calculation, which involves optimization of structures along
the reaction path in the presence of solvent, is essential to reproduce the speedup of the reaction due to

solvation. The final calculation, based on the|[AM1-SRP electronic structure calculations and ESP dynamics
with variational transition state theory in curvilinear coordinates with the microcanonical optimized
multidimensional tunneling approximation, agrees well with experiment not only for the speedup due to the
solvation but also for theD + CH;OH and*H + CD3;OH kinetic isotope effects.

1. Introduction hydrogen atom with CEOH at the transition state. Mezyk and

Recent years have seen great progress in modeling solvationBartGIS postulated that if a large hydrophqbic acceleration_is
effects on chemical reactions, especially ionic reactiohand present, it must be largely canceled by liquid-phase quenching

polar rearrangements? Radical chain reactions, in which a of the gas-phase tunneling contribution, since the net solvent

radical abstracts an atom from a molecule which is thereby Zifrﬁicr;[ 'Stosgzg\llzIfhggoéﬁgét;hzagg t?e:grter:gi!otlz/eeﬁtmeef?éct
converted to a radical, are an important class of reactions that. 9 P

has been less well studi@&uch bimolecular radical substitution includes b.Oth tunneling a.nd. hydrophqplc effects. The present
(S=2) reactions typically have smaller solvent effects than ionic treatment is based on variational transition state theory (VTST)

. , . with multidimensional tunneling (MT) contributiors, 10 as
reactions, and thus they provide a sensitive test of theory. . S .
Mezyk and Barteshave used pulse radiolysis (in which an extended in recent work on liquid-phase reacti&ng? (VTST/

electron beam is passed into the liquid to producelthatoms) MT is also palled semiplassical VTST or SC-VTST.) Solvation
and EPR to determine the rate constaetof free energies are e;ﬂmated by the SM5.¥2&nd SM5.42
solvation models, which include not only the hydrophobic effect
. . but also electrostatic effects, dispersion, cavitation, and other
H + CH;OH — H, + "CH,OH 1) effects of the perturbed solvent structure in the vicinity of the
reacting solutes. The SM5.42R model is based on gas-phase
in aqueous solution, and since this reaction rate has been wellgeometries and gas-phase reaction paths, and the SM5.42
studied in the gas phase, it provides an opportunity to test model® is obtained by relaxing these prescriptions (that is, by
theories of radical kinetics in solution. Mezyk and Bartels fit optimizing stationary point geometries and defining reaction

their results to an Arrhenius expression that yidtds 5.0 x coordiantes in the presence of solvent).

10715 cm® molecule® st at 298 K& They evaluated the rate Section 2 presents the theoretical and computational methods
enhancement compared to the gas phase as 23%, but we sha#ind reports the results. Section 3 summarizes the experimental
reanalyze the evidence for this in section 4. values. Section 4 presents a comparison of theory with experi-

A particularly intriguing question is whether there is a large ment along with additional discussion, and section 5 offers
hydrophobic acceleration due to association of the hydrophobic concluding remarks.
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2. Methods and Results where the classical effective potential is given by

To calculate the reaction rate with VTST/MT in aqueous o
solution, we first adopt the separable equilibrium solvation (SES) Veir oS = VrelS) + AG4(s|T) (1)
approximation presented in a previous paffemn the SES
approximation, one first calculates a reaction patRP) in the The effective reduced mass depends on the masses of the
gas phase and then solvates the system at geometries along thearticles participating in the reaction coordinate and on the
gas-phase RP (including reactants, products, and saddle pointgurvature of the reaction path in isoinertial coordinates. The
by adding the standard-state molar free energy of solvition LCT calculation involves both tunneling along the reaction

to the gas-phase potential energy. coordinate and tunneling along paths that cannot be referred to
The canonical variational theory (CVT) rate constant at the reaction coordinate; the latter follow straight-line cuts from
temperaturel for a bimolecular reaction can be writtentas the reactant valley to the product valley on the concave side of
- the curved reaction path in isoinertial coordinates. We recall
KVT(T) = KT exp{ —[GYCVT|T) — GARMIRT (2) that the most reliable estimate of the tunneling contributions is
hC® obtained by using the larger of the SCT and LCT tunneling
. probabilities at each total energy; this yields the microcanonical
wherek is Boltzmann’s constan®R is the gas constanh is optimized multidimensional tunneling©MT) result!? The gas-
Planck’s constantC?is the concentration corresponding to the  phase reaction rate is calculated in the same way except with
standard state (taken here as 1 moliGY(R|T) is the liquid- AGY(ST) set to zero.

phase standard-state molar free energy (of activation) of Tg jnclude the solvation effect along the reaction path
reactants at temperatufe andG(CVT|T) is the liquid-phase  completely, we would need to consider the nonequilibrium
standard-state molar free energy of the canonical variational sg|yation (NES) effect, but the present work is limited to

transition state at temperatife The latter is given by equilibrium solvation effects. The SES calculations involve the
0 _ 0 SM5.42R solvation models, and the ESP calculation involves
G(CVTIT) = msaxG (GTSIT) ©) SM5.42. All parameters of the SM5.42 model are taken to be

the same as in the SM5.42R.

whereGY(GTgT) is the liquid-phase standard-state molar free The e[ectronic structure methods us_ed here are _partly empiri-
energy at temperatufB of a generalized transition state (GT) ¢al- An important methodological point, though, is that after
located at a values of the reaction coordinate. In the SES the semiempirical parameters are determined, the gas-phase
approximation, the reaction coordinatés taken as the signed electronic energies, the solvation free energies, and the effective
distance from the gas-phase saddle point along the gas_phasgotentials used in the dynamics calculations and the dynamics

minimum energy path in mass-scaled coordin&ésThe calculations themselves are generated directly from electronic
standard-state free energy of the liquid-phase system is givenStructure calculations of energies, energy gradients, energy
by the sum of the BorrOppenheimer potential ener§{Rx) Hessians, free energies, free energy gradients, and free energy

of the solute in the gas phase, the internal free energy of the Hessians without the intermediary of multidimensional fits to

solute moleculeGryve(X|T), and the standard-state free energy any of these quantities. Approaches that avoid global or
of solvation AGg(RxlT) with the same solute geometiy: sem_|global multl_dlmensmngl fits of theT potentlal energy functlo_n
but instead obtain the required energies, gradients, and Hessians

GUXIT) = V(RL) + Goo (XIT) + AGYR 4 directly from electronic structure calculations are called direct
(XIT) = V(R + GryeXIT) SRl (4) dynamics? For the present paper, all gradients were calculated
where X can be either reactants (R) or the generalized transition@nalytically, and all Hessians were generated by finite differ-
state (GT) as. Note that the sum of the first and third term on  €NCes of gradients. , _
the right-hand side of eq 4 is the potential of mean fétce Throughout this paper, the zero of potential enekgys

W(Rx|T); hence chosen such thatrp(s = —) equals zero.
’ ' 2.1. Gas-Phase Reaction Path and Potential SurfacEhe
GYUX|T) = W(Ry) + Ggye(T) (5) first consideration is how many of the hydrogen atoms on the

methanol molecule need to be considered for abstraction. The

The reaction rate constants in aqueous solution are alsostudy of Lendvay et aindicates that abstracting the alcoholic
calculated using the equilibrium solvation path (ESP) ap- hydrogen occurs with amuch smaller rate than abstracting the
proximation. In this case, the geometries of the stationary points Methyl hydrogen because of its larger bond strength. Therefore,
are optimized in the presence of solvent, and the reaction paththe alcoholic hydrogen abstraction is not considered in the
is calculated using the potential of mean force, which is the Present work. We note next that the three hydrogen atoms on
sum of the gas-phase potential and the free energy of solvation e carbon are not all equivalent because they differ in the
both considered as functions of all the degrees of freedom of dihedral angles they make with the-®l hydrogen. Geometry
the solute. optimization to search for a transition state in which the

To calculate tunneling effects in either the SES or the ESP abstracted hydrogen atom makes a dihedral angle f @88
approximations, we employ the zero-order canonical mean shapehe O—H hydrogen (the anti configuration) always results in a
(CMS-0) approximatiof with the small-curvature tunneling ~ Second-order saddle point, also called a hilltop, i.e., a stationary
(SCT) and large-curvature tunneling (LCT) approximatiéhs. ~ Point with two imaginary fre_quen_mes. A first-order _saddle point
The SCT calculations are equivalent to tunneling along the (& saddle point with one imaginary frequency) is found for
reaction path with an effective potential and effective reduced abstracting either gauche hydrogen.

mass. In the CMS-0 approximation, the effective potential for !N reaction 1, a €H bond is broken and an+H bond is
tunneling at temperatur€ is given by formed. Therefore, the classical energy of reaction is given by

Vert(8) = Verr (S) T Grye(SIT=0) (6) AE = Dg(C—H) — Dg(H—H) (8)
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TABLE 1: Born —Oppenheimer Barrier Height (V¥), Energy
of Reaction (AE), Bond Energies D), and Saddle-Point
Interatomic Distances R¥ag) Calculated with ab Initio
Methods?

J. Phys. Chem. A, Vol. 103, No. 25, 1994895

TABLE 2: Born —Oppenheimer Barrier Height (V¥), Energy
of Reaction (AE), Bond Energies D), and Saddle-Point
Interatomic Distances R¥ag) Calculated with Density
Functional Theory and Adiabatic Connection Method$

theory V* AE De(C—H) De(H—H) R*HfH thfH theory \F AE De(C_H) De(H_H) R*HfH thfH
HF/6-31G* 21.7 —1.2 80.6 81.8 0.960 1.351 B3LYP/MIDI! 1.7 —9.8 97.9 107.7 1.070 1.261
MP2/6-31G* 20.2 24 95.1 92.7 0.928 1.373 B3LYP/6-31G* 3.6 —-81 101.7 109.8 1.011 1.301
QCISD/6-31G* 16.6 —2.1 95.3 97.4  0.963 1.358 B3PW91/6-31G* 5.0 —6.2 100.7 106.8 1.001 1.307
HF/cc-pvDz 19.8 —2.7 79.0 81.7 0.972 1.346 B3P86/cc-pyDZz 1.1 —-8.2 1015 109.7 1.027 1.298
MP2/cc-pVDZ 14.4 —-1.0 97.3 98.3 0.941 1.355 B3LYP/cc-pvDZ 2.0 —8.6 98.8 107.4 1.026 1.299
QCISD/cc-pvDzZ 10.5 —5.7 97.9 103.6 0.984 1.326 B3PW91l/cc-pvDzZ 3.3 —6.9 98.2 105.1 1.031 1.285
CCSD/cc-pvDZ 10.8 =55 98.1 103.6 0.980 1.328 best estimate 610 —5.1 104.4 109.5
HF/cc-pVTZ 20.1 —4.1 79.6 83.7 0.967 1.334 aThi . . .
MP2/cc-pVTZ 143 -19 1017 103.6 0.928 1.342 is table contains only gas-phase quantities. The energies exclude

zero-point contributions and are in kcal/mol; bond lengths are in

2 This table contains only gas-phase quantities. The energies excludeangstroms. The bond distances shown in Tables 1, 2, and 4 are those

zero-point contributions and are in kcal/mol; bond lengths are in

for the making and breaking bonds.

angstroms. The bond distances shown in Tables 1, 2, and 4 are those

for the making and breaking bonds.

whereD¢(A—B) is the equilibrium dissociation energy of the
A—B bond. Bauschlicher et &.calculated the equilibrium-€H
bond energy of methanol to be 102.4 kcal/mol using a modified
coupled-pair functional (MCPF) approach; applying a correction
of 2 kcal/mol, they then estimated the equilibrium-8 bond
energy to be 104.4 kcal/mol in the complete CI limit. TheH
equilibrium bond energy is 109.5 kcal/mol, as calculated by
Kolos and WolniewicZ? We use these values to estimate the
zero-point-exclusive energy of the reactiohH) to be —5.1
kcal/mol.

Fock, local density functional, and nonlocal density functional
approximations to the FoekKohn—Sham operator. This pro-
vides an alternative to the MP2, QCISD, and CCSD approaches
for the inclusion of electron exchange and electron correlation.)
For these methods, the MIDH#,6-31G* 25 correlation-consistent
polarized valence doublg® (cc-pVDZ), and correlation-
consistent polarized valence tripié’ (cc-pVTZ) basis sets were
used. None of the “pure” methods gives a good approximation
to the classical barrier height and the energy of the reaction.
We then carried out the reaction rate constant calculations using
two new approximations to estimate the free energy profiles
and the other information required along the reaction path and

We then estimate the classical (i.e., the zero-point-exclusive) tunneling paths. The first approximation is based on a new set

gas-phase barrier heigift based on the experimental activation

energy. Tsang’s evaluatidhof the experimental data leads to

a temperature-dependent Arrhenius activation energy of
E,= (2450 KR+ 2.11RT 9)

where K denotes a KelvinR is the gas constant, anfl is

of parameters for Becke’s adiabatic connection method. The
second approximation is based on a linear combination of ab
initio Hartree-Fock and semiempirical AM1 theories. These
new methods are explained in the next two sections.

2.1.1 Adiabatic Connection Method with Specific Reaction
Parameters (AC-SRPY.able 2 gives energetic and geometric
information from several AC calculations. We see that one of

temperature. This leads to a phenomenological energy ofthe methods (i.e., B3PW91/6-31G*) predisfSandAE values

activation of 711 kcal/mol over the temperature range 500
2000 K. In our experience with reactions studied previously, a
very rough estimate of the classical barrier heighE4800 K)

+ 2 kcal/mol, which yields &t 2 kcal/mol. Lendvay et &°
obtained slightly higher values, 11.34 and 10.55 kcal/mol, from
bond-addivity-corrected MgllerPlesset fourth-order perturba-
tion theory* (BAC-MP4) and from the Gaussian-2 metRad
(G2), respectively. From Table 1, we notice that other ab initio
methods also predict too high a barrier height, ranging from
10.5 to 22 kcal/mol. (One result of the present dynamics
calculations, which will employ a classical barrier height-&
kcal/mol, will be to allow us to make a better determination of
what value (or range of values) df is most consistent with
existing experiments. We will return to this question in section
4.1)

To carry out an accurate dynamics calculation, it is required
to find a level of electronic structure theory that gives an
accurate barrier heighvf) and Borr-Oppenheimer energy of
reaction AE). We examined several ab initio methods, including
Hartree-Fock theory2® second-order MgllerPlesset perturba-
tion theory” (MP2), quadratic configuration interaction based
on single and double excitatici{QCISD), and the coupled-
cluster method with single and double excitat®n&CSD).
We also employed several density functional théb(DFT)
methods and hybrid Hartred-ock/density functional theory

close to our estimates of 8 antb kcal/mol, respectively. We
therefore took this as a starting point for improvement. To
improve the AC potential energy surface for reaction 1, we
developed a semiempirical strategy that we will call AC-SRP
to denote using specific reaction parameters (SRP) in the AC
method. In particular, we use Becke's three-parameter (B3)
exchange-correlation operator, which is given by

Fac = ARR 2+ (1 — AFLT + BAF*©
+ CAFRVOUND 4 pPWILL) (1)

whereFySlateris the Slater local exchange functioRakxF is

the nonlocal exchange energy operator of Hartfeeck theory,
AFyBecke js Becke’s 1988 gradient correctinto Slater's
exchange functional, andFcPW9ND) and FPWILWL) are the
Perdew-Wang 199%° nonlocal and local correlation energy
functionals, respectively. The optimized valuesfoB, andC
suggested by Becke are 0.8, 0.72, and 0.81, respectivEhese
values were optimized in an average way for a small training
set of experimental thermochemical data. For a specific reaction,
however, these parameters may not be optimum. For reaction
1, the barrier height\(") varied inversely withA and C and
directly with B, while AE varied directly withA and C and
inversely with B. Therefore, because the B3PW91/6-31G*

methods based on Becke’s three-parameter adiabatic connecvalues of bothv* and AE are lower than the desired values,

tion31-33 method. (Becke uses density functional theory plus
an adiabatic connection to develop an admixture of Hartree

more than one parameter needs adjustment to obtain agreement
with experiment. After extensive experimentation, we concluded



4896 J. Phys. Chem. A, Vol. 103, No. 25, 1999 Chuang et al.

TABLE 3: Specific Reaction Parameters for Both AC-SRP
and HF||AM1-SRP Methods

original AC-SRP HF||AM1-SRP

A 0.80 0.60 (25)

B 0.72 0.50 (31)

Cc 0.81 0.81

Uss C —52.029 —49.851 (4.2)

Upp C —39.614 —40.337 (1.8)

Uss o —97.830 —99.182 (1.4)

Upp O —78.262 —80.763 (3.2)

Ps C —15.716 —16.913 (9.7) =

Be C —7.719 —9.190 (19) g

Ps o —29.273 —28.998 (0.9) =

Be o) -29.273 —29.249 (0.1) 8

X0 0.244 =

aNumber in parentheses is absolute percent change from the original %
value.? Mixing parameter of eq 11. S

TABLE 4: Born —Oppenheimer Barrier Height (V¥), Energy
of Reaction (AE), Bond Energies De), and Saddle-Point
Interatomic Distances R*as) Calculated with Various
Electronic Structure Methods?

theory \/* AE De(C—H) De(H—H) R*HfH R*cfH 0 %0 180 270 360
B3PW91/6-31G* 5.0 —6.2 100.7 106.8 1.001 1.308 Dihedral Angle
AC-SRP 7.8 —-45 1014 106.0 0.971 1.322 . N . . L
HE/STO-3G 191 -11.2 1045 1157 0968 1275 Figure 1. Sphne. fit to saddle-point ar_ld hilltop energies in the gas
AM1 —04 -280 814 1094 1341 1.135 Phase as a function of the+C—O—H dihedral angle from AC-SRP
AM1-SRP 4.1 —49 1044 109.3 0.804 1.310 Calculations. For this figure, the zero of energy is at the saddle point.
HF||AM1-SRP 7.8 —-5.0 105.6 110.7 0.867 1.277
best estimate 810¢ —5.1 1044 109.5 We then estimated the reduced moments of inertia for internal

aThis table contains only gas-phase quantities. The energies exclude/0tation by the method of Pitzéf;**and we used these with a
zero-point contributions and are in kcal/mol; bond lengths are in formula presented previousfyto calculate hindered rotation
angstroms. The bond distances shown in Tables 1, 2, and 4 are thosgartition functions for both methanol molecule and the transition
for the making and breaking bondsin this paper, HEAM1-SRP state. For methanol, the hindered rotation partition function at
denotes HF/STO-3(;AM1-SRP. See section 4.1. 2000 K is estimated to be 3.50 as compared to the harmonic

limit of 3.97 (a deviation of 12%). Using the same approach

(as have others before us) that the results are much MOT€or the saddle point, the deviation is only 7% at 2000 K. At
sensitive toA andB than toC. Therefore, we will concentrate lower temperatures, the deviation from the harmonic ap-

opthA andB.and ?;djutsr: them |.r;'ordertt.o otita_;% betterlftgr%?mené proximation is smaller, and at room temperature, the harmonic
with experiment for tn€ Spectlic reaction 1. The results obtained ¢ . 4¢qr approximation is adequate. Therefore, all further

with spec_|f|cally adJust_ed parameters will be called AC-SRP. calculations are based on the harmonic-oscillator/rigid-fétor
For reaction 1, we varied andB to find values that produce approximations

reasonably accurate values férand AE without significantly

degrading the original AC predictions of the-&l and H-H 2.1.2 Linear Combination of HartreeFock and Molecular
bond strengths and transition state bond lengths. The first three©rPital Method (HR|AM1-SRP).Even though the AC-SRP
rows of Table 3 show the standard valuesAoB, andC and method seems to provide a reasonable potential energy surface

also the specific adjusted values used in this work; the latter @1d has reasonable computational cost for gas-phase calculations
are in the row labeled AC-SRP. We found that the combination @t Stationary points, there are two disadvantages in this

A= 0.6 andB = 0.5 provides acceptable values fdrand AE method: (1) it is computationally costly to follow the whole
as well as reasonable bond energies and geometries as showffaction path or to carry out LCT calculations; (2) the analytical
in Table 4. gradient of the solvation free energy is not yet implemented

for the Becke three-parameter method. Therefore, we will only
use the AC-SRP method for gas-phase and SES calculations.

atom and the alcoholic hydrogen atom (the gauche or skew Ve next de_scribe a less expensive procedure for obtaiping an
configuration). Changing the dihedral angle corresponds to SRP_po_tentlaI energy surface that will be u_sed_ to examine the
rotating the alcoholic hydrogen atom around the @ bond. sensitivity of t_he SES result to the parametization met_hod and
We optimized geometries at three stationary points correspond-t© Study the difference between SES and ESP calculations. The
ing to local minima or maxima along this coordinate. One, at €W method, to be called HIAM1-SRP, should be especially
the anti configuration, has a barrier height of 4.2 kcal/mol USeful for calculations on large molecules. The|AR1-SRP
(relative to the skew case as shown in Figure 1), and the other,method also makgs LCT cglculatlong more affordable (recall
at the eclipsed configuration (where the alcoholic hydrogen atom that LCT calculations require more input than SCT calcula-
has a dihedral angle of @vith respect to the abstracted hydrogen tions').

atom), has a barrier height of 3.3 kcal/mol. Both of these barriers  The HR|AM1-SRP method involves a linear combination of
are higher than the barrier of 2.2 kcal/mol calculated for total electronic energies from the Hartreleock and from
methanol using the same combination of the parameéteBs semiempirical molecular orbital theory (in this case Al)vith

and C; this means that the 7&tructure is the lowest energy  specific reaction parameters. Note that AM1 with specific
saddle point between reactants and products. reaction parameters (AM1-SRP) is a special case of the NDDO-

With this approach, the optimized transition state geometry
has a dihedral angle of72° between the abstracted hydrogen
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SRP method® The total electronic energy is written as 2.2. Validation of the Gas-Phase Charge Distribution and
Dipole Moment. To make the dynamics calculations in solution
EHF||AM17$RP= XBye + (1 — X)Eami—sre (11) credible, we also need to validate the accuracy of the electronic

charge distribution in the gas phase. The reason for this is that
wherex is the mixing parameteEyr is the electronic energy  the charge distribution is a major factor in determining the
from Hartree-Fock theory, andEawi-sre is the electronic  electrostatic portion of the solvation free energy; thus, if the
energy from the AM1-SRP Hamiltonian. Equation 11 differs gas-phase charge distribution were inaccurate, the calculations
in a fundamental way from eq 10. Equation 11 involves alinear might give unreliable solvation free energies. It has been shown
combination of separately calculated energies rather than apreviously that accurate charge distributions can be obtained
combination of operators and functionals as in (10). To from HF, B3PW91, B3LYP, and AM1 wave functions by
implement eq 10 requires mixing theories at the level of the Charge Model 48 (CM2), which involves a class IV mappirf§,
Fock—Kohn—Sham operator, whereas eq 11 can be imple- and the SM5.42R and SM5.426 solvation models use these
mented more modularly by combining separate energy calcula-charges. The present situation, though, is subtle insofar as the
tions. Furthermore, the analytic gradient of eq 11 is easily solvation free energies are calculated by the CM2 and SM5.42R
implemented as the sum of the analytic gradients of the two models, which are parametrized for (among others) BPW91/6-
terms on the right-hand side, and this analytic gradient is usedglG*, B3LYP/MIDI!, HF/MIDI!, and AM1 but not for AC-
for optimizing geometries and calculating reaction paths. The SRp, HF/STO-3G, or AM1-SRP. In the SM542r SM5.42R6
general approach in eq 11, by which two or more energy splvation models, the cavity dispersion solvent structure (CDS)
components are combined linearly with a coefficient optimized terms must be consistent with given treatment of the
for a specific reaction (or specific limited range of systems), is electrostatics. We use experimental and original-parameter CM2
called linear mixing with specific reaction parameters (LM-  dipole moments and original-parameter CM2 partial charges as
SRP). In the present application, we also add additional specific giagnostics of the accuracy of the partial charges. We also

reaction parameters in one of the two energy components, performed additional ab initio calculations to test the charge
namely the AM1 component, in which we will optimize eight  istripution.

parameters simultaneously wikhThis specific implementation
of LM-SRP is called HHFAM1-SRP.

To test whether useful results can be obtained by the
HF||AM1-SRP method with minimal expense, we use the STO-
3G* minimal basis set for the HF calculations. Table 3 shows
the value ofx and the changed AM1-SRP parameters that
reproduce th&* and AE calculated from the AC-SRP method.
These parameters @nd the eight other parameters in the last
column of Table 3) were determined by using a genetic
algorithnt’ (GA). The pure HF/STO-3G results, the unmodified
AM1 results, and the unmixed AM1-SRP results are also shown
in Table 4. Itis important to point out that the NDDO parameters
of the AM1-SRP method were optimized with nonzerdhat
is, they were optimized simultaneously wixhby the GA to
make Enram1—sre agree well with the AC-SRP results rather
than to make th&ami—srpterm useful on its own. (We found
in earlier calculations that the AM1-SRP method with= 0
did not give as good a potential surface as those considere
here.) We note that Hartred-ock theory has the tendency to
overestimate classical barrier heights)(due to the lack to
electron correlation. We also note that pure AM1 calculations
often provide quite inaccurate geometries for saddle points. The

2.2.1. Charges and Dipole Moments in AC-SRBlculating
accurate partial atomic charges at points along the reaction path
is essential to calculating accurate rate constants of reactions
in liquid-phase solutions. The CM2 charge model is a semiem-
pirical class IV charge model that has been parametrized for
several basis sets and levels of treatment of the electronic wave
function. Although it has not been parametrized for AC-SRP/
6-31G*, it has been parametrized for the standard BPW91/6-
31G* method. We employed the charge model parameters
intended for the BPW91/6-31G* method with the adjusted AC-
SRP/6-31G* method and determined whether the resulting
calculated charges and dipole moments are within an acceptable
range as judged by experiment and high-level theory for
reactants and products. The gas-phase dipoles and partial atomic
charges for ChHOH and CHOH calculated from various ab
initio methods and density functional models are compared to
Jour values from AC-SRP calculations in Table 5. Because the
AC-SRP values of the dipole moments and partial charges on
our molecule are within the error of experiment and of the CM2
charges calculated with the original globally valid&fgohram-
eters and are also reasonably close to other theoretical values,

purpose of the linear combination method is to allow one to we concluded that a readjustment of charge model parameters

obtain reasonable results for a specific reaction at low compu- Is not required. . . .
tational cost and at the same time allow us include a convenient Because we will use SM5.42R solvation parameters originally
starting point for calculations on liquid-phase solutions. determinedf for the BPW91/6-31G* method, it is important

In a certain sense, the HAM1-SRP strategy works for the ~ hotonly that the AC-SRP/6-31G* gas-phase charge distribution
same reasons that Becke’s original B3 strategy works. In IS reasonably accurate but also that |t.do.es nlotdlffer significantly
particular, the B3 strategy mixes an ab initio Hartré®ck from. the BPW91/6-31.G* c.ha.rge distribution. Table 5 also
calculation, which tends to overestimate barrier heights and confirms that this test is satisfied.
underestimate bond energies, with a DFT component, and pure 2.2.2 Charges and Dipole Moments in HAM1-SRP We
DFT tends to underestimatebarrier heights. The HFAM1- also need to check and validate the charge distribution of the
SRP method reduces the cost and complexity of this successfuHF||AM1-SRP method. Since there are no CM2 parameter sets
strategy in three ways: (i) a very small basis set is used for the optimized for the HF/STO-3G and AM1-SRP methods, new
HF component (barrier heights are still overestimated by HF CM2 parameter sets are required. In the spirit of specific reaction
theory, even with small basis sets); (i) AM1-SRP is substituted parameter®5°(SRP), we denote the new parametrized proce-
for DFT; (iii) the theories are mixed at the energy level rather dure as CM2-SRP. Similarly to the standard procedure used to
than the Fock-operator level. determine theC andD parameters for the CM2 charge modl,

As for the AC-SRP case, all further calculations with we first fixed the partial charge of benzene at 0.11 by setting
HF||AM1-SRP are based on the harmonic oscillator and rigid- the Cc—y parameter, then the rest of the parameters were
rotor*3 approximation. determined by fitting to the partial charges of the methanol and
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TABLE 5: Dipole Moments of CH,0OH and CH3OH TABLE 8. AGep, AGcps, and Free Energy of SolvationAG3
leveP method dinole moment (D of the Atoms in Reactants, Products, and Saddle Point Using
v P © the SES Approximation with Geometries Optimized in the
CH3OH Gas Phase by AC-SRP
HF/MIDI! CM2/HF/MIDI! 1.63 :
HF/MIDI!6D/HF/MIDI!  CM2/HF/MIDI!6D 1.62 reactants saddle point products
HF/6-31G*//HF/MIDI! CM2/HF/6-31G* 1.69 atont AG G AGY AG G AGY AG G AGY
BPW91/MIDI!/ CM2/BPW91/MIDI! 1.65 5P OCDS s TORR CBS s TORR O s
HE/MIDI! H 0.00 1.80 1.80-0.80 1.26 0.46 0.00 1.18 1.18
B3LYP/MIDIY/ CM2/B3LYP/MIDI! 1.63 X 0.01 0.04 005 0.12 0.09 0.21 0.00 1.18 1.8
HE/MIDII C 0.05 1.21 127 013 1.20 1.330.10 1.74 1.64
21G* e o —2.00 —2.53 —4.53 —0.13 —2.00 —2.13 —0.72 —1.78 —2.50
BP|_\{\’/:S?|3.A/I6DﬁlG n CM2/BPWI1/6-31G L. Y —0.28 0.04-0.24-0.55 0.04—-0.51 0.16 0.04 0.20
. z —0.28 0.04-0.24-0.13 0.04—-0.09 —0.30 0.04-0.26
BPW91/6-31G* CM2/BPW91/6-31G* 1.62
AC-SRP/6-31G* CM2/BPWO1/6-31G* 174 w —1.67 —0.35 —2.02 —3.11 —0.35 —3.46 —3.02 —0.35 —3.37
experimental 1.7 sum —4.17 0.25-3.91—-4.47 0.28—4.19-3.98 2.05-1.93
CH,OH A(sump 0.00 0.00 0.00-0.30 0.03—-0.28 0.19 1.80 1.98
Mlaszé?j%lgigéc ChelpG 1.57 aTo distinguish the hydrogen atoms, the symbols X,Y, Z, and W
MP2/cc-pVDZ//AC- ChelnG 1.42 are used. The reaction is described astHXCYZOW — XH +
SRP/Gp-SlG* P ' CYZOW. ® Difference with respect to the values at reactants.
QCISD/cc-pVDZ ChelpG 1.44 ] .
MP2/cc-pVDZ ChelpG 1.45 the CM2-SRP charge model. We find that the partial charges
B3LYP-SRP/MIDI!//AC- CM2/B3LYP/MIDI! 1.39 calculated using this linear combination with the adjusted CM2
BPS\,/\sngzIGI\;l?éﬁ/;AC CM2/BPWILIMIDI! 138 parameters are close to the values of the globally validated CM2/
SRP/6-31G* i ’ ‘ AM1 method. Since the dipole moments are very similar to the
BPWO91/6-31G*//AC- CM2/BPW91/6-31G* 1.43 CM2/AM1 ones, we use the AM1 solvation parameters for the
SRP/6-31G* SM5.42 calculations based on the [H#VI1-SRP description.
AC-SRP/6-31G* CM2/BPW91/6-31G* 1.49

2.3. Solvation Free EnergiesHaving checked and validated
2In B3LYP-SRP, the LYP nonlocal functional is substituted for the the gas-phase charge distributions against gas-phase dipole
PW91 nonlocal functional in the standard way (ref 58) but with the moments' we used the SM5.42R and SM5.42 models to

- b i i . . ..
AC-SRP values o, B, andC. ®In each case, this column gives the  50jate the free energies of solvation. Note that this involves
method that is used to calculate partial atomic charges and the dipole

moment is calculated from these charges. adding the solvent reaction field to the mixed Fock operator of
AC-SRP theory and to each Fock operator of the LM-SRP
TABLE 6: CM2-SRP Parameters theory (i.e., separately to the HF and AM1-SRP Fock operators).
Ch-c Ch-o Ce-o Dc-o Furthermore, the linear mixing of energy components in LM-
AM12 —0.0200 0.1770 0.0260 00160 SRP theory becomes a linear combination of potentials of mean
CM2-AM1-SRP  —0.0200 0.0149 -0.0874 0.0215 force. We remind the reader that SM5.42R theory uses a
CM2-STO-3G —0.0210  0.2953 —0.0111 -—0.0068 geometry optimized in the gas phase while SM5.42 theory
a Original CM2 parameter set for AM1 wave functiohCM2-SRP involves geometry optimization in the liquid phase. Thus, the
parameter set for AM1-SRP wave functi6rCM2-SRP parameter set ~ SM5.42R/AC-SRP calculations involve an AC-SRP gas-phase
for HF/STO-3G wave function. geometry, and the SM5.42R/HF//AM1-SRP calculations involve
TABLE 7: Gas-Phase Dipole Moment in Debyes with an HAIAM1-SRP gas-phase geometry.
Geometries Optimized by HR|AM1-SRP?2 The solute-electronic and solvent-polarization contribution
wave function ~ CM2 parameters GBH CH,OH CHOH (AGep) to free energy of solvation, the cavitation dispersion
AML AML 163 143 1aa solvent structure contribution&¢ps) tq freeoenergy of solvation,
AM1-SRP AM1 2.48 2.15 230 and the total free energy of solvatioAGg) of the reactants,
HF/STO-3G AM1 1.29 1.27 1.13 products, and saddle point calculated by the SM5.42R/AC-SRP
ﬁ"\:ﬂlls-TSORgG %m%-g¥é-§gp 1176?; 11-‘21351 11-56% method are given in the sum row of Table 8. Recall tNGp
HF/AM1-SRP® CM2-AM1-SRR| 1.64 149  1.48 consists of two terms:
CM2-STO-3G

) AGgp= AEL + Gp (13)
aHF||AM1-SRP means HF/STO-3@&M1-SRP. For this method,

the tabulated dipole moment is calculated by eq 12. ) ) o
15whereGp is the electric polarization free energy of the solvent,

hydroxymethyl radical using a genetic algorithndGA). The including the solvent reorganization cost, as estimated by the
CM2-SRP parameters are given in Table 6, and the dipole generalized Born approximation, ande is the solute electronic
moments are shown in Table 7. The dipole moment of the distortion cost that is incurred in achieving the self-consistent
HF||AM1-SRP method is determined by assuming the partial polarization field. We note that
charges are scaled in the same way as the electronic energies.

)Z quqk'VkR (14)

Therefore, 1—¢
o
2¢
where x is the mixing parametergqe is the partial charge  where € is the solvent’s dielectric constanty is the self-
calculated by HF/STO-3G using the CM2-SRP charge model, consistent partial charge on atokn and yw is a Coulomb
andqgami—srpis the partial charge calculated by AM1-SRP using integral. For the higher rows in Table 8, th&Sgp values are

Onrami—srp = XOhe T (1 = X)0am1—srp (12)
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TABLE 9: AGep, AGcps, and Free Energy of SolvationAG2 of reaction path, in the present work, since it is a qualitatively
of the Atoms in Reactants, Products, and Saddle Point at new kind of application and since we wish to carry p@MT

HF||AM1-SRP Using the SES Approximation with calculations as consistently as possible with SCT ones, we

Geometries Optimized in the Gas Phase by HfAM1-SRP decided to follow the reaction path over a wide range in the

reactants saddle point products reaction coordinate to prevent any possible imprecision that

atonf AGep Geps AGY AGer Geps AGY AGep Geps AGY might be introduced by the interpolation scheme. First, we

calculated the gas-phase reaction path using the-Rdgker™*

—0.22 -0.02 —0.24 —0.01 —0.02 —0.03 —0.28 —0.03 —0.32

H 0.00 1.80 1.80-0.02 1.23 121 0.00 116 1.16 ; : .
X —001-0.02-003-028 004-024 000 116 1.16 method. The gradient step size was Q.0026 _A, and Hessians
C 0.03 1.34 137 006 1.33 1.390.07 1.92 1.85 were calculated at every second gradient point fre3 to

o —1.80 —2.09 —3.88 —1.20 —1.76 —2.96 —0.66 —1.16 —1.82 0.8 A along the reaction coordinate. The vibrational frequencies

\Z( —0.22-0.02-0.24-0.28 -0.02 -0.30  0.11-0.18 —0.07 along the reaction path were evaluated using a set of redundant
W

296 —065—292 —277 —0.66 —3.44 —3.55 —0.50 —4.06 internal coordinat®8 that consist of six stretqhes, seven
nondegenerate bends, one doubly degenerate linear bend, and
sum  —4.47 034-4.13-451 013-438-446 2.36-2.10 two torsions. The lowest real frequency mode of methanol and
A(sump 0.00 000 0.00-0.04-020-024 001 202 204 the generalized transition states corresponds to the internal
aTo distinguish the hydrogen atoms, the symbols X,Y, Z, and W rotation of the alcoholic hydrogen atom around the@bond
are used. The reaction is described astHXCYZOW — XH + and can be treated with the hindered rotator approxim&ds,
CYZOW. " Difference with respect to the values at reactants. but as discussed above, we used the harmonic treatment due to

. . the small anharmonicity. The forward symmetry factor is set
partitioned among the atonksbased on the following expres- to 2 y y y

sion: The tunneling calculation was carried out with the small-
Go(K) curvature tunneling.approximatiéﬁ‘(SCT) with 40 coordinate
AGeHK) = AG (15) points for each action integral and was Boltzmann averaged
E EP using 40 energies. The effective reduced riiissinterpolated
ZGP(k) along the reaction path using a sixth-order Lagrangian interpola-

tion scheme. The final gas-phase rate constants calculated are
given in Table 12, where they are compared with the experi-
mental values.

To include the free energy of solvation along the gas-phase
reaction path for the separable equilibrium solvation (SES)
approximation, we used variational transition state theory with
AGep= ZAGEP(k) (16) the interpolation based on single-point energies algofthm
(VTST-ISPE).

Figure 2 shows a plot of

whereGp(K) is defined in a previous papef Equation 15 has
the desirable property that the total electronic and polarization
contribution to the solvation free energy is the sum of a
contributionAGgp(k) from each atom.

The CDS contributions are also partitioned among atoms; this
partitioning is more obvious since the CDS term is easily written AVt (S) = Vgt (S) — Vegr (s = reactants) (19)
as a sum of terms each associated with the surface area of a
given atomt552 The total free energies of solvation obtained for both the gas-phase and the aqueous-phase versions of
from the HF|AM1-SRP calculations are tabulated in Tables 9 reaction 1 as calculated by the AC-SRP method.
and 10 for the SES and ESP approximations. 2.5.2. HH|AM1-SRP.The dynamics calculations with the

In the ESP calculation, the geometries of the stationary points HF[|[AM1-SRP method are also carried out with a scaling mass
are reoptimized in solution. While one can still tabulate and equal to 1.0 amu. The reaction path was followed using the
analyzeAGep, it is also instructive to consider the contribution Page-Mclver®* method in the range-0.8 to 0.8 A with a

from changing the geometry. This conven&gp to AGgnp gradient step size of 0.0011 A. The harmonic vibrational
where N denotes the nuclear part. Note that frequencies were calculated using redundant internal coordi-
nate§® at every fourth gradient step. The small-curvature
AGY(SM5.42R)= AGgp+ Geps 17) tunneling® (SCT) calculation is again carried out with 40
coordinate points for each action integral and Boltzmann
and averaged using 40 energies. The effective reduced mass for SCT
is interpolated using a sixth-order Lagrangian interpolation
AGYSM5.42)= AGgyp+ Geps (18) scheme. For the HFAM1-SRP calculations, large-curvature

tunneling® (LCT) calculations were also carried out. All excited

All three calculations indicate an increase of the positive value states are included for LCT calculations (as described in ref
of Geps as the reaction moves to the product side, and this 10) if they are allowed. The reaction rate constants in liquid-
contributes to decreasing the equilibrium constant in aqueousphase solution are estimated using both the SES and ESP
solution as compared to the gas phase. methods, and all dynamical calculations in solution were carried

2.4. Saddle Point GeometriesTable 11 gives the valence out with the same numerical parameters as in the gas phase.
internal coordinates for the three saddle-point structures usedTo check the stability of the calculations with respect to
for the dynamics calculations reported here. reorienting the generalized transition state dividing surfaces, all

2.5. Dynamics.2.5.1. AC-SRPAIl reaction path calculations ~ HF||AM1-SRP calculations were repeated with the RODS
were carried out in isoinertial coordinatescaled to a reduced  algorithm. The average change in the rate constants at 298 K
massu of 1.0 amu. Although we developed the interpolated was 1% for gas-phase rates, 5% for SES, and 9% for ESP. These
variational transition state theory by mappgihdlVTST-M) changes are small enough not to affect our conclusions, so for
algorithm to allow us to obtain reasonable reaction rates by using consistency with the AC-SRP calculations, we report the results
VTST/SCT with reaction paths covering a very limited range obtained without RODS.
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TABLE 10: AGgp, AGcps, and Free Energy of SolvationAGg of the Atoms in Reactants, Products, and Saddle Point at
HF||AM1-SRP Using the ESP Approximation with Geometries Optimized in Water by SM5.42/HFHAM1-SRP

reactants saddle point products

atont AGgp Geps  AGep+ Geps AGgp Geps  AGep+ Geps AGgp Geps AGep+ Geps
H 0.00 1.80 1.80 —0.02 1.22 1.20 0.00 1.16 1.16
X 0.00 —-0.02 -0.02 —-0.28 0.04 —-0.24 0.00 1.16 1.16
C 0.03 1.34 1.37 0.06 1.34 1.40 —0.10 1.92 1.82
(0] —1.83 —-2.09 -3.93 —1.28 —1.94 —-3.22 —0.68 —1.16 —-1.83
Y —-0.21 —-0.02 -0.23 -0.31 —-0.02 -0.33 0.13 —0.03 0.10
Z —-0.21 —0.02 -0.23 0.00 —0.02 -0.03 —0.30 —0.03 —-0.33
W —2.34 —-0.66 —2.99 —2.87 —-0.66 —3.53 —-3.75 —-0.66 —4.41
sum  —457(4.62F 034 —4.23(4.28) —4.71(456F —0.04 —4.75(-4.60f —4.70(5.16F 2.37 —2.33 (-2.79)
A(sump  0.00 000 0.0 ~0.15 ~0.38 —053(-032F —0.13 203 1.90 (1.49)

aTo distinguish the hydrogen atoms, the symbols X,Y, Z, and W are used. The reaction is described X6¥ZOW — XH + CYZOW.
b Difference with respect to the values at reactaht&lues in parentheses ar€Genp. ¢ Values in parentheses aneGg calculated by eq 16.

¢Values in parentheses are computed fm@g rather than fromAGgp +

TABLE 11: Saddle Point Structures H—X—CYZOW 2

AC-SRP HF||AM1-SRP

SES SES ESP
MH—x 0.971 0.867 0.854
I'x—c 1.323 1.277 1.278
fe—vy 1.091 1.088 1.082
fc-z 1.085 1.088 1.083
fc—o 1.368 1.387 1.396
fo-w 0.959 0.972 0.984
Ohxc 177.85 178.51 178.08
Oxcy 103.36 106.41 105.99
Oxcz 103.57 106.37 105.46
Oxco 110.91 108.18 107.68
Ocow 109.18 109.70 108.41
Prxcy 121.97 75.53 128.02
PHxcz 239.83 197.10 249.12
PHxco 357.58 313.33 5.73
PHcow 71.53 67.78 71.26

aBond distances in A, bond anglesd and torsion angleg in
degrees.

TABLE 12: Gas-Phase Reaction Rate Constants in cfn
Molecule ! s71

AC-SRP HF||AM1-SRP HF||AM1-SRP

temp (K) CVT/SCT  CVT/SCT  CVT/uOMT expt

200 1.8¢16) 8.0(16) 1.3 (-15)

250 1.0615) 2.9 (15) 4.8 (-15)

282 25(15) 6.0 (15) 9.5 (-15)

298  3.8(15  8.3(15) 1.3¢14) 2815y
300  4.0(15) 8.7 (15) 1.3¢14) 3.1(15p
325 7.0¢15)  1.4(-14) 2.1(-14) 6.0 15y
359.4 1.4(14) 2.5(14) 35(14) 1.3(14p
400 2.8(14)  45(14) 6.1(14) 2.8 (14p
500 1.0¢13)  1.5(13) 1.8¢13) 1.3(13p
600 2.8(13) 3.6(13) 42(13)  4.3(13p
1000 2.9(12) 3.3(12) 3.4(12) 6.5(12p
1500  1.3¢11)  1.4(11) 1.4¢11)  35(11p
2000 3.4¢11)  3.4(11) 3.4(11) 9.5(11p
2400 58(11) 5.6 (11) 5.7 (11)

aFrom Aders (ref 69)° From Tsang (ref 23).

2.6. Software.For AC-SRP, all electronic structure calcula-
tions were carried out with the GaussiaP®drogram combined
with the mn-gsm98.23 solvation module. Gas-phase and
solution dynamics calculations for AC-SRP were carried out
with a prerelease version of gaussraté8ldased on polyrate@1
and Gaussian9%.The HA|AM1-SRP calculations were carried
out with the games$3 program (version of May 1998) with the
gamesol2.%8 solvation module. Dynamics calculations at the
HF||AM1-SRP level were carried out using a prerelease version
of gamesolrate8.94 based on polyrate81and gamesol2.43

GC DS

(solution) (kcal/mol)

eff.c

(gas) or AV
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Figure 2. Born—Oppenheimer energy¥rpe(s) along the gas-phase
reaction path (solid curve) compared to the aqueous potential of mean
force along the gas-phase (dashed curve) reaction path; both curves
are calculated by AC-SRP. Note thaVe (S) = Veir(S) — Verr (S =

—o0), whereVet«(S) is defined in eq 7.

3. Experimental Situation

3.1. All-Protium Reaction. There are three reactive channels
for hydrogen atom abstraction from a methanol molecule by a
hydrogen atom, the formation of;H- CH,OH (channel 1), of
H, + CH3O (channel 2), and of ¥0 + CHjz (channel 3).
Lendvay et afP calculated the reaction barrier heights of these
reactions using ab initio methods and showed that channel 3
has a much higher barrier than the other two. Furthermore, they
showed that channel 2 also has a much higher barrier than
channel 1 such that it contributes only 4% at 1000 K and less
than 0.1% at room temperature. Their calculations supersede
earlier, less reliable estimates of the rate of channel 2, which
led to a recommendation that the measured rate constant might
contain as much as a 20% contribution from channel 2.
Therefore, unlike previous workers, we do not make any
correction to the measured rate constants to subtract out channel
2 in either the gas phase or the liquid solution phase.

Comparison to experiment must take account of experimental
errors. To eliminate fluctuations of individual data points and
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to provide a consistent comparison of gas-phase and liquid data A0 T T T
at a single temperature, all experimental values are evaluated | — — AC-SRP
at 298.0 K from linear Arrhenius fits provided by the experi- o\ CVT/SCT 1
metalists in their original publications or from the nonlinear - NN EVT/mOMT ]

. . . R . . | xpt.
Arrhenius fit of Tsan&? in his review article.

Consider first the liquid-phase data in agueous solution. The ‘;
Arrhenius fit of Mezyk and Bartefsagrees with previous
work®5:66 within about 25% for 288295 K but differs from
previous measurements by a factor of 1.7 (lower than previous
work by Smaller et af®) at 281 K and a factor of 1.8 (higher
than previous work by Neta et &) at 303 K& However, the
EPR method used in ref 6 is expected to be much more accurate &
than the methods applied previously, and the rate of reaction 1 <
was measured quite often to serve as a standard; therefore, the o5
uncertainty is expected to be no greater than a factor 0§71.5. 2
We therefore estimate an uncertainty of a factor of 1.5 in the . 1
value we obtain from the fit of ref 6, which &g = 5.0 x 5T Mo O ]
1015 cm?® molecule® st at 298 K. i N

In the gas phase, Tsatfgrovided a recommendation over
the range 5062000 K. There are no data available above 2000
K, and he does not have a recommendation below 500 K 1000/T
because of uncertainties in the détd.sang estimates a factor ) ) )
of 3 uncertainty at 2000 K and a factor of 1.5 uncertainty at Figure 3. Arrehn|u$ plot of calculated and exprimental gas-phase rate
500 K. The only measurements that extend below 500 K are constants for reaction 1.
those of Ader® and Meagher et &P The averaged measured
value of Meagher et al. leads to 3:91071%> cm® molecule™?
s1 at 298 K. However, they consider that their directly
measured value is probably unreliable due to mechanistic
complications and suggest combining their measured activation
energy with a preexponential factor equal to one-half their
measured preexponential factor for-H CH;OCH; (because
there are only half as many abstractable hydrogens). This would
decrease the rate constant to %11.071> cm?® molecule® s™1 _ .
at 298 K. Although this correction factor was accepted by Tsang 3.3. Deuterium Transfer Reaction. The gas-p.has.e rate
(who misquoted the temperature range of Meagher &t ad. constant for the H- CD3OH — HD + CD,0H reaction Is not
300-404 K rather than 298575 K), we believe it is very ~ Known, but the reaction rate has been measured in aqueous
dangerous because @bH and CHOCH; have different barrier ;olutlon by Anbar et al’2 and they estimated 20 for the kinetic
heights and barrier widths and hence different amounts of isotope effeck/kio.
tunneling, and this could lead to significantly different curvatures . )
of their Arrhenius plots. Furthermore, this theoretical correction 4- Discussion
of their measured rate constant makes it agree much less well |n comparing the theoretical results to experiment, the reader
with the result of Ader§? which is 2.8x 107! cm® molecule™  should keep in mind that absolute reaction rates are very
st at 298 K. In light of these uncertainties in the results of sensitive to small changes in barrier heights, which are uncertain.
Meagher et al., we will use the results of Aders as the best Thys, we can learn more about the physical effects responsible
estimates of the experimental rate constants below 500 K. for solvent effects on reaction rates from ratios of rate constants
However, we estimate an uncertainty of at least a factor of 3 in than from absolute rate constants.
this value. We note that conventional TST, CVT, and CVT/SCT may

The ratiokaqfkgasis thus estimated to be about 1.8 at 298 K, pe considered to be successively more complete theories. We
with an experimental uncertainty estimated to be at least a factordo not present all these levels as competing theories but rather
of 3. The present best estimate of the experimental value of theas approximations to our most complete dynamical level, CVT/
aqueous acceleration is larger than the experimental estimate,OMT; it is interesting to study the lower level dynamical results
used by Mezyk and Barté1§80% vs 23%), but it agrees with  because examination of the less complete dynamical calculations

-1

-12

m® molecule

14 +

_16_||||I|x|.|“‘Al||||I|.|||||||-

approximately cancel in the KIE), and thus we accept their value
for the gas-phase KIE. Lossack et’almeasured the D+
CHs30D reaction in aqueous solution and obtained a value of
Kun/kon = 0.71 for the aqueous KIE. (Note that in the gas-
phase experiment the W atom irtHXCYZZOW is H, whereas

in the aqueous experiment the W is D.) We carried out a full
dynamics calculation for the reaction ® CH3;OD both in
solution and in the gas phase.

it within the experimental uncertainty. helps us to understand how important it is to include the higher
3.2. Deuterium Attack Reaction. Meagher et al® also level dynamical effects. The same spirit applies to the com-
measured the deuterium attack reaction, {[@.;+ CHzOH, in parisons of SES results to ESP results; SES theory is an

the gas phase. They foukgy (where the first subscript denotes approximation to the more complete ESP theory.

the attacking atom and the second denotes the transferred atom) 4.1. All-Protium Reaction. 4.1.1.Gas PhaseAn Arrhenius

to be 6.9x 10715 cm® molecule? st at 298 K. This leads to  plot of the gas-phase rate constants is given in Figure 3, and it
a value of 0.56 for thekyn/kpy kinetic isotope effect (KIE). shows nonlinearity at lower temperatures, which is primarily
Although the absolute reaction rate of the hydrogen transfer due to the large amount of tunneling at these temperatures. The
reaction in Meagher's experiment is not, in our opinion, as nonlinearity is reflected in different values for the gas-phase
reliable as the values from Aders' experiment, Meagher's activation energy as a function of the temperature range over
experiement provides the best available experimental informa- which the slope is measured or calculated. With the AC-SRP
tion on the gas-phase KIE (under the assumption that the errorsmethod, the activation energy obtained from the local slope of
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TABLE 13: Rate Constantsiof Reaction 1 at 298 K and of experiment and our identification of tHeestexperimental
Ratios of Liquid-Phase Rate Constants to Gas-Phase Ones values indicates an 80% acceleration of the reaction rate by the
k(liquid)  k(liquid)/k(gas) solvent in water (i.e.k(liquid)/k(gas)~ 1.8). Nevertheless, it
source method k(gas) SES ESP SES  ESP is very i_nstructive .to examine the va.rious. factors cqntribgting
montal ) _ 1o to k(liquid)/k(gas) in the SES approximation, especially since
i)gggrllen a TSt 06 09 16 : the final value of~1.0 results from a cancellation of solvent
CcVT 05 08 15 effects rather than an absence of solvent effects. For example,
CVT/ZCT 1.3 1.6 1.2 Table 8 shows a large change in the electronic polarization free
CVT/SCT 38 38 1.0 energy of the oxygen atom as we move from the reactants to
HF|IAM1-SRP g\ﬂ_ﬂ (1)% é-g ig ig 39 the saddle pointAGep of this atom becomes less negative. At
: ' ' : : the same time, thAGgp values of the alcoholic hydrogen atom
CVT/ZCT 2.0 24 48 1.2 2.4
CVT/SCT 83 87 166 1.1 2.0 and one of the hydrogens from the methyl group become more
CVT/LCT 127 125 257 1.0 2.0 negative, and the net result is to mak&gp more negative by
CVT/uOMT 129 127 259 1.0 2.0 0.3 kcal/mol, thereby accelerating the reaction in aqueous
ak in units of 10°%5 cr® molecule® s b Uncertainty: at leasta  Solution by a factor of 1.7. There is no discernible hydrophobic
factor of 3 (see text) Uncertainty: factor of 1.5 (see tex§ TST acceleration, and the cavity dispersion solvent structure term

denotes conventional transition state theory; that is, the free energy ofdoes not change much, although it does lower the final value
activation is evaluated at the saddle point, and tunneling is neglected. of k(liquid)/k(gas) as calculated by conventional transition state
theory (see Table 13) to 1.6.

As we move toward the product side, the overAlBgp
becomes 0.2 kcal/mol less negative than that for reactants, and
it becomes 0.5 kcal/mol less negative than the value at the saddle
oint. As we move to the product§cps increases about 1.8
cal/mol and results in a total increase of 1.98 kcal/mol in the
5free energy of solvatiomGg. (The values just mentioned are
for AC-SRP, but comparison of Table 9 to Table 8 shows that
HF||AM1-SRP provides a similar picture.) The fact that the free

the Arrhenius plot is 5.66 kcal/mol for the range 3DO0 K,
while the activation energy obtained for the range -60000
K is 7.08 kcal/mol.

Table 12 shows that we obtain good agreement with gas-
phase experiments over the entire temperature range if we takq[:
account of the experimental uncertainties (factor of 3 at the
extremes of the experimental temperature range but about 1.
near 500 K). In fact, we agree with experiment within the

experimental uncertainty (although our slope is somewhat - 8
smaller). Of course, this agreement is partly by construction energy of agueous solvation decreases the free energy profile

since the AC-SRP parameters were adjusted in part to give aby ~0.3 keal/mol at the saddle point but increases it3.0

reasonable barrier height. This confirms that the adjustment doeskcal/ mol at the product causes the true dynamical bottleneck to

: : : . .be later than the saddle point; this is an example of a “parallel
eld a reasonable solventle .e., gas-phase) barrier height. .
y! y SOV ss (ie., gas-phase) ! 9 ffect” in the languag®@ of Albery—More O’Ferrall-Jencks

Based on comparing the magnitudes of the rate constants and’. his displ fthe d ical botl K d
the temperature dependencies of the theoretical and experimentafiagrams. This displacement of the dynamical bottleneck towar

results in Table 12, we conclude that the theoretical barrier products is barely visible in Figure 2, but it decreases the

heights of the potential energy surfaces used in this paper may2dueous acceleration factor from 1.6 to 1.5. The effect is larger,

be too low by about 1.2 1 kcal/mol; that is, the best estimate 207 instead of 6% in the HFAM1-SRP calculations, reducing
of the true barrier height is probably 1 kcal/mol. In light k(liquid)/k(gas) from 1.5 at the TST level to 1.2 at the CVT
of the uncertainties in the experiments, further adjustment of /€vel- Then, when we include the quantum mechanical tunneling
the semiempirical parameters in our potential surfaces was not€ffécts in the dynamics calculation by the SCT approximation,
pursued. the reaction rate in solutlc_)n dqes_ not increase as much as the
4.1.2. Liquid PhaseOur main focus is on solvent effects, to  9aS-phase one, and the final liquid-phase rate constant differs
which we turn next. The solution-phase rate constants at 298 k from the gas-phase value by only-2% at 298 K for either
are shown in Table 13. The SES/AC-SRP/CVT/SCT rate ©Nergy surface.
constant at 298 K is 3.& 10715 cmB molecule! s71, which To explore further the factors contributing to the possibility
agrees well with experiment. The HAM1-SRP method results  that the aqueous rate is significantly accelerated relative to the
in an SES/CVT/SCT rate constant that is 2.3 times higher than gas-phase rate, we carried out an ESP calculation with the
that from AC-SRP and 1.7 times higher than experiment, still HF|JAM1-SRP method. In the ESP calculation, the geometries
within our assigned experimental error bar. For the|AM1- of the stationary points are optimized using an effective potential
SRP potential surface, we also carried out the tunneling that is a sum of the gas-phase potential and the free energy of
calculation by the more reliableOMT method, which increases ~ solvation. Table 10 shows that solvation effects are more
the calculated rate constant by another factor of 1.5, making it favorable at the transition state in this more complete calculation,
2.5 times bigger than experiment. At the SES level, the ratio of both due to electronic electric polarization terms and due to
k(liquid) to k(gas) is reasonably consistent between the AC- CDS terms. Figure 4 shows tl&psandGp along the reaction
SRP and HFAM1-SRP energy surfaces, and it decreases as path for the HFAM1-SRP method with SES and ESP ap-
the dynamical level is increased, from +.5.6 at the conven-  proximations. The values of the SES calculation (dotted curves)
tional TST dynamical level to 1:01.1 when variational effects  are consistently higher than the values in the ESP approximation
and tunneling are included. The fact that these ratios are similar(solid curves) by about 0.2 kcal/mol. Figure 5 shows the partial
for the quite different AC-SRP and HIRM1-SRP approaches charges of the atoms along the reaction path with SES and ESP
is very encouraging. It is not 100% clear what to make of the approximations. The difference between the SES and ESP values
final value ofk(liquid)/k(gas)= 1.0 in the separable equilibrium  of Gepsis due almost entirely to the oxygen atom. The hydrogen
solvation calculation. On one hand, this does fall within the atom of the hydroxyl group has the most positive charge and
experimental error bars, and it is reasonably close to Mezyk the oxygen atom of the hydroxyl group has the most negative
and Bartels' analysis showing only a 23% acceleration (i.e., charge, and these two atoms contribute almost all the difference
k(liquid)/k(gas)~ 1.2), but on the other hand, our own analysis between the SES and ESP valuesGpp. The charge of the
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Figure 6. HF||AM1-SRP partial atomic charges in atomic units along
the gas-phase reaction path; solid curves are for the gas phase, and

04 w1 dotted curves are aqueous results in the SES approximation.

present already in the gas phase, although the magnitudes of
L ] most charges are increased by dielectric screening in the liquid.
0.2 F X . Finally, Figure 7 presents the liquid-phase SES charges from

o . Yz the AC-SRP calculations. Comparison of these charges to the
-A\ SES charges in either Figure 5 or 6 shows encouraging

agreement for the trends in teelependencies, with the biggest

difference being the smaller variation gx in the AC-SRP
calculation.

The rate constants from the gas-phase calculations are given
in Table 12, and the aqueous reaction rate constants are given
in Table 13. Furthermore, the solvation effect increases from
2.0 to 2.7 when the maximum free energy of activation is found.
This is high enough so that the ratio remains above the “best”
] experimental estimate of 1.8 even after tunneling reduces it 26%
o from 2.7 to 2.0.

i Because tunneling plays a significant role in the solvation
0.6 ] effect, it is interesting to examine it in more detail. For this
] | reason, we have included an intermediate level of tunneling
i | calculation in Table 13, namely zero curvature tunneling (ZCT).
O bt e e In ZCT tunneling, Vet () is the same as for SCT tunneling,
but reaction path curvature is not included in the effective
-0.6 -0.4 -0.2 0 0.2 0.4 . . .
. ) reduced mass. Thus, the solvation effect on tunneling arises
reaction coordinate (A) entirely from the shape d¥er (s) in the ZCT approximation.
Figure 5. Partial atomic charges in atomic units along the reaction Table 13 shows that, in the AC-SRP calculations, 60% of the
path of the HRAM1-SRP method in SES (in dotted curves) and ESP  tynneling reduction ifk(liquid)/k(gas) occurs already at the ZCT
(in solid curves) approximations. In Figures 51, we use the labeling  |eye|. The broadening of the effective barrier that accounts for
scheme: H XCYZOW — HX + CYZOW. this is readily apparent in Figure 2. However, in the|[AM1-
carbon atom becomes slightly negatively charged toward the SRP calculations, the tunneling reduction comes not from the
product region due to the formation of the radical. Figure 6 change in shape of the effective barrier along the classical
compares the gas-phase and liquid-phase charges along the gaseaction path (as would show up in the ZCT calculation) but
phase reaction path. This figure shows that the basic trendsrather from the deviations of the average tunneling path from
observed in Figure 5 (in particular the nonmonotonic behavior the classical reaction path (as show upa(s) or in the LCT
of gy andqx, the decrease daic, and the increase afp), are calculations). These deviations, which could be zero in the

o
T

Partial Charge
S
N
T
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O e e s S s B s B experimental estimate is just an artifact of the theoretical barrier
I 1 height apparently being slightly too low. The comparisons of
] absolute reaction rates are hampered by uncertainties in the
w experiments, uncertainties in the absolute barrier height, and
uncertainties about nonequilibrium effects. But the rate constant
ratios still help us to ascertain tif@ctorswhich must eventually
- 1 be understood and converged if we are to ultimately make our
02t 7 theoretical treatments of this kind of reaction reliable. With this
I vz ] motivation, we next discuss two more kinds of ratios: k7
— | kSES and (i) kinetic isotope effects.
X As noted above, the SES calculations, although identifying
H some factors that accelerate the reaction in liquid-phase solution,
do not predict a net speedup of the reaction rate in solution.
c However, in the ESP approximation, a speedup of the reaction
02 F ] in solutionis observed and the calculated rakigiquid)/k(gas)
| equals 2 (where the experimental value is estimated to be 1.8,
see above).

0.4 . We found that the tunneling effect is quenched by solvent to

r a similar extent in the SES or ESP calculations. To place this
'___’___,_,,//T in a more quantitative context, we use the |[AM1-SRP

calculations to factor th&ESFkSES ratio as follows:

Partial Charge

06 [ .
I ] CVT/uOMT OMT CVT ;TS TST, TST
SP _(KJESP )(kESP/ Sj( kESIJ AS) (20)
CVT/uOMT OMT CVT ), TST TST;, TST
08 ol L L ES Kses | \Kses/Ksesl | KsedKaas
0.6 0.4 0.2 0 0.2 0.4
reaction coordinate (A) where the transmission coefficients the ratio ofkCVT/«OMT tg

VT i i indi
Figure 7. AC-SRP partial atomic charges in atomic units along the KT, Thus, the values in parentheses in eq 20 indicate

gas-phase reaction path as computed by the SES approximation forrespectively the relative contributions from the tunneling effect,
aqueous solution. the variational effect, and conventional TST in the SES and

ESP approximations. The left-hand side of eq 20 equals 2.04

absence of reaction path curvature in the barrier region, increasdn the HFJAM1-SRP calculation, and the contribution from the
the tunneling probability, and the calculations in Table 13 show tunneling effectis 0.9, from variational effects is 1.72, and from
that they are more significant in the gas phase than in solution. the saddle point is 1.32. Therefore, in this factorization, the
For the AC-SRP calculations, this appears to result primarily factor of 2 in speedup observed in the ESP approximation is
from the fact that reaction path curvature effects amplify any mainly contributed by the variational effect, i.e., the effect on
differences that are already apparent at the ZCT level, whereasthe rate constant of variationally determining the maximum of
in the HA|AM1-SRP calculation the effect appears more subtle the free energy profile (see eq 13) rather than placing it at the
and is apparently due to a solvation-induced shift in the conventional transition state at= 0.
alignment of region of highest curvature with the barrier top.  Recall that the difference in the SES and ESP approximations
One should also note that, even in the gas phase, the ESPJs that in SES we use the gas-phase reaction path and add the
CVT/SCT reaction rates calculated by H&M1-SRP are a free energy of solvation at each point, whereas in the ESP
factor of 2.2 higher than those calculated by AC-SRP. This approximation the reaction path is followed in the bath. To study
increase is a product of these factors: a factor of 1.34 at thethe difference of the transition-state variational effect in these
CVT level (the barrier height effect), a 1.15-fold increase due approximations, we had to locate the dynamical bottleneck,
to ZCT tunneling (the barrier width effect), and a final factor which is the maximum of the free energy profile at 298 K. For
of 1.44 due to reaction path curvature. For the||AM1-SRP the SES calculation, the bottleneck is locateds at 0.10 A,
energy surface, we were also able to show that large-curvaturewhere the free energya{ of eq 4 with the zero o¥ placed at
tunneling results in a further increase of another factor of 1.55. reactants) equals 38.41 kcal/mol, and the free energy profile in
This latter factor is perhaps surprising since large-curvature the ESP approximation has a maximunsat 0.06 A with G°
tunneling is often associated with the healight—heavy mass = 37.92 kcal/mol. The difference of 0.49 kcal/mol in the free
contribution rather that the present lighight—heavy (H-H— energy corresponds to the factor of 2.3 thatltgé\;/kgg’g ratio
CH30H) mass combinatioff. Nevertheless, large-curvature equals at 298 K. The classical energies and the zero-point
tunneling effects of this size are also known for other kght  energies at the dynamical bottlenecks can be obtained by linearly
light—heavy cases, e.g¢‘OMT/kSCT 300 = 1.35 for H-H—O interpolating between the closest two saved points on the
and 1.46 for H-H—CIL."® reaction path. For the ESP approximation, the classical energy
We also note that the HRAM1-SRP reaction rates estimated Vre is 7.25 kcal/mol and the zero-point energy (ZPE) is 33.35
by CVT/SCT and CVT#OMT are higher than the experimental kcal/mol, whereas these values equal 7.00 and 33.83 kcal/mol
results by more than the estimated experimental error bar. Wein the SES approximation. We then partition th€.49 kcal/
believe though that at the present state of knowledge, one shouldnol that we obtained foB25y " — Gagy " into —0.25 kcal/mol
not pay as much attention to absolute reaction rate constants agrom the classical effective potential energy (which is the sum
to rate constant ratios. Thus, for example, the fact that LCT of Born—Oppenheimer energy and free energy of solvation),
tunneling increases the rate constants is physically significant; +0.48 kcal/mol from ZPE, ané-0.34 kcal/mol from thermal
the fact that it takes the calculated value farther from the best vibrationat-rotational energy.
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TABLE 14: Saddle Point of R1 in SES and ESP TABLE 15. CVT Reaction Bottleneck of R1 in SES and
Approximations at 298 K ESP Approximations at 298 K
AC-SRP HF||AM1-SRP AC-SRP HF||AM1-SRP
SES SES ESP SES SES ESP
V (kcal/moly 7.75 7.77 s (bohr) 0.0609 0.1837 0.1129
AVesic (kcal/molp 7.48 7.54 7.46 AVegi ¢ (kcal/molp 7.42 7.01 7.10
AVeir (kcal/molf 39.48 40.47 40.56 AVet (kcal/moly 39.53 40.86 40.63
Ri-n (A) 0.971 0.841 0.854 RVTL_p (A) 0.94 0.79 0.79
Ric-n (A) 1.322 1.297 1.281 RVTe_y (A) 1.36 1.35 1.34
go¢ —0.480 —0.495 —0.494 go° —0.476 —0.533 —0.541
aw? 0.391 0.365 0.366 qw® 0.392 0.403 0.404
gx¢ 0.084 0.109 0.110 ox°© 0.083 0.109 0.112
gud —0.115 —0.059 —0.057 v1 (cm™) 3923 3660 3503
v1 (O—H str.) 3924 3680 3500 v2 (cm™1) 3270 3464 3481
o (C—H str.) 3265 3412 3461 vz (cm™Y) 3138 3447 3451
v3 (C—H str.) 3134 3388 3435 va(cmt) 1632 2525 2420
V4 1547 1786 1866 vs(cm™Y) 1546 1572 1601
Us 1501 1561 1639 ve(cm ) 1432 1475 1505
U 1437 1474 1529 v7(cm™Y) 1351 1443 1436
v7 1377 1438 1447 vg(cmt) 1347 1314 1316
Ug 1364 1387 1389 ve(cm™Y) 1222 1199 1201
Vo 1220 1292 1288 vio(cm™) 1154 1141 1140
V10 1169 1199 1191 v1(cm™?) 1118 1106 1109
V11 1121 1156 1148 vi2(cm™Y) 611 617 616
V12 606 574 590 viz(cm™?) 396 393 393
V13 395 386 392 v1a(cm™?) 322 317 283
Zig iigo 135;6 127799] aClassical effective potential energy with respect to the classical

effective potential of the reactants (see eqs 7 and “IHijfective
@ Gas-phase BornOppenheimer energy with respect to the energies potential energy (see eq 6) with respect to the classical effective
of the reactants? Classical effective potential energy with respect to potential of the reactants, i.8/es (S = 0) — Ve (S = reactants)¢ To
the classical effective potential of the reactants (see eqs 7 and 17).distinguish the hydrogen atoms, the symbols X, Y, Z, and W are used.
¢ Effective potential energy (see eq 6) with respect to the classical The reaction is described as-HXCYZOW — CYZOW + XH.
giec:jiyi_ potgn;ia;Lof Lh% reactantts, i.‘e!eﬁtgs =0) Ta \{eﬁ )((s ? r;actagt;)/.
0 distinguish the hydrogen atoms, the Ssymbols A, ¥, £, and W are qq|tion at the conventional TST level sink&7kSES = 1.32
3 ffd' The reaction is described astKCYZOW — CYZOW + XH. at the conventional TST level (see Table 13). This in turn is
requencies are in cth - . . .
32% of the finalkESAkSESvalue of 2.0, which results primarily
from a large increase in this ratio at the CVT level, which is
partly canceled by the tunneling effect (again see Table 12).
The main lesson to be learned from this dissection is that the
final overall solvent effect results from many, many contribu-
tions in both directions, which partly cancel. (This is an
important result in that it shows by example why very simple

Table 14 gives the saddle-point information for the aqueous
reaction calculated with AC-SRP and Hi&kM1-SRP at 298 K.
From the vibrational frequenayy, of modem, we can calculate
its contribution to the rate constant, which is given by the
partition functionQm with the zero of energy at the saddle point.

Note that . X
explanations, although appealing, cannot be trusted.) Neverthe-
A —zkT less, the above discussion shows that a large part of the
Qn=CQne (21) enhancement ok(liquid) over k(gas) comes from variational
. transition state effects and vibrations.
whereZy is the zero-point energy of modahe k is Boltzmann's Table 15 gives information about the aqueous CVT reaction

constant, and), is the usual partition function that tends to bottlenecks calculated with AC-SRP and [##M1-SRP at 298
unity asT — 0. From the HRAM1-SRP frequencies in Table k. we compare the classical effective potential, the adiabatic
14, we find thaQ5>7Q5  exceeds 1.10 for only two modes, ground-state energy, the breaking-B bond distance, the

= 1 and 14, for which it equals 1.54 and 1.10, respectively. forming H—H bond distance, and the partial charges of O and
(The former value reflects a significant difference in the l® H atoms for AC-SRP and HFAM1-SRP calculations. For the
bond distance, which is 0.99 A in the ESP and 0.97 A in the HF||AM1-SRP energy surface, the SES and ESP approximations
SES approximation, and the latter reflects an increase in bothlead to similar reaction bottlenecks at 298K, except that the
the G-0O and O-H bond lengths.) HoweveQE>7Q s in classical effective potential differs by 0.09 kcal/mol. The AC-
the range 0.820.89 for all of modesm = 2—6, and the SRP energy surface shows an earlier bottleneck than the ones
accumulation of these small effects dominates the product of obtained by the HFAM1-SRP method.

all QESQSES ratios; the product is 0.78. This vibrational At this point we can return to Table 10 and ask how much
contribution to kESPKSES from the saddle point is, in turn,  the hydrophobic effect contributeskgiquid)/k(gas). We define
dominated by a factor of 0.68 from reactants, due primarily to the hydrophobic acceleration as the contributiorkauid)/

a factor of 0.62 fromm = 5 and 0.82 fromm = 9, partly k(gas) from the CDS terms on atoms H, X, C, Y, and Z. Table
canceled by factors of 1.22 from= 1 and 1.21 fromm = 12. 10 shows that the sum of these CDS terms decreases by 0.52
Putting the reactant and transition state contributions together,kcal in proceeding to the conventional transition state. This effect
the vibrational contribution to the rate constant is then 1.14 alone would yield a solvent-induced increase in the rate constant
(=0.78/0.68), which consists of 1.26 from= 1, 0.75 fromm of 2.4, which is larger than the calculated speedup of 1.32 at
= 2—6, and 1.19 from the rest. In perspective, the vibrational the TST level and is even larger than the final calculated speedup
contribution of a factor of 1.14 t&ESFkSES accounts for 44%  of a factor of 2.0. Thus, from this point of view, it is correct to

of the effect of optimizing geometries and reaction paths in say that the rate acceleration occurs by hydrophobic acceleration
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Figure 8. HF|JAM1-SRP calculations of making and breaking bond
distances for the aqueous reaction:) ESP; (- - -) SES.

2...l|,.|.||l...I...|1111||.ln|1
partly canceled by other effects. Although it is a somewhat 08 06 04 -02 0 02 04 06 08
unsettling result, there is no way to avoid the conclusion from
the discussion above that the precise amount of hydrophobic
acceleration and the precise amount of cancellation result fromFigure 9. HF||AM1-SRP calculations of solvent-accessible surface
a complicated interplay of many factors that determine the aréas of the individual atoms for the aqueous reaction) ESP;

. . . . (---) SES. In the solvation models used in this paper, the solvent-
location of the dynamical bottleneck along the reaction path in accessible surface area is the same as the exposed area of the van der

reaction coordinate (A)

the gas phase and in solution. Waals surface.
Six more plots illustrating the differences between the SES
and ESP calculations are provided in Figuresl8. Figure 8 05 [T T T e

shows that optimizing the reaction path in solution does not
change the synchronicity of the reaction. Figuresl® show
that the electrostatics are more sensitive than the first solvation
shell effects to optimizing the reaction path in solution, and
they also show which atomic sites’ contributions vary strongly
along the reaction path. Figures 12 and 13 illustrate the
guantitative variations in the computed barrier along the reaction
path. These variations will be important in the discussion that
follows. R
4.2. Kinetic Isotope Effects.As mentioned in the previous &
section, the kinetic isotope effects (KIEs) have also been studied§
experimentally. Table 16 shows the calculated and experimental &
values of the gas-phase KIEs, whégg is used to indicate é&
k(V + CX30W — VX + CX,0W); that is, the first subscript &
is used for the attacking species and the second subscript is
used for the transfer species. Note that kg, our AC-SRP
calculations are for W= D whereas the experiment is for W
H, but this does not effect our conclusions because the secondary
KIE at W is very small. (We checked this with AC-SRP at the
conventional TST level where we found a gas-phase kati(/N
= H)/kpn(W = D) = 1.02.) Meagher et dP measuredky/kpn
(W = H) in the gas phase and obtained a value of 0.56, which
may be compared to our values of 0.95 for AC-SRP/CVT/SCT,

0.82 for HH|AM1-SRP/CVT/SCT, and 0.68 for HAM1-SRP/ e ——
CVT/uOMT. This comparison indicates that the HM1-SRP 08 06 04 02 0 02 04 06 08
energy surface may be more realistic than the AC-SRP one and reaction coordinate (A)

also that large-curvature tunneling effects are important to get Figure 10. HF|JAM1-SRP calculations of electric polarization free
the KIE correct. energy in aqueous reaction=—) ESP; (- - -) SES.

The kinetic isotope effects in aqueous solution are given in
Table 17. In this case, there are two experiments: Lossack etkyp. Calculations using AC-SRP and HAM1-SRP generated
al.”t found 0.70 forkpy (W = D); Anbar et al’? found 20.0 for close agreement with these experimental values.
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Figure 11. HF||AM1-SRP calculations of the cavity dispersion solvent

structure free energy in aqueous solutior:) ESP; (- - -) SES.
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Figure 12. Born—Oppenheimer energygre(s) along the gas-phase
reaction path (dashed curve) compared to the aqueous potential of mean
force along the gas-phase (dotted curve) reaction path as calculated by
HF||AM1-SRP and the solution-phase reaction path calculated by

HF||AM1-SRP (solid curve). Note thatAVerdS) = VerdS) —
Vett oS = —), whereVe S) is defined in eq 7.

5. Summary and Conclusions
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Figure 13. HF||AM1-SRP calculations oAVeit(S) + Grve (5T =
0): (—) ESP; (---) SES;{ — —) gas.

TABLE 16: Gas-Phase Kinetic Isotope Effect at 298 K

Kan/kor? Ker/keip®

experiment 0.6

AC-SRP TST 0.46 7.1
CVT 0.44 7.6
CVT/ZCT 0.63 8.2
CVT/SCT 0.95 12.0

HF||AM1-SRP TST 0.44 10.2
CVT 0.29 10.6
CVT/ZCT 0.55 9.8
CVT/SCT 0.82 13.8
CVTILCT 0.67 28.0
CVT/uOMT 0.68 21.1

aTheory, k(H + CH;OH)k(D + CHsOD); experiment,k(H +
CH3OH)/k(D + CH3OH). ®k(H + CH3zOH)/k(H + CDsOH).

TABLE 17: Kinetic Isotope Effects at 298 K in Aqueous
Solution

Kunkon® (W = D) Keir/Krp®

source method SES ESP SES ESP

experiment 0.7 0.7 20 20

AC-SRP TST 0.48 7.7
CVT 0.44 7.8
CVT/ZCT 0.59 7.8
CVTI/SCT 0.84 10.9

HF||AM1-SRP  TST 0.44 039 103 103
CVT 0.27 0.34 10.9 10.7
CVT/ZCT 0.53 0.60 10.3 9.5
CVTI/SCT 0.81 0.91 146 13.3
CVTILCT 0.53 0.51 28.3 26.6

CVT/uOMT  0.48 051 213 202
ak(H + CHsOH)K(D + CH:OD). ® k(H + CHsOH)/k(H + CD:OH).

parameters (denoted AC-SRP to indication its rationalization
by the adiabatic connection theorem), charge model 2 with
specific reaction parameters, and the linear mixing specific
reaction parameter (LM-SRP) method, in particular AM1-

SRP, in which two energy components are mixed with an

In this paper, we have introduced several new ideas for empirical coefficient. The AC-SRP approach mixes energy
modeling implicit potential energy surfaces and potentials of functionals at the level of the Fock operator for a self-consistent
mean force for direct dynamics calculations. These include the field or self-consistent reaction field calculation, whereas the
Becke three-parameter HF-DFT method with specific reaction LM-SRP approach mixes energy components at the level of
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total energies in the gas-phase or potentials of mean force inReferences and Notes
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