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An intermolecular potential was derived from ab initio calculations on methanol dimers and trimers. Ninety-
four methanol dimer geometries and seventeen trimer geometries have been studied using an interaction-
optimized basis set. Because we aimed at transferability, all terms of the model were fitted separately, in
order to obtain a potential in which these energy terms have a well-defined physical meaning. Electrostatic
interactions were described by atomic multipole moments obtained by fitting to the monomer electrostatic
potential. The polarization energy was modeled using atomic dipole polarizabilities. Scaled empirical
polarizabilities reproduced the energy nonadditivity in methanol trimers very accurately. The dispersion energy
was described by a dampedr-6 atom-atom potential, which was fitted to separately calculated dispersion
energies. Exchange energy and remaining short-ranged terms were modeled by an exponential repulsion term,
including some anisotropic features. This repulsion model was fitted to the total SCF+MP2 interaction energies
of the dimers. The maximum deviation for near-equilibrium geometries was∼0.2 kcal/mol. The calculated
interaction energies for dimers containing methane, water, and dimethyl ether were in similar agreement,
both with our own ab initio calculations and with the best values available in the literature. In addition,
trends in hydrogen-bond distances in these dimers and in methanol trimers were well reproduced by our
model. So, the potential was seen to be transferable to related systems.

1. Introduction

Computer modeling of organic solids is most commonly
performed using empirical atom-atom potential energy func-
tions.1 This approach is often rather successful in reproducing
geometrical features of experimental crystal structures. Con-
sidering the approximate nature of these potentials, this may
seem remarkable. However, one should keep in mind that most
models for nonbonded interactions are generally parameterized
on this type of structural information. Data on energetics used
in the parameterization is usually limited to a number of
sublimation energies, whose comparison to calculated lattice
energies is not without uncertainties.1 Therefore the accuracy
of the calculated lattice energies is much more doubtful.

In crystal structure prediction one demands a very high
accuracy on just these lattice energies, as it is usually assumed
that the experimentally observed structure corresponds to the
one with the lowest calculated energy.2 Because differences in
energy between hypothetical structures can be extremely small,
very accurate intermolecular potentials are needed for a reliable
energy ranking. In this approach thermodynamic and kinetic
effects are neglected. This is questionable,3,4 and accurate energy
values will be a prerequisite to assess the importance of these
neglected effects.

For the electrostatic interactions, the use of atomic multipole
moments has proven to be a large improvement over atom-

centered partial charges.5-7 In those studies, ab initio derived
multipole moments were added to an empirical 6-exp potential.
In the present work we go beyond that, and a complete
intermolecular potential is determined from ab initio calcula-
tions. Our goal is to develop a general potential that can be
used for calculating the interactions between molecules such
as alkanes, ethers, alcohols, and even carbohydrates. Because
it is computationally expensive to calculate accurate interaction
energies, we chose the smallest possible model system, i.e., the
methanol dimer. We require our potential to be transferable.
To this end, we construct an atom-atom potential that separately
reproduces different components of the interaction energy (e.g.,
electrostatic, repulsion, dispersion), instead of total interaction
energies alone. At the accuracy we aim at, atomic multipole
moments are not transferable from one molecule to the other
(see, e.g., ref 8). Therefore, for each molecule of interest a new
set of atomic multipole moments has to be calculated.

Other approaches to derive ab initio intermolecular potentials
have also pursued a separation of the interaction energy in
physically distinct contributions. The anisotropic site potential
for water of Millot and Stone9,10 is parameterized on data from
intermolecular perturbation theory. It is complicated, involving
quadrupole polarizabilities and a very elaborate anisotropic
repulsion model. In the latest revision10 an explicit charge-
transfer term was added. The model involves, however, a single-
site dispersion term based on experimental data, which prohibits
transferability to other molecules. Moreover, the complexity of
such a potential hinders its application to large numbers of
hypothetical crystal structures, while it does not necessarily
increase its accuracy.
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Other approaches, such as NEMO11,12 and the systematic
potential by Wheatley,13,14 are mainly based on monomer
properties and on the assumption that the repulsion energy is
proportional to the overlap of the monomer wavefunctions or
charge distributions. Constructing a potential for a new molecule
of interest is then computationally less expensive than in a true
ab initio approach. The price one pays, however, is that the
accuracy of the repulsion model is uncertain. Since at near-
equilibrium geometries the repulsion term is large in comparison
with the total interaction energy, small relative errors in this
term may spoil the accuracy of the final interaction energies.
We therefore prefer to use as accurate a repulsion energy as is
attainable. We will show that the resulting model is transferable;
therefore, we need not derive a new potential for another
molecule of interest at all.

We developed our model on the most accurate ab initio data
we could afford, performing counterpoise-corrected supermo-
lecular calculations at the SCF+MP2 level on methanol dimers
in a newly designed interaction-optimized basis set. We do not
share the pessimistic view on the accuracy of ab initio interaction
energies.9,10,13 Admittedly, it is hard to obtain by ab initio
methods interaction energies accurate to within a few tenths of
a kcal/mol, but in the end we shall be interested in energy
differences more than in absolute energies. Due to compensation
of errors, the former can usually be estimated more accurately.
In order to enhance this compensation of errors, our ab initio
data must be of equal accuracy for all geometries of interest.

Deriving a potential from dimer calculations means deriving
a gas-phase potential. In order to obtain transferability of our
model to the condensed phase, it is essential to allow for
nonadditivity in the model. This is accomplished through the
use of atomic dipole polarizabilities which we parameterize on
methanol trimer calculations.

In this article we first report the methods, basis set, and
geometries used in the ab initio calculations. Secondly, we
describe the parameterization of the electrostatic, polarization,
dispersion, and repulsion parts of our potential together with
the ab initio data that was used for fitting each energy term.
Then we assess the accuracy of the model and test the assumed
transferability. To this end we compare results of our model
with ab initio data for dimers involving water, methane and
dimethylether. In a companion article15 we show that our model
is suitable for modeling of crystals. There we also report the
application of the potential to the prediction of the crystal
structures of methanol, ethanol, dioxane, and propane.

2. Ab Initio Calculations

2.1. Method. Interaction energies were calculated in the
supermolecule approach, using the counterpoise procedure16 to
avoid the basis set superposition error (BSSE). The interaction
energy at a certain geometry (R) is then obtained as

for a dimer AB, and as

for a trimer ABC. EA,DCBS and EA,TCBS are the energies of
monomer A, calculated in the complete basis set of the dimer
or the trimer, respectively (DCBS) dimer-centered basis set;
TCBS ) trimer-centered basis set).

Interaction energies were calculated at the SCF+MP2 level.
For neutral hydrogen-bonded dimers higher-order correlation
effects tend to cancel, making MP2 the method of choice for
the calculation of a potential energy surface.17 Moreover, relative
energies are even less influenced than absolute energies. For
example, MP2 relative energies for a number of water trimer
configurations differ by less then 0.06 kcal/mol from their
CCSD(T) counterparts.18

The total MP2 interaction energy can be partitioned in the
following contributions:

∆ESCF
(1) is the first-order SCF interaction energy, which con-

tains the coulombic and exchange-repulsion interactions be-
tween the unperturbed monomers.∆ESCF

(2) is the energy subse-
quently gained in the SCF process, which contains polarization
and charge-transfer effects. The MP2 correlation energy
(∆EMP2

corr ) contains the dispersion energy, in addition to correc-
tions on ∆ESCF

(1) and ∆ESCF
(2) . The most important correction

originates from the reduction of the dipole moment of the
monomer by correlation. For hydrogen-bonded geometries, this
results in an electrostatic interaction energy that is smaller than
at the SCF level and consequently in a positive contribution to
∆EMP2

corr .
Dimer and trimer calculations were calculated using the

ATMOL19 system of programs and its local extensions SERVEC20

and INTACAT,21 using spherical harmonic d, f, and g functions.
2.2. Basis Set and Accuracy.The calculation of interaction

energies by ab initio methods always suffers from the basis set
incompleteness error, and large basis sets are needed to obtain
accurate results. We chose to use an interaction-optimized basis
set, because such a set can be much smaller than a “standard”
set at the same level of accuracy.22 For example, a basis set of
only 249 functions for water dimer can achieve equivalent results
to a basis set of 1046 functions.23 This IO249 set employs bond
functions, which can be very effective in saturating the
dispersion energy.22 However, in many geometries that we
wanted to consider it is far from obvious where to place such
bond functions. The final goal of this study is to obtain the
relative energies for different crystal packings as accurately as
possible. Relative energies are not hindered by some underes-
timation of the total dispersion energy, as long as the under-
estimation is equally large for all packings. This would be
endangered if bond functions would lower the dispersion energy
in certain geometries, but not in others. Therefore, we decided
to refrain from the use of bond functions.

In the appendix we report the optimization of a basis set on
interaction energies of a methanol dimer. The resulting interac-
tion-optimized set (referred to as IOM) is given in Table 1. In
order to illustrate the accuracy achieved with this basis set, we
calculated the MP2(frozen core) interaction energy for water
dimer (Table 2). This value is∼0.2 kcal/mol above the MP2
limit for frozen monomer geometries.23,29,30This places the IOM
basis at the accuracy of the cc-pVQZ and the aug-cc-pVTZ basis
sets.31,32 The latter are, however, substantially larger than our

∆EAB(R) ) EAB(R) - EA,DCBS(R) - EB,DCBS(R)

∆EABC(R) ) EABC(R) - EA,TCBS(R) - EB,TCBS(R) -
EC,TCBS(R)

TABLE 1: Interaction-Optimized Basis Set for Methanol
(IOM)

C O HO HC

EZ24,25 EZ24,25 DZ26 DZ26

RP 0.195/0.7827 0.15/0.6
Rd 0.15/0.6 0.1667/0.5/1.527

Rf 0.3 0.3125/1.25
Rg 0.3 0.75

∆EMP2
tot ) ∆ESCF

(1) + ∆ESCF
(2) + ∆EMP2

corr
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basis set, so the use of an interaction-optimized basis set proved
to be advantageous. Higher-order correlation29 and core cor-
relation23,30 result in a limiting value for the binding energy of
water dimer of∼5.0 kcal/mol, so our calculations underestimate
this by∼0.3 kcal/mol. This absolute error is mainly caused by
an underestimation of the dispersion energy.

What can one infer from these results on water dimer
regarding the absolute accuracy of the interaction energies for
methanol dimer? One could argue that∆EMP2

corr is larger for
methanol dimer than for water dimer (i.e., by a factor of 1.8 in
near-equilibrium geometries), and therefore that its error will
be equally larger. One could also argue that the underestimation
of the dispersion energy is not caused by the leading term in

the dispersion-energy series (r-6), since the quality of this term
is dependent upon the dipole polarizabilities of the monomers.
The deficiency will be mostly in the higher powers ofr-1, so
it will be most serious at short range. This is supported by the
fact that the use of bond functions proves to be very efficient
to saturate the dispersion energy. Since in their optimal
geometries, methanol dimer contains the same short-range
interactions as water dimer, the error in the interaction energy
might be not much larger. We suppose that the underestimation
in the interaction energy is somewhere in between both lines
of reasoning, around 0.4 kcal/mol. As argued above, the relative
energies of different geometries and different crystal packings
will be more accurate due to compensation of errors.

2.3. Geometries. Ninety-four different methanol dimer
geometries were constructed, which are summarized in Figure
1. Emphasis was put on geometries with close contacts, because
at long range the interaction energies are dominated by
electrostatics, which can be parameterized from monomer
properties. Care was taken to include close contacts between
all different atom types, in order to provide enough information
on their repulsion energy for the fitting of parameters. Dimers
A-F probe different O-H‚‚‚O hydrogen bond geometries.
Dimers G-J contain C-H‚‚‚O contacts, K-N sample CH3‚‚‚

TABLE 2: Interaction Energy (kcal/mol) for Water Dimer
in the Feller-Frisch Geometry28 Using Different Basis Sets

basis Na SCF MP2 total

cc-pVTZ 116 -3.55 -0.85 -4.40b

IOM (this work) 136 -3.58 -1.10 -4.68
aug-cc-pVTZ 184 -3.54 -1.10 -4.64b

cc-pVQZ 230 -3.57 -1.10 -4.67b

limit (IO249) 249 -3.58 -1.29 -4.87c

a N denotes the total number of contracted functions in the basis.
b Results taken from ref 28.c Result taken from ref 23.

Figure 1. Overview of the dimer geometries. A:ROO 2.5-5.0 Å, acceptor angle 50°. The acceptor angle (R) is defined as the angle between the
bisector of the COH angle of the hydrogen-bond acceptor and the O-O line. The donor molecule lies in the bisector plane. B and C: acceptor
angle varied (-75 to 100°), ROO 2.85 Å and 3.30 Å. D: the O-H‚‚‚O angle varied,ROO 2.70 Å. E: angle in COH plane varied,ROO 2.85 Å. O-H
of donor molecule lies in the plane of the acceptor molecule. F:Ci, C2, andC2h structures in analogy to water dimer.33 G: acceptor angle varied
(-90 to 90°), RCO ) 3.5 Å. H: C-H‚‚‚O angle varied atRCO ) 3.25 Å. I-P: RCC andRCO varied in the range 3.0-4.5 Å.
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CH3 orientations, and O and P include O‚‚‚O and CH3‚‚‚H-O
contacts. Seventeen trimer geometries were constructed, which
are given in Figure 2. The intramolecular parameters were rs

values from microwave spectroscopy34 and were kept fixed. All
geometries together with the calculated ab initio interaction
energies are available as Supporting Information.

3. Constructing the Intermolecular Potential

In order to obtain transferability to similar molecules, we aim
at deriving a potential in which the separate energy terms have
a well-defined physical meaning. To this end, we need to
decompose the total interaction energy in physically distinct
contributions. At long range the total interaction energy (Einter)
can be described by the electrostatic (Eelec), polarization (Epol),
and dispersion (Edisp) contributions. In our model we treat all
of these terms separately. This leaves out the short-range,
overlap-dependent terms, such as exchange-repulsion, charge-
transfer, and penetration energies. In our model these were all
treated together in a single exponential repulsion term (Erep).
In the subsequent sections we describe the parameterizations
of each of these four terms.

3.1. Electrostatic Energy.The (penetration-free) electrostatic
interaction energyEelec

abinitio can be calculated from a multicentre
multipole expansion. Such an expansion can be derived directly
from the wavefunction by a distributed multipole analysis
(DMA).35 The resulting multipole expansion gives the exact
electrostatic potential, provided it is taken to high order. If the
expansion is truncated, convergence becomes uncertain. For the
model we wished to limit ourselves to atomic expansion sites,

with moments up to quadrupole. Although the DMA procedure
is designed for optimal convergence, truncation at this level of
a DMA-derived multipole expansion is reported to produce
errors of∼10% in the electrostatic potential (ESP).36 Indeed,
we found that for methanol an atom-centered DMA-derived
expansion with moments up to quadrupole results in a root-
mean-square deviation (rmsd) of 7.4% in the ESP. The DMA-
procedure employs only the wavefunction, and no information
on the electrostatic potential is used. Better results are obtained
by explicit fitting of atomic multipole moments (AMMs) to the
ESP. By definition, this approach ensures the best description
of the electrostatic potential at the desired level of truncation
of the multipole series. It is commonly used for atomic partial
charges,37,38but has been used for multipolar models as well.37

We used a model that consisted of monopoles and dipoles on
hydrogens, and monopoles, dipoles, and quadrupoles on carbon
and oxygen, which resulted in an excellent fit (0.6%).

The electrostatic contribution to the dimer interaction energy
(Eelec) is calculated with these ESP-fitted AMMs. Considering
the very low rmsd of the fit, these electrostatic interaction
energies will not deviate significantly from theEelec

abinitio, which
we did not calculate. The derivation of these AMMs is, however,
computationally somewhat costly, as they are derived from an
MP2/IOM calculation. For methanol this is not a problem, but
for future use of this potential on larger molecules15 we also
looked for a simpler approach capable of giving electrostatic
interaction energies close to theEelec values. To this end we
calculated the electrostatic energy for all dimer geometries using
sets of ESP-fitted AMMs derived using different wavefunctions.

Figure 2. Overview of the trimer geometries. A-C: ROH 1.8-2.2 Å. D: ROH 2.0-2.5 Å. E,F: ROO 2.85 Å. G,H: ROO 2.5-3.0 Å, both acceptor
angles 0-50°.
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We noted a rather small effect of any polarization functions on
carbon and hydrogen, a general reduction of the interaction
energy upon reducing the basis set, and an overestimation of
the interaction energy at the SCF level. In this way we arrived
at the SCF/DZ(2dO) level (only d functions on oxygen) as an
acceptable method for calculating the AMMs. The rmsd of these
electrostatic energies withEelec was only 0.16 kcal/mol. The
largest deviation was an underestimation of the electrostatic
repulsion in dimer N (by 0.3 kcal/mol atRCC ) 3.75 Å, 0.8
kcal/mol at 3.25 Å).

For all ESP fittings monomer wavefunctions were calculated
using the program GAUSSIAN94,39 and the program MOLD-
EN40 was used to calculate the electrostatic potential on a series
of Connolly surfaces.41 Eight surfaces were used, at 1.2-2.6
times the van der Waals radii. The (penetration-free) electrostatic
potential was calculated from a DMA-derived expansion includ-
ing bond centres as additional expansion sites and moments up
to octopole. A routine was written to fit any combination of
atomic monopoles, dipoles or quadrupoles to this well-converged
ESP. Fitting was performed by singular value decompositioning
with constraints treated by elimination,42 employing the SVD
routine from the SLATEC library. This procedure is now
available within MOLDEN.40 Only the charge neutrality was
imposed, and no rank deficiencies were encountered at a singular
value tolerance of 0.001.

3.2. Dispersion Energy.Dispersion energies for all dimers
were calculated using London’s sum-over-state second-order
perturbation theory with Møller-Plesset partitioning (Edisp

abinitio).
The monomers were described in their own basis (MCBS),
because such a description of dispersion energy is most closely
related to our dispersion model. Other dispersion-energy
contributions that are present in∆EMP2

corr (exchange dispersion
and charge-transfer correlation) are overlap dependent, therefore
cannot be fitted with ar-6 term and are better absorbed in the
repulsion part of the potential.

TheseEdisp
abinitio values were used to determine the parameters

of the dispersion part of our potential, which was taken to be
the sum of interatomic pair interactions modeled by a damped
r-6 formula:

in which theC’s are the dispersion coefficient of two atoms,
andrij is their interatomic distance. A simple damping function
like the one that is part of the HFD (Hartree-Fock+ damped
dispersion) model43 seemed preferable. However, this function
introduces an unwanted discontinuity in the second derivative
of the potential. Therefore, a similar function was constructed,
with a continuous second derivative:

With cdamp≈ 1.93 this function behaves similarly to the HFD
damping.

All geometries were used in the fit with a uniform weight.
Parameters were optimized using a modified version of the
XTALFIT program within the TINKER modeling package,44

which incorporates a Levenberg-Marquardt nonlinear least-
squares method. Standard van der Waals radii45 were first used
in the damping function. The fit was improved considerably
by allowing the van der Waals radius of polar hydrogen to be

optimized. The rms error of the fit was 0.08 kcal/mol. The
resulting parameters are given in Table 3.

They seem to be physically reasonable, following the trend
in atomic polarizability (carbon> oxygen > hydrogen).
Comparison tor-6 parameters in empirical atom-atom poten-
tials is not very useful, because such potentials are mostly fitted
as a whole, and no physical meaning should be attributed to
the individual terms. More sensible comparison is possible to
the dispersion model for (H2O)2 proposed by Szcze¸ śniak et al.46

They reportCOO ) 444.8 kcal/mol,CHH ) 6.06, andCOH )
74.3 (all in kcal mol-1 Å6) for a dampedr-6 formula. The
similarity with our values is clear, although detailed comparison
is hindered by differences in the damping. Still, it gives
confidence that our parameters are also individually reasonable
and not only valid in this specific combination.

3.3. Polarization Energy.One could have hoped to be able
to use∆ESCF

(2) for fitting of the polarization energy term. This
term contains overlap-dependent contributions, but at larger
separations these effects vanish and∆ESCF

(2) equals the classical
electrostatic polarization. So, by excluding geometries with close
contacts, one could use∆ESCF

(2) to fit a polarization model.
Obviously, the distinction between long range and short range
is not clear, and it turned out that short-range points could only
be fitted at the expense of long-range points. As a consequence,
the fit was seen to be severely dependent upon the exact choice
of geometries.

Therefore we used another approach, and calculated the
energy nonadditivity in methanol trimers. Nonadditivity in a
trimer is defined as

By fitting a polarization model directly on this nonadditivity
one explicitly fits the quantity that provides the main reason
for including a polarization term in the model. Inherently, the
energies of methanol trimers will be better reproduced than when
Epol

abinitio values from perturbational theory on dimers are used.
This is thought to increase the transferability to larger clusters
and eventually condensed phases.

Interaction energies for the seventeen trimers were calculated
at the SCF level, since in a study on water trimer nonadditive
contributions at the MP2 level were seen to be negligible.18,47

For computational reasons, a smaller basis set had to be used,
but from the basis set optimizations it was concluded that the
addition of f and g functions to the heavy atoms has a small
influence on both∆ESCF

(1) and∆ESCF
(2) (Appendix, Tables 6 and

7). So, trimer calculations were performed in the IOM basis
without any f or g functions. All interaction energies were
calculated in the TCBS. As all∆E’s are partitioned, the
nonadditivity can also be partitioned in a∆ESCF

(1) and a∆ESCF
(2)

part.
Nonadditivity was often significant, varying from-2.8 to

+0.7 kcal/mol, and∆ESCF
(2) is the major source of this nonad-

ditivity, similar to results on water trimers.47,48The nonadditivity
in ∆ESCF

(1) was seen to be negligible for most geometries (<0.05
kcal/mol), apart from some geometries involving short contacts

Edisp(rij) ) f(rij)
xCiCj

rij
6

f(rij) ) (1 - exp[-( cdamprij

Ri
vdw + Rj

vdw)3])2

TABLE 3: Dispersion and Polarization Parametersa

C O HC HO

Ci 657.13 460.49 19.23 6.07
Ri

vdw 1.7 1.52 1.2 0.8
Ri 1.227 0.737 0.448 0.448

a Dispersion coefficients (Ci) in kcal mol-1 Å6, van der Waals radii
(Ri

vdw) in Å, cdamp ) 1.93, atomic polarizabilities (Ri) in Å3

Enonad) ∆EABC - ∆EAB - ∆EBC - ∆EAC
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between all three oxygens in bifurcated (D) and cyclic geom-
etries (A-C). It was always cooperative, ranging up to-0.4
kcal/mol, and in the bifurcated geometries it outweighs the small
anticooperativity in∆ESCF

(2) .
The dominance of∆ESCF

(2) in the nonadditivity supports our
choice to include polarization energy as the only nonadditive
term, because∆ESCF

(2) contains this contribution. The nonaddi-
tivities in ∆ESCF

(2) were used to derive the atomic polarizabilities
in a dipole polarization model, which uses only intermolecular
polarization. The polarization energy for an atom was calculated
using

where R is an isotropic atomic polarizability, andE0 is the
damped electrostatic field at the location of this atom due to
the permanent AMMs on all atoms not within the same
molecule. A short-range damping of the electrostatic field was
applied using the square root of the dispersion damping function,
an approach previously used by others.9,13To be consistent, we
calculated the electrostatic fieldE0 with AMMs obtained at the
level of theory that was used in the trimer calculations.

We first evaluated the polarization energies in all trimers using
atomic polarizabilities from the literature. Two common empiri-
cal parameter sets are those due to Miller49 and Thole.50 Our
model does not involve mutual polarization of induced dipoles,
which means that we assume the polarizability of a molecule
to consist of additive atomic polarizabilities. Therefore we
started from Miller’s additive “ahp” values. The correlation
between the model and the∆ESCF

(2) nonadditivities turned out to
be remarkably good (0.998). Because we did not think that the
accuracy of both the model and the ab initio calculations allowed
for any significant improvement by adjusting the individual
polarizabilities, we only determined an optimal overall scaling
for the Miller polarizabilities. After scaling Miller's polariz-
abilities by 1.157 the rms deviation from the∆ESCF

(2) nonaddi-
tivity was 0.05 kcal/mol, the maximum deviation 0.12 kcal/
mol (see Figure 3). The resulting parameters are given in Table
3.

Both the cooperative and the anticooperative effects are well
reproduced by this rather simple model. In recent work on the
fluctuating charge (FQ) model,51 problems were reported in
describing the anticooperativity present in geometries in which
one oxygen accepts two hydrogen bonds (like trimers E and

F). In the FQ model polarization is modeled by charge flow
between the atoms within a molecule. The authors stated that
one can expect that accepting a second hydrogen bond is
cooperative, as upon accepting the first hydrogen bond the
oxygen becomes more negatively charged. They conclude that
in such geometries anticooperativity results from short-ranged
repulsion effects caused by unfavorable molecular-orbital
interactions. This explanation is contradicted by the fact that in
our calculations on similar geometries∆ESCF

(1) is nearly additive
or even slightly cooperative. The anticooperativity results from
∆ESCF

(2) , which in our model is explained solely on the grounds
of electrostatic polarization. We think this is not unexpected,
because in such a geometry the electrostatic field caused by
the second donating water molecule cancels the field of the first
water molecule to a large extent. The failure of the FQ model
in this respect may be a result of the lack of out-of-plane
polarizability in a FQ water model using only atomic sites, since
in these geometries the components of the electrostatic field
perpendicular to the plane of the acceptor molecule cancel.

3.4. Repulsion Energy.The repulsion term of our potential
serves to model all remaining, short-ranged contributions to the
interaction energy, most importantly the exchange-repulsion
energy, but also the charge-transfer, penetration, and exchange-
dispersion contributions. So, the repulsion model was fitted to
∆EMP2

tot - Eelec - Epol - Edisp. In dimer geometries B and C we
observed a preference for an acceptor angle of 0° in this
remaining part of the energy. This preference can be interpreted
as anisotropy of the oxygen atom: one does not expect the
variation in for example the C‚‚‚O distances to give rise to this
variation in repulsion energy, especially not in dimer C, where
such repulsions are expected to be very small. Therefore
anisotropy in the oxygen repulsion was introduced, based on a
model proposed by Price.52 The repulsion energy was calculated
using

wheren is a unit vector perpendicular to the C-O-H plane,
and dij is a unit vector in the direction ofrij. The anisotropy
parameter D is only nonzero for oxygen. So, for interactions
not involving oxygen, this formula reduces to the normal
exponential repulsion formula.

The fitting turned out to be not very straightforward. There
was no unique solution, as many models could be constructed
that all fitted the data more or less equally well in a least-squares
sense. Strong correlations exist between the repulsion param-
eters. Not only are the A and B parameters for a single atom-
type correlated, also correlation between parameters for different
atoms can be quite large, since repulsion energy can often be
described either on one or on the other atom. This occurred
most severely for carbon and hydrogen in the methyl group.
Many variations of the fit were tried, applying combination rules
for the parameters Aij and Bij for all, some or none of the
combinations of atoms.

Most fits described the hydrogen bonded geometries equally
well, but it turned out to be difficult to model all methyl contacts
accurately. When dimer M was correctly modeled, geometries
K and N were too attractive; when the latter were satisfactory,
M geometries were too repulsive. In order to improve this, the
parameters for C and HC were refined on about 20 methyl-
contact geometries. Many fits were tried, but one of the best
fits could be obtained by a model involving only repulsion on
the hydrogen atoms, with the repulsion center shifted inwards
by ∼15%. Such a model was recently proposed by Fraschini

Figure 3. Ab initio nonadditivities in∆ESCF
(2) versus model nonaddi-

tivities.

Epol ) -1/2 ∝ E0
2

Erep(rij) ) Aij exp[-Bij(rij - Di(ni‚dij)
2 - Dj(nj‚dij)

2)]
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and Stone53 for modeling the exchange-repulsion energy in
methane dimer. There it was seen to be only slightly less
accurate than much more elaborate models, incorporating many
anisotropy parameters. Considering the very different origin of
these parameterizations, and the fact that our repulsion model
also describes many other short-range effects, the similarity
between the models is remarkable.

Subsequently, all other parameters were refined using the
following type of weighting:

In this formulaEmin,i means the lowest energy within the dimer
set for the type of interaction present in that dimer, e.g.,-5.42
kcal/mol for OH‚‚‚O bonded geometries and-1.17 kcal/mol
for CH‚‚‚O bonded geometries.c was taken to be 4 kcal/mol.
This somewhat arbitrary weighting function is meant to focus
the fit towards local minima in the potential rather than to the
global minimum only, in order to ensure a balance in the
importance of all different interactions in the fit. The cyclic
CH‚‚‚O bonded geometry (dimer J) remained problematic:
when dimer J was well reproduced, all other CH‚‚‚O geometries
(dimers G-I) were generally too attractive. Because the latter
were thought to be more representative for contacts occurring
in crystals, we biased the fit to the dimers G-I by reducing the
weight on dimers J with C‚‚‚C distances less than 3.75 Å. The
final parameters are reported in Table 4.

4. Evaluation of the Potential

For dimers A and B the potential is plotted together with the
ab initio data. Figure 4 illustrates the anisotropy in the repulsion
energy around the oxygen atom. In Figure 5 one can see that
Epol deviates from∆ESCF

(2) at short range. This is as expected,
since the latter does not only contain polarization energy but
also overlap-dependent contributions, such as the charge-transfer
energy. Note that the difference between∆ESCF

(2) and Epol is
absorbed in the repulsion potential. This difference can be very
significant: for methanol dimer in a near-equilibrium geometry
Epol equals-1.5 kcal/mol, while∆ESCF

(2) amounts to-3.0 kcal/
mol. So, our polarization model does not describe∆ESCF

(2) itself,
while at the same time it describes the nonadditivity in∆ESCF

(2)

accurately. We can only conclude that the remaining terms in
∆ESCF

(2) are approximately additive in the trimers that we have
considered.

For all dimers and trimers minima in the potential energy
were determined by rigid-body optimization of their geometries,

using a local version of the TINKER package44 which incor-
porates some new energy and derivative routines.

4.1. Dimers.Interpolation of the ab initio data for dimer A
(R ) 50°) resulted in an optimal O‚‚‚O distance of 2.89 Å. The
global minimum of the model has an O‚‚‚O distance of 2.87 Å
at an acceptor angle of 44° and a nearly linear hydrogen bond
(179°). The total energy in this geometry is-5.63 kcal/mol.
The ab initio interaction energy in this geometry was calculated
to be-5.44, to be compared with-5.30 kcal/mol from previous
(less accurate) ab initio work at the counterpoise-corrected MP2
level.54,55The fact that our potential gives a somewhat too deep
minimum compared to the ab initio data can be an advantage,
since the limiting ab initio value may be 0.4 kcal/mol lower
still, as discussed above. Adding this estimated basis set
incompleteness error, brings our estimate for the binding energy
of methanol dimer to∼5.8 kcal/mol.

Most geometries optimized either to this global minimum or
to the cyclic C-H‚‚‚O bonded dimer J (-2.18 kcal/mol,RCO

) 3.51 Å). This minimum lies above the (interpolated) ab initio
one of-2.41 kcal/mol. This is due to the problems that were
encountered in fitting these geometries. Only three other

TABLE 4: Repulsion Parameter Set

i j A ij
a Bij

a

C C, HC, HO 0 0
C O 81304 3.778
O O 92607 4.049
O HC 9733 3.575
O HO 3903 3.671
HC HC 4460 3.571
HC HO 1228 3.744
HO HO 338 3.918

DO (Å) 0.075
C-H bond shortening 85.5%
RMSDb 0.25/0.31/0.9

a A ij in kcal/mol, Bij in Å-1. HC-HO parameters taken from
combination rules:Aij ) xAiiAjj, Bij ) (Bii + Bjj)/2. b Root-mean-
square deviations for dimers with an interaction energy of less than 0
(71 dimers), less than 5 kcal/mol (89 dimers), and for all 94 dimers, in
this order.

wi ) exp(-(Ei - Emin,i)/c)

Figure 4. Interaction energies for dimer B (O‚‚‚O distance 2.85 Å),
including both ab initio data and those calculated from the model.

Figure 5. Interaction energies for dimer A (R ) 50°), including both
ab initio data and those calculated from the model.
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stationary points were found, starting from dimers M, F, and
P. For those geometries the model and ab initio energies agree
within 0.05 kcal/mol.

4.2. Trimers. For the cyclic trimer most ab initio work
observed a shortening of the O‚‚‚O distance relative to the
dimer,56-59 whereas Wheatley’s systematic potential14 resulted
in a lengthening of the O‚‚‚O distance. Our equilibrium
geometry for the trimer, resembling trimer A, was seen to be
in line with the ab initio work: the three O‚‚‚O distances were
2.801, 2.802, and 2.815 Å, which amounts to an averageROO

shortening of∼0.07 Å. This shortening is slightly underesti-
mated compared to the ab initio studies, where values ranging
from 0.08 to 0.10 Å were reported.

Our model gives an interaction energy of-16.85 kcal/mol
for the equilibrium trimer geometry, compared with-15.23
kcal/mol at the counterpoise-corrected MP2/6-311+G(2d,2p)
level.57 This difference can be rationalized by noting that even
using a slightly larger basis (i.e., 6-311+G(2df,2p)) only-5.15
kcal/mol has been obtained for the dimer whereas our model
yields -5.63 kcal/mol. Since the trimer contains three such
dimer interactions this accounts for the bulk of the difference.

Minima resembling trimers B and C were 0.78 kcal/mol and
2.31 kcal/mol less favorable. Recent DFT results at the B3LYP/
6-311++G(3d2f,2p) level report values of 0.80 and 1.46 kcal/
mol for these differences.56 Within our potential the planar trimer
C contained∼2.5 kcal/mol less dispersion energy compared to
the other two geometries, which only differ by 0.1 kcal/mol in
that respect. Lack of dispersion energy at the theoretical (DFT)
level could be part of the explanation of the larger difference
in relative energy for this geometry C.

The minimum for the double acceptor geometry in trimer E
(-10.52 kcal/mol) showed a lengthening of the O‚‚‚O distance
to 2.91 Å, illustrating the anticooperative effects present in this
geometry. We did not find a stable linear trimer within our
model, which is again in agreement with ab initio results.56

4.3. Other Molecules: Water, Methane, Dimethyl Ether.
In order to assess to what extent our model is transferable to
similar molecules, we studied some dimers containing water,
methane, and dimethyl ether. For each of these molecules
AMMs were obtained by ESP-fitting at the MP2/IOM level.
First we calculated the optimal geometry using our potential.
Then we calculated the ab initio MP2/IOM interaction energies,
together with the dispersion energy, in this optimal geometry.
In order to compare our ab initio results to previous work we
also considered some other geometries. For dimers between
methane and water we used some of geometries calculated by
Szcze¸ śniak et al.:60 the H3CH‚‚‚O hydrogen bond (V(ertex)-
O), the HCH3‚‚‚HO hydrogen bond (F(ace)-H), and HCH3‚‚‚O
(F(ace)-O).

The model interaction energies are generally in excellent
agreement with the ab initio data (Table 5). Therefore, we
conclude that the assumed transferability to similar molecules
holds. A large relative deviation occurs for the OH‚‚‚H3C
hydrogen bond in methane-water dimer (F-H). The repulsion
energy is apparently somewhat underestimated in the model.
This is, however, a rather unimportant geometry from the point
of view of crystal structure modeling. Another point is that for
all dimers the model results in somewhat underestimated
dispersion energies compared to the ab initio data. Because this
underestimation occurs for methane, water, and mixed dimers
alike, there is no straightforward explanation to be found in an
imbalance of the individual parameters (e.g., too much C-C
and too little O-O dispersion). Still, subtle changes of the
parameters might improve the dispersion model for these
systems as well, but for the moment we are rather pleased with
the degree of transferability observed. The total interaction
energy is always closer to the ab initio value then one would
expect based on the deviations in the dispersion energy, which
must be due to a fortuitous compensation of errors. For most
dimers, the minimum in the potential is somewhat deeper than
the ab initio value. This can be advantageous, since the latter is
somewhat underestimated.

For some systems we can also compare our results to previous
ab initio work. These comparisons are somewhat hindered by
the fact that such work differs in methodology and accuracy.
Water dimer has been the subject of many ab initio studies,
and limiting values at the MP2(frozen-core) level have been
established.23,29,30So, for this system we can conclude that our
potential is∼0.2 kcal/mol too shallow, while the optimal O‚‚‚O
distance is rather well reproduced (i.e., 0.02 Å too long). For
other systems, the limiting interaction energies are not known,
and the previous ab initio work is not more accurate than our
own ab initio calculations. Therefore we cannot arrive at such
precise conclusions about the absolute accuracy of our model.
Still, we can obtain valuable information from relative energies
and trends in geometry.

For dimers involving methanol, water, and dimethyl ether
we can compare our results to counterpoise-corrected calcula-
tions at the MP2/6-311+G(2df,2p) level.57 All our interaction
energies are lower than the values obtained at this level, which
is not surprising: the interaction energy for water dimer at this
level was reported to be only-4.47 kcal/mol. However, relative
stabilities are in good agreement with our results, and trends in
the O‚‚‚O distances are excellently reproduced. For example,
at this ab initio level the O‚‚‚O distance for methanol dimer is
reported to be 0.06 Å shorter than for water dimer, and in the
methanol-water mixed dimers the O‚‚‚O distance is 0.05 Å

TABLE 5: Comparison of ab Initio and Model Interaction Energies for Various Dimers. Energies in kcal/mol

geometry R (Å)a Ra âa EAB
ab initio EAB

model Edisp
ab initio Edisp

model

(CH3OH)2 b 2.87 44° 179° -5.44 -5.63 -2.95 -2.87
(H2O)2 b 2.93 59° 174° -4.68 -4.77 -1.97 -1.78

Feller-Frisch 2.91 57° 173° -4.69 -4.77 -2.03 -1.84
H2O,CH3OH H2O donorb 2.88 45° 178° -5.25 -5.37 -2.51 -2.37

H2O acceptorb 2.93 58° 176° -4.76 -4.91 -2.26 -2.08
(CH3)2O,H2O b 2.84 25° 179° -5.43 -5.62 -2.99 -2.90
(CH4)2 b 3.61 -0.43 -0.45 -1.06 -0.93

3.70 -0.44 -0.44 -0.91 -0.80
CH4,H2O F-Hb 3.45 -0.76 -0.91 -1.23 -1.07

F-H 3.70 -0.78 -0.81 -0.76 -0.66
V-Ob 3.73 7.5° 180° -0.56 -0.59 -0.69 -0.58
V-O 3.70 0° 180° -0.56 -0.58 -0.71 -0.60
F-O 3.70 -0.16 -0.14 -0.43 -0.41

a R is the smallestROO, RCO, or RCC. R as defined in Figure 1;â is the O-H‚‚‚O angle.b Geometry optimized in the model.
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shorter when water acts as a hydrogen-bond donor compared
to water as an acceptor.

For methane we have obtained a minimum energy that is
lower than that calculated by Szcze¸ śniak et al.,61 who reported
-0.33 kcal/mol at 3.70 Å and-0.35 kcal/mol at 3.96 Å. It is
hard to say whether our optimal C‚‚‚C distance is too short,
because the (CH4)2 potential as a function ofR is very flat and
improving the basis set can have a significant influence on the
position of the minimum. For methane-water previous ab initio
work25,60is in close agreement with the present ab initio results.
Our optimal C‚‚‚O distances for the V-O geometry (3.73 Å)
is somewhat shorter than estimated by Szcze¸ śniak et al.60 (3.91
Å), which may be due to the larger basis set employed in our
ab initio work.

5. Conclusions

In this work we have described the derivation of a general
transferable potential for organic molecules such as alkanes,
ethers, and alcohols. The potential was derived from high-quality
ab initio interaction energies for methanol, which it accurately
reproduces. The assumed transferability to other molecules was
seen to hold, as the model proved to be equally accurate for
related systems. An important factor that contributes to this
transferability is that we fitted the electrostatic, dispersion,
polarization, and repulsion energies all separately, leading to a
potential where these terms have a well-defined physical
meaning. Of course, if one wants to study a specific system
(e.g., water) one could use the methodology presented in this
article to derive a more accurate potential for that system, at
the expense of transferability.

Electrostatic interactions are a very important contribution
for hydrogen-bonded systems. Therefore it is essential to use a
highly accurate model for this term, including proper treatment
of anisotropic features. An atomic multipole model was derived
by fitting to the electrostatic potential of the monomer. This
was found to have superior convergence properties compared
to a DMA-derived multipole model.

Energy nonadditivity is significant in methanol trimers,
varying from-2.8 to +0.7 kcal/mol, nearly all present in the
SCF deformation energy (∆ESCF

(2) ). This justifies that the only
nonadditive term in the potential is the polarization energy.
Atomic dipole polarizabilities were shown to provide a simple
but accurate way to model the nonadditive effects. Our
polarization model was fitted to reproduce the nonadditivity in
∆ESCF

(2) , but gives polarization energies that, at short range, are
significantly less than the∆ESCF

(2) values themselves. Appar-
ently, all overlap-dependent contributions to∆ESCF

(2) , such as
charge-transfer, are approximately additive.

The dispersion energies from perturbational theory were fitted
by a dampedr-6 formula. Finally, the repulsion term in our
potential serves to model all remaining, short-ranged interac-
tions, and includes anisotropy of the oxygen atom. Since it was
the most difficult term to parameterize, the deviation from the
ab initio data is usually larger at short range. For minimum-
energy geometries the maximum deviation between the model
and the ab initio data is around 0.2 kcal/mol. Mostly the potential
gives the deeper minimum, which may be advantageous because
it compensates for the underestimation due to the basis set
incompleteness error. The model was seen to be of similar
accuracy for dimers involving methane, water, and dimethyl
ether. Trends in hydrogen-bond distances and relative energies
in these dimers as well as in methanol trimers are in line with
ab initio studies.

Since we are interested in modeling crystal structures, we
now have to assess whether our model is appropriate for
simulation of condensed phases. The way to do this is by
performing energy minimization for experimental crystal struc-
tures. In a companion article15 we describe the validation of
this potential by such energy minimizations as well as its
application to crystal structure prediction.
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Appendix

A. Basis Set Optimization.The basis set used in this study
was developed specifically for methanol dimer. It is an
interaction-optimized basis designed to giveuniform accuracy23

in ∆EAB. This means that the truncation error in∆EAB due to
basis set incompleteness is kept about the same for each of the
various polarization function typesφi, at all sites in the system.
In practice this is achieved in an iterative series of∆EAB

calculations in which the number ofφi sets (d, f, g, ..., on O
and C, etc.) and their exponents are varied systematically. The
overall ∆EAB truncation error we aimed at was 0.2 kcal/mol,
which amounts to an admissible error of about 0.02 kcal/mol
for a givenφi-type. In practice aφi-set contributing more than
about 0.04 kcal/mol to∆EAB should then be kept in the final
basis.

For the isotropic part of the basis we needed a set that
combines moderate size with an accurate description of the
atomic outer region. Therefore the EZ (“extended zeta”)24,25

basis was used for carbon and oxygen. This set is a (10,6)
primitive set of GTO’s contracted to a [5,3] basis. For hydrogen
the DZ26 basis was used, which is a (4s) primitive set of GTO’s
contracted to a [2s] basis. The EZ basis on C and O was
augmented with sets of d, f, and g polarization functions, while
p functions were added to the DZ basis at all H’s. The exponents
of these polarization functions were optimized in this work, with
the exception of theRd

O and Rp
HO, which were taken from

previous work on water dimer.27 When we enlarged the basis
set by using two sets of functions of the same angular
momentum we usedR1 ) 2R, R2 ) R/2; andR1 ) 3R, R2 ) R,
R3 ) R/3 when we used three sets.

The determination of the exponents for the remaining
polarization functions was performed on a hydrogen-bonded
methanol dimer (Figure 6). A geometry was chosen in which
not only the oxygen but also the carbon atoms are in close
contact, in order to ensure that variation of the various exponents
would have a significant effect on the interaction energies. The
intramolecular geometry was kept fixed throughout the calcula-
tions.

Figure 6. Geometry used for the optimization of the exponents of the
polarization functions.ROO ) 2.95 Å, RCC ) 3.54 Å.

9880 J. Phys. Chem. A, Vol. 103, No. 48, 1999 Mooij et al.



A.1. Optimization. A.1.1. Carbon.The exponent of a single
d-function on carbon was varied from 0.05 to 4.5, while the
exponents of the polarization functions on oxygen and hydrogen
were kept fixed (Rp

H ) 0.39 andRd
O ) 0.5, no f or g functions).

There was hardly any effect on∆ESCF. The influence on
∆EMP2

corr was substantially larger, at maximum-0.15 kcal/mol
for Rd

C ) 0.25 and 0.3.
Subsequently the exponents of the f and the g functions on

carbon were optimized simultaneously. The optimization was
done using a (2dfg) polarization function set, withRd

C ) 0.6/
0.15. The exponentRg

C was varied from 0.03 to 2.5, and for
each choice the f exponent was taken to be the average ofRd

C

andRg
C. The SCF energies were hardly influenced (<0.01 kcal/

mol); the largest effect on the MP2 energy occurred forRg
C )

0.3 and 0.22. After completion of all optimizations,Rg
C was

further checked by varying it with EZ(3d2fg) on C and O and
DZ(p) on hydrogen. The components of the interaction energy
are given in Table 6. The influence on all energy terms was
very small and 0.3 was taken to be the final value, resulting in
Rd

C ) Rf
C ) Rg

C ) 0.3.
A.1.2. Oxygen.The exponents of the f and the g functions

on oxygen were optimized simultaneously. The optimization
was done using a (2dfg) polarization function set, withRd

O )
1.0/0.25. TheRg

O was varied from 0.2 to 1.5, and for each
choice the f exponent was taken to be the average ofRd

O and
Rg

O. SCF energies were only slightly influenced (∼0.03 kcal/
mol) by these f and g functions. The largest effect on∆EMP2

corr

was -0.13 kcal/mol for Rg
O ) 0.36. However,∆EMP2

corr was
rather insensitive to changes ofRg

O up to 1.5. After completion
of all optimizations the g exponent on oxygen was varied with
EZ(3d2fg) on C and O and DZ(p) on hydrogen. Components
of the interaction energies are given in Table 7. The influence
of varying the g exponent aroundRg

O ) 0.75 on all energy
terms was very small, and 0.75 was taken to be the final value.

A.1.3. Hydrogen. The exponent of the p function on
hydrogens bonded to carbon was varied from∼0.1 to ∼1.5.
∆ESCF

(1) was only slightly influenced (∼0.02 kcal/mol). The
largest effect on the MP2 energy contribution was-0.3 kcal/
mol, aroundRp

H ) 0.3, which was taken to be the final value.
A.2. Final Choice of the Basis Set.Tables 6 and 7 show

that both on oxygen and on carbon the g functions contribute
in the order of 0.05 kcal/mol to the interaction energy. As
discussed above, these g functions must therefore be kept in
the final basis, and the same threshold governs the choice of
extra p, d, or f sets. The f functions were seen to be more

important for oxygen (0.16 kcal) than for carbon (0.068).
Moreover, addition of the second set of f functions on carbon
had a very small effect (0.004 kcal/mol) and one set would
suffice. We also tested whether changing from DZ(p) on HC to
DZ(2p) would be an improvement. However, program limita-
tions of 255 basis functions forced us to decrease the number
of functions on another atom in order to achieve this. Consider-
ing the smaller effects of the f functions on carbon, a (2dfg) set
was taken for that element. From Table 6 it can be seen that
the energy that was gained by adding the extra p functions on
HC (∼0.04 kcal/mol) equals the amount lost by switching from
3d to 2d on carbon. Hence, a (3dfg) set on carbon combined
with a 2p set on all hydrogens would be preferable. However,
with 258 functions this set is just too large. For use in our further
calculations we chose (2dfg) on carbon with (2p) on hydrogen,
as the use of two p functions on hydrogen was thought to be
more balanced with respect to the d, f, and g functions for C
and O.

Our exponents for C and O compare well with the exponents
of the aug-cc-pVTZ and aug-cc-pVQZ sets for these atoms.31,32

They cover the low-exponent (3d2fg) subset of the (4d3f2g)
aug-cc-pVQZ set, and they tend to be somewhat lower than
the aug-cc-pVTZ exponents. This is as expected, since we
optimized on interaction energy and low exponents are more
important for an accurate dispersion energy. So, adding the
mentioned subset of the aug-cc-pVQZ polarization functions
to an EZ basis may be a general recipe to construct a medium-
sized basis set for the calculation of interaction energies.

Supporting Information Available: Geometries of all
methanol dimers and trimers, together with ab initio and model
interaction energies. IOM and DZ(2dO) basis sets. This material
is available free of charge via the Internet at http://pubs.acs.org.
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