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Role of Pulse Phase and Direction in Two-Dimensional Optical Spectroscopy
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This paper examines the parallels between magnetic resonance and optical spectroscopy, with the goal of
determining to what extent the benefits of 2DNMR might be extended into the optical regime. Precise optical
analogues of the simplest 2DNMR sequences (collinear pulse sequences with phased laser pulse generation,
phase sensitive detection, and phase cycling) are now feasible, and we demonstrate that they do generate
cross-peaks which reveal common energy levels, even when averaged over the distribution of pulse flip angles
expected in most optical experiments. One enormous difference between laser and NMR expetheents

use of pulses in different directions in optiesan be exploited to eliminate much of the phase cycling required

in NMR. Phase control does permit rotating-frame detection, which is likely to be a substantial practical
advantage. Finally, we point out optical analogues of the simplest 2DNMR sequences (COSY and NOESY)
will likely add little to our understanding of ultrafast dynamics. Optical analogues of more complex 2D
sequences, combining phase control for selective refocusing with noncollinear pulse generation for coherence
pathway selection, show more promise.

1. Introduction ultrafast laser pulses have been tremendously extended. Ultrafast
laser applications are beginning to move more into the scientific
mainstream, and optical analogues of many radio frequency
applications are just now becoming technologically feasible in

a wide range of fields.

To spectroscopists, one of the most tantalizing analogues is
“two-dimensional optical spectroscopy”: extension of the NMR
technique (recognized by Richard Ernst’'s Nobel Prize) today
permits determination of tertiary structure in molecules as large
as small proteins. Two-dimensional NMR (2DNMRjermits

Applications of tailored (phase/frequency/amplitude modu-
lated) radio waves are ubiquitous, largely because of techno-
logical maturity: generation, propagation, and detection of
arbitrary waveforms up to 1 GHz is completely straightforward.
The computer and communications revolutions drove these
developments, but NMR spectroscopists certainly profited from
them decades ago. Coherent spectrosedbpyg use of radiation
fields with well-defined phase properties to extract information
about atoms and molecutebegan around 1950 with demon- . . A ;
stration of the “spin echo’ in nuclear magnetic resonariee clean and general detectlo_n of coupled spins, either via the
simple two-pulse sequence which separated inhomogeneouéhrough'bcmcl scalar coupling or the through-space nuc_lear
from homogeneous line broadening). In the ensuing decadesoverhauser effect (NOE). A general method_ for detecting
literally hundreds of different NMR pulse sequences (often with couplings between chromophores would be particularly valuable

shaped radio frequency (rf) pulses) have been developed andh the infrared and could signif_icantly enhance our und_erstandi_ng
are now in routine use by organic chemists to unravel molecular of energy transport and transient structural changes in chemical

structure. In 1957 Feynman, Vernon, and Hellwarth published "€actions.

a landmark paper pointing out that all two-level systems are  This paper will examine the parallels between magnetic
mathematically identicaland that if coherent light fields were ~ resonance and optical spectroscopy, with the goal of determining
ever created, it would be possible to use these same method$0 What extent the benefits of 2DNMR might be extended into
on optical transitions. Not surprisingly, then, the invention of the optical regime. We begin with a brief review of the simplest
the laser in 1960 was followed quickly by demonstration of 2DNMR experiments, emphasizing points that are often omitted
the “photon echd®—the optical version of the “spin echo.” What  in textbooks because they are well-understood in the NMR
is surprising, at least at first glance, is that no comparable community, but which will turn out to be very important for
expansion of coherent laser pulse sequences has occurred. Theptical applications. We also review some of the differences
vast majority of laser experiments use one or two laser pulsesbetween optics and magnetic resonance spectroscopy. We then
and make the pulses noncollinear or use multiple cettiias develop precise optical analogues of the simplest 2DNMR
intrinsically averaging the optical phase over a distance com- sequences. Our calculations focus on collinear pulse sequences
parable to a wavelength. Such sequences (particularly with with phased laser pulse generation, phase sensitive detection,
“ultrafast” laser pulses, which can probe dynamics on a and phase cycling. Recent advances in pulse shaping technology
femtosecond time scale) have significantly enhanced our make such sequences feasibind we demonstrate that they
understanding of reaction dynamics and energy trarfisisrer do generate cross-peaks which reveal common energy levels,

the past decade, methods for generating, sh&mng, detecting even when averaged over the distribution of pulse flip angles
expected in most optical experiments. We then point out that
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exploited to eliminate much of the phase cycling required in l7 I_AI(e) ‘; I:I(d)
NMR. Thus, for example, direct optical implementation of
COSY-like (COSY= correlated spectroscopy) sequences with
noncollinear pulses turns out not to require explicit phase control
over the individual pulses, as has been observed by Hybl and T Lot T
co-workers® Phase control does permit rotating-frame detection, ’ LN
whlch is likely to be a.substantlal practical aqvantage. Flnal]y, Figure 1. Generic two-dimensional NMR pulse sequence divided into
we discuss the potential advantages of two-dimensional opticalfour intervals. The first is a “preparation period” whose pulse sequence
techniques. While optical spectroscopists are usually familiar generates a propagatbr The magnetization evolves freely for the
with only the simplest 2DNMR sequences, we point out that evolution periodt;, and then a “mixing period” with propagatdtis
analogues of these sequences will likely add little to our applied‘.‘ FinaII_y, the r_nagnetization is allowed to evolve freely again
understanding of ultrafast dynamics. Optical analogues of more foF the “detection periodt.

complex 2D sequences, which combine phase control with
noncollinear pulse generation, show more promise.

Preparation | Evolution | Mixing| Detection

t

m

Physically close but nonbonded atoms (resulting, for example,
from the tertiary structure of a protein) do not give cross-peaks
2. Background: Two-Dimensional NMR in a COSY experiment but do give cross-peaks in a three pulse

Two-dimensional nuclear magnetic resonance was pioneeredexperiment (99— t; — 90, — 7 — 90, — t), called a NOESY
in the 1970s with applications of very simple pulse sequences €xperiment. These cross-peaks arise through the nuclear Over-
to small molecule$. We will briefly review some of the  hauser effect (hence the acronym) which is essentially the
properties of the two best-known early sequences (COSY andnuclear dipole-dipole interaction averaged over molecular
NOESY) in order to better understand the possible extensionsrotation and internal diffusion. The delayis typically long (1
to optical spectroscopy. s) to let this relaxation mechanism generate a measurable effect.

The simplest and best-known two-dimensional pulse sequence COSY and NOESY sequences have many desirable features.
is the COSY sequence, which consists of two radio frequency For example, they are not very sensitive to pulse flip angle
pulses and two delays. Most NMR pulse sequences still useerrors. In COSY, if the second pulse flip angle is less thah 90
constant-amplitude, constant-frequency (‘rectangular”) radio the detected magnetization is reduced and the antidiagonal peaks
frequency pulses for broadband excitation. Rectangular pulseshecome weaker than the diagonal peaks. If the first pulse flip
are used not because pulse shaping is difficult (almost all modernang|e is less than 90some magnetization remains along the
NMR spectrometers can generate arbitrary amplitude and zaxis duringt; and does not evolve during that delay. This
frequency modulation} but because it is often unnecessary for  reduces the intensity of all the peaks discussed above and creates
the reasons we discuss below. Rectangular pulses are completel$n additional set of peaks &t = 0 Hz. The positions of the
specified by their carrier wave frequency, their *flip ang¢”  cross-peaks (which contain the most important information) are
= yBit (y is the gyromagnetic ratid is the peak field strength,  not affected by flip angle errors. The effects of flip angle error

andtis the length) and their phagewith respect to some carrier  jn NOESY are similar, but the signal falloff is more rapid as
wave internal to the spectrometer. The most commonly valueshe error increases.

of 6 are 90 and 180 the most commonly used phases are
(0, 90, 180, 270), which are denoted by subscrigtsy( —X,
—y), respectively.

However, it is important to realize that neither COSY nor
NOESY extracts molecular information that is inaccessible by
other means. Double-resonance selective irradiation experiments

In the COSY sequence (96- t; — 90, — to), the entire free ially be” . . ical |
induction decay (FID) is sampled for a specific valuetpfso (gssenna Yy pumpprobe experlment_s n optu_:g anguage)
give the same information about which transitions share an

each application of the pulse sequence leads to signal (hetero- 5 S .
. - . “energy level? Selective inversion of one resonance, followed
dyne detected, saving components both in-phase and in-

quadrature with respect to the spectrometer’s carrier wave) from by a delay during which the nuclear Overhauser effect perturbs

many different values of the dela&y The two channels are then populations of neart_)y spins, also gives physical proxirtty.
combined into a single complex signdt (= Iy + il,) which Both of these experiments long predated the development of

reflects pure absorption. This operator is, of course, non- two-dimensional spectroscopy. COSY and NOESY sequences

Hermitian and is only detectable because NMR is an ensemble-Slmply take advantage of what is easy to do in magnetic

averaged experiment. It has recently been recognized that thd €sonance (applyt_br?adk;andllpulses that c_?trrpletelljyg“?xtcne
ability to detect such operators permits some pulse sequence'@NSverse magnetization for all resonances). They subsiitute

improvementd! The sequence is then repeated with different different increments of the ind_irectly_ detected delay (and
values ofty, to create a signal array, and processed by complex COMPlete detection of the signal, including phaseNqump-

two-dimensional Fourier transformation. probe experiments with different pump frequencies.

The calculated two-dimensional spectrum (frequenigiasd The real power of two-dimensional NMR comes from more
f,, respectively) is completely in the “rotating frame” of the complicated sequences, which give information that could not
carrier wave used to define the phase relation between the twohave been obtained by simpler experiments. Historically the first
pulses. For example, any signalfat= 0 Hz corresponds to ~ such sequence was very similar to NOESY, except that the
exact resonance at the carrier wave frequency, typically hundredssecond delay was incremented instead of the firsf (9G —
of megahertz. 90 — t; — 90, — t;).13If 7 is chosen to be at least comparable

COSY spectra contain “diagonal peaksf; (= f;) and to the reciprocal of a typical coupling (500 ms in isotropic
“antidiagonal peaks”f{ = —f,) for all of the resonances. More liquids, 1-10 ms in oriented materials), this “multiple-quantum”
importantly, they contain “cross-peaksf; (= =+f;) between (MQ) experiment gives resonances from “forbiddeAM =
resonances involving coupled but inequivalent nuclear spins. 1) transitions in the indirectly detected dimension. It is possible
The nature of the scalar coupling in NMR implies that the cross- to observe multiple-quantum transitions by continuous irradia-
peaks reveal which resonances correspond to spins separatetion, but the peaks are weak and significantly broadened. In
by only a few (typically -3) chemical bonds. addition, seemingly highly forbidden transitions (such as the
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six-spin flip in oriented benzene) can be seen in MQ experiments  Over the past few decades, 2DNMR has evolved into an
with transition intensities comparable to the allowed transi- extraordinarily powerful set of techniques for structural deter-
tions13 mination in molecules as large as small protein2% kDa)14

In modern NMR texts a generic two-dimensional pulse However, none of the sequences above are in common use
sequence is divided into four intervals (Figure 1). Starting from in their original forms. Modern sequences commonly include
an initial density matrixoini, we apply a “preparation period”  irradiation at multiple resonance frequenciéd,(*3C, **N; 20
whose pulse sequence generates a propagaffine magnetiza-  Pulses are not unusual), gradient pulses to select specific

tion evolves freely for the evolution peridg then a “mixing coherence pathways, solvent suppression, and various forms of
period” with propagato¥ is applied. Finally, the magnetization ~ Pulse phase cycling. In general these sequéfiaes optimized
is allowed to evolve freely again for the “detection periag”  t0 exploit very detailed knowledge about the spin Hamiltonian
The observed signal can be calculated readily in the Hamiltonian ©f & protein.
eigenbasis: For example, there are only 20 amino acids; the spectrum of
each is well-known and changes little when the amino acid is
incorporated into a protein. The scalar coupling betw&én
L= Tr[pr(tlA, t2)] ) A ) and a directly bonded proton is also nearly independent of spin
= Tr[|Xe*iHtz/ﬁ\A/e*iHh/ﬁQpmito*émﬂh\)"é”tz’ﬁ] environment. Thus, it is possible to select a delay to permit
. . complete coherence transfer between these two spins, or even
= Z(\A/*e—i'*fz/ﬂx—imz/h)kl (Up;, 0", e ' EEuh (1) to transfer coherence further along a chain. For these sequences,
: pulse flip angles and phases are generally critical. Furthermore,

the pulse sequences are often designed to alter the effective
with a similar expression foy magnetization. Note that (the molecular Hamiltonian during some of the evolution.
“indirectly detected dimension”) only appears in this equation =~ The carbor-proton coupling can be averaged away by
in the final term, which is multiplied by differences in energy rotating the carbon magnetization rapidly (compared to the
between eigenstates. This is the fundamental reason why two-reciprocal of the coupling matrix elemenf)Evolution due to
dimensional spectroscopy is useful. ChandihgndV changes chemical shift differences can be removed with multiple echo
the selection rules in the indirectly detected dimension, but the pulsest® One upper limit of realistic pulse sequence complexity
t, dependence of the signal accurately reflects how the spinswas approached 20 years ago, with “multiple-quantum selective
evolved during the evolution period, even though the signal is €xcitation sequences” which actually transferred intensity into
only detected during.. For COSY the preparation and mixing ~ Selected multiple-quantum coherences rather than simply sup-
periods contain one pulse each. For NOESY the preparationpressing the signal from undesired coherences. Sequences with
period is the first pulse, and the mixing period is the last two upwards of 1000 pulses were demonstrated experimentally, all
pulses and intervening delay. For the multiple-quantum sequencewith well-defined and important phase relatidfis.
the preparation period is the first two pulses and delay, and the
mixing period is the final pulse. Note that eq 1 is nonperturbative 3. Subtle Differences between Laser Spectroscopy and
in nature. The propagatotsandV can be (and virtually always ~ NMR

are) substantially different from the identity matrix. One important reason why optical multiple-pulse sequences
Phase cycling also plays an important role in modern pulse have developed far more slowly than NMR sequences is that
sequences. One drawback of the COSY sequence is that themplementing useful pulse shaping, phase-controlled multiple
indirectly detected dimension produces two peaks for each pulse sequences, or phase detection with optical fields is
resonance, so the spectral bandwidth (hence number of requiredechnologically much more difficult than in the NMR case.
experiments to achieve a specific final resolution) is twice as Largely for this reason, programmable pulse shaping with a
large as the normal spectral bandwidth. Mathematically, this temporal resolution of 58100 fs and high powetshas played
arises because the first 9pulse transforms-magnetization a central role in the recent resurgence of interest in laser selective
into y-magnetization, which can be written as a sum of spin chemistry and quantum contriland the technological obstacles
raising and lowering operators, (= (I* — 1-)/2i) at positive which seemed formidable for many years have essentially
and negative frequencies, respectively. This problem can bedisappeared. There are, however, some fundamental spectro-
fixed with “hypercomplex detection” repeating the COSY  scopic differences which must be seriously considered in

experiment with the first pulse changed ty aulse. This 90 evaluating the potential value of optical two-dimensional
phase shift in the radio frequency field produggnagnetization techniques.

after the second pulsé & (I+ + 1-)/2). Multiplying the signal Phrased in the language of optical spectroscopists, all proton
in the first experiment by and coadding is then equivalentto  NMR transitions have the same dipole moment, all samples are
saving only the pure raising operatby = Ix + ily. The optically thin, NMR transmitters are perfectly stable monochro-

antidiagonal peaks are then eliminated, and only half as manymatic radiation sources, and the entire spectrum has a small
values oft; are needed. More generally, a transition between bandwidth which means that rectangular pulses easily have a
two states separated by net absorption Nofphotons will bandwidth which vastly exceeds the entire spectral width. This
experience a phase shift N if all of the pulses used to excite  often makes more complex wave forms unnecesary. None of
that transition are phase shifted by an amapinthus, adding these assumptions is generally true for laser spectroscopy. These
together six multiple-quantum experiments, corresponding to differences are important, but they have been extensively
phase shifting the first two pulses by 0, 60, 120, 180, 240, and discussed in previous literatuteé®Here we will focus on some
300°, would suppress all but the zero- and six-quantum less obvious effects.

coherences in benzeh&ln practice it is more common to keep (1) NMR samples intrinsically absorb and emit circularly
the first two pulse phases constant and instead decrement theolarized radiation As soon as the Zeeman interaction of the
phase of the third pulse and the phase of the detecting field, nuclear dipoles with the external magnetic field exceeds the
but this is mathematically equivalent. strength of internuclear dipotedipole or electric quadrupole
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interactions, the-component of the spin angular momentum

becomes a good guantum number. Absorption with selection

rule AM = +1, or emission with selection ruleM = —1, then
inherently involves the same sense of circularly polarized

radiation. The absorbed component depends on the sign of the

gyromagnetic ratio, but here for convenience we will assume
the right-circularly-polarized (rcp) component is absorbed or
emitted. The left-circularly-polarized (Icp) component has
essentially no effect in pulsed experiments, although in continu-
ous-wave (cs) experiments it can create a small resonanc
frequency change known as the Blechiegert shift:® Most

NMR spectrometers use only a single coil to generate a linearly

polarized field, even though this wastes half of the power,
because the alternative of arraying two perpendicular coils

usually degrades probe performance (although imaging applica-

tions, which are often power-limited, sometimes exploit coils
which generate circular polarization).

(2) NMR experiments areirtually always done in the

e

Keusters et al.

gt = —ot + ¢(t)
B, (t) = %B,(t) cos@t—g(t))

= Re[& + i9)B,(t) € W] + Icp ©)
Now a phase shift corresponds to a delay in the maximum of
the carrier wave without changing the enveldé). As long
asBs(t) varies little in time 1& (the slowly varying envelope
approximation), the Icp wave has no significant Fourier
component at the resonance frequency and can be ignored. In
translating to the rotating frame, the phase si{f) becomes
an apparent change in direction of the field. There is no
requirement thaB;(t) encompass an exactly integral number
of cycles of the carrier frequency, so changing the phase can
change the area (in the laboratory frame) but does not change
B;(t) when the slowly varying envelope approximation is valid.
(4) Nuclear induction does not generate electromagnetic
waves. Sample dimensions are virtually always much smaller

‘rotating frame”. This is a significant advantage, because NMR ' than a wavelength, so detection takes place in what would be
spectra are narrow: the proton NMR spectrum is typically 10 called the near-field limit in optics. The spins do not generate
ppm wide (6 kHz in a 600 MHz spectrometer). Nyquist's an electric field perpendicular to their magnetic field. It would
theorem then implies that the FID need only be sampled every be technically possible to apply radio frequency pulses with
166 ms, whereas direct detection of the 600 MHz resonancesmagnetic fields pointed in different directions, but the only effect
would normally require nanosecond acquisition time steps. In of the direction change would be to give an apparent phase shift,
a multiple-quantum experiment, the benzene six-quantum which is done more simply in the rotating frame.

resonance (at a frequency of 3.6 GHz in a 600 MHz spectrom- (5) The NMR high-temperature limit imposes additional
eter) actually appears at only six times the average “resonanceselection rules in the simplest pulsed experimeft. the
offset™3 (the frequency difference between the carrier wave and dynamics of a two-level system the temperature appears only
the middle of the conventional spectrum). In practice this means as a scale factor which reduces the macroscopic magnetization.

t; can be incremented in steps of many microseconds, ratherlt has more significant consequences for multilevel systéins.

than subnanosecond steps.

coupled spins giveRR energy levels, but the energy difference

(3) Phase shift and pulse delay are completely independent Petween the highest and lowest spin states is still virtually always

parameters, gen for phase modulated pulses which do nateha
a well-defined carrier wae. Pulse phase in an NMR spectrom-

eter is usually set by phase shifting the carrier, but, in a more
€

fundamental sense, pulse phase comes primarily from the us
of only one component of circularly polarized light for absorp-
tion. The concept of a phase shift arises naturally for circularly
polarized light, which is readily decomposed into a nonnegative
pulse envelop®,(t) and a phase(t) without reference to any
carrier wave:

El(t) = XB,(t) cosg(t) + ¥B,(t) sing(t) =
Re[& + i9)B, (e Y] (2)

Delaying a pulse by an amoudtis equivalent to replacing;-

(t) with By(t—0); a phase shift only affectg(t). Nuclear spins
can interact with fields in any direction, so the interaction
Hamiltonian A = —zi-B = —yI-B decomposes into matrix
elements along all of the applied field directions. Interaction
with a circularly polarized field generates a Hamiltonian with
complex matrix elements.

As noted above, most NMR probes generate a linearly
polarized field in only one direction. Switching the direction
would produce a phase shift; decomposing the field into its Icp
and rcp components shows that a phase shift 6f{&@itching
the magnetic field from+x to +y) adds 90 to the rcp
component, and subtracts°dm the Icp component. However,
this limitation becomes unimportant because the fractional

much less thakT in solution, so even the highest states are
heavily populated. This is the fundamental reason why a
multiple-quantum NMR experiment requires three pulses.
Single-pulse excitation from the high-temperature equilibrium
density matrix produces only single-spin operators, and cou-
plings need to act during two separate time periods (during the
delayz to create multispin operators and during the dejap
make them detectable). There is one recent significant exception
to these statements: dipolar couplings between distant spins in
solution permit detection of intermolecular multiple-quantum
coherences in two-pulse experiments if the solution is concen-
trated?°

In ultrafast laser spectroscopy, the situation is somewhat
different:

(1) Linearly polarized fields are more common than circularly
polarized fields, because molecular transition dipole moments
are anisotropicMost lasers produce linearly polarized light at
their output, and circularly polarized fields are notoriously
difficult to propagate (reflection off mirrors often produces
elliptical polarizationf! In addition, nuclear spins can interact
with a magnetic field in any direction, but the transition electric
dipole moment for nondegenerate states has a well-defined
vector orientation in the molecular frame. Thus the excitation
process is simpler to visualize with linearly polarized light.

(2) Optical experiments areirtually never done in the
“rotating frame”, even when the fractional bandwidth is small.
Photodiodes and photomultipliers detect intensity only. Het-
erodyne detection is more difficult and requires a reference
wave, which is phase-coherent with the laser pulses.

spectral bandwidth is small, so, for useful pulse sequences, the (3) Phase shifting is a much more subtle concept for linearly
time dependence of the phase becomes much slower if wepolarized transitions. The most common method of pulse
assume a carrier frequenay. sequence design couples delays and phase shifgse shifts
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again are easy to define unambiguously with circularly polarized of linearly polarized light, and the ambiguity @at= 0 is easily
light, which can be decomposed into a nonnegative pulse understood from the arguments above. They thus distinguish a
envelope(t) and a phase(t) without reference to any carrier  phase shift from a time delay, which corresponds to a linear

wave: phase shift with frequency. The difficulty with this definition
# A R ) is that pulses with a small fractional bandwidth always have
€4(t) = Xey(t) cosp(t)+Ve,(t) sing(t) = rapidly varying¢(t); hence, we will usep(t) as the phase in

Re[( + if)e,(t) e 0] (4) this work. | )
Modern ultrafast laser systems work with a pulse repetition

The phase difference between any two waves (at a specifiedrate far slower th_an molecular dyngmics;_ for amplified pulses,
position and time) is unambiguous whenever neither field ON€ Pulse per millisecond (1 kHz) is typical. Pulse sequences

vanishes; it is merely the angle between the electric field vectors. 2'® c_reated b_y spl|tt|n_g the pulse_ from the laser system and then
Delaying a pulse by an amoudtis equivalent to replacing sending multiple copies along different paths. C_:hangln_g a path
eilt) with ex(t—0): a phase shift only affects(t). Again length delay_s both the envelope and the gffectlve carrier; thus,
switching the direction would produce a phase shift with & delay will inherently create a phase shift.
opposite signs for the rcp and Icp components. When circularly A varlety of methods have been introduced to control phase
polarized light can induce circular molecular polarization (for @nd delay independently. For example, a CW laser beam can be
example, in optical transitions involving p electrons), the optical Medulated by a radio frequency pulse sequence in an acous-
and NMR pictures of phase are quite similar. Unfortunately, in t00ptic modulator (AOMJ?in a way directly analogous to NMR
the more common linear dipole case, setting up the optical pulse sequence generation, b_ut.thls gives nanosecond rise times
analogue of an NMR two-level system requires orienting the and low peak powers with existing modu[ators and lasers. '!'he
transition electric dipole in they-plane (say along thec most common femtoseco_nd pulse shaping methods s_patlally
direction). Changing the electric field direction fundamentally diSperse the spectrum to independently modulate the different
changes the physical interaction;ygpolarized electric field ~ requency componentsif the spatial modulator is an acous-
would cause no absorption. Interaction with a circularly polar- t00ptic modulator, shifting the rf driving frequency corresponds
ized field generates an interaction Hamiltonian with only real 0 generating a delay; phase shifting the rf would phase shift
matrix elements, as opposed to the NMR case. For linearly the laser pulsé

polarized light along the-direction, (4) Most optical experiments do generate electromagnetic
waves.Optical experiments are usually done with chromophores
€,(t) = Xey(t) cose(t) = distributed in a sample volume much larger tidmand usually

use electromagnetic waves that propagate from a distant source.
Changing the direction of propagation introduces a position-
dependent phase shift. Two sine waves with the same frequency
o but different directionk andk + Ak will constructively

',Re[& + i9)e, () (€770 + 7] (5)

Hence there is an intrinsic phase ambiguity, since positive and
negative shifts cannot be distinguished experimentally. Phase,nq gestructively interfere at different positions and assume all

becomes a useful concept again only if we can introduce a yqggible phases over a distance/|2k| in the direction of the

carrier wave. Instead of decomposing the interaction into rcp \yaye vector difference. Optical spectroscopists have long used
and Icp components, as in the NMR case, we decompose they,is 1o advantage in simple experiments, such as the photon

interaction Hamiltonian into “rotating” and “counterrotating” echo? to separate weak signals from strong laser pulses by

components direction. As we discuss in the last section (consistent with
_ recent experimental results by Hybl and co-worRgrshis
() = —wt+ ¢() directional variation can also be used to eliminate much of the
H= —n-¢,(t) phase cycling needed in NMR experiments. However, for
experiments with samples much smaller tti8nsuch as single
= dy(t) cost — (1)) ion spectroscop§® the seperation of signal by directional
_ llzdl(t)(ef'(“’tf“’(t)) 1 o) ©) ggtﬁcs:'icf)ljll .does not apply, and phase-cycling schemes may still

. . . (5) Optical transitions often leze the low-temperature limit.
Now a phase shift corresponds to a delay in the maximum of This means that a single pulse can induce multiphoton transitions

the carrier wave without changing the er!velane); a time from the ground state, as opposed to the NMR case. However,
delay of 0 corresponds to replacingi(t) with di(t—0). The there is an important subtlety. If the energy level diagram is

difference between a phase shiftsp and a phase shift of¢ unbounded and accessible via allowed transitions within the

physically translates into lagging or leading the carrier wave, pulse bandwidth, 90 and 18@ulses may be impossible. The

as long asp(t) and du(t) vary little in time 1k (the slowly — gnergy jevels in a perfect harmonic oscillator, for example, can
varying envelope approximation). In that case the counterrotating o, he excited into a coherent state. Thus, anharmonicity plays

wave has no significant Fourier component at the resonancey, cyisical role unless only very small excitations are desired.
frequency and can be ignored.

Jonas and co-workers have also recently considered the issu
of phase shift versus pulse delay for linearly polarized fight
from a rather different perspective. They distinguish between In this section we will describe experimentally feasible two-
phase shifts in the time domain and phase shifts in the frequencydimensional optical experiments which are the direct math-
domain. They define a phase shift in the frequency domain ematical analogue of the NMR COSY experiment. These
(essentially what we calp here) by Fourier transforming the  experiments have the following properties:
optical field, multiplying positive frequency components I e (1) All pulses are assumed to be collinear, with well-defined
multiplying negative frequency components by#eand noting interpulse phase relations. Albrecht and co-workers define this
an ambiguity atv = 0. The complexity is inherent in the use as carrier-delayed pulsés.

. Direct Optical Analogues of Two-Dimensional NMR
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lellcan represent eithgalJor |bL] The classical electric field
E(t) in eq 7 is described as

b> o
=a> — E@t) = At) e "9 4 ¢ )
whereﬂ(t) is the (real) amplitude of the pulse envelogeis
the phase of the pulse, a2l is the laser center frequency.
The Hamiltonian for the three level system described in Figure
LO1HO . 2 can be repartitioned to become (cast in the matrix form)
1.0075Q, \\' L L I =@ 40
~NOON Ny = Mrot.
0 O 0
=|0 hQ_ 0 +
0 0 hQ
&> 0 Vcos@t — Vcos@Qt —
Figure 2. Energy level diagram of the three level system used in L 2 21 9)
section 4.1. The detuning frequencies atg = 0.0072. and wyy = VeosQt—¢) E,—hQ 0
0.01Q., whereQ, is the laser center frequency. Vcos@ t—¢) 0 E, — AQ,

(2) Phase-sensitive detection in the rotating frame is achieved (10)

by adding one more pulse and detecting the excited-statewhere we have referenced the ground-state energy to be zero
population when the pulse is phase-cycled. The final pulse servesgng v/(t) = —lige A(t)/2. The partitioning allows the time-

the same purpose as the time-gated heterodyne detection thajependent Schdinger equation to be cast in the interaction
uses phase-locked pulses to separate the real and imaginary paficture

of the nonlinear response function in stimulated photon echo
experiments. This method, first demonstrated by Warren and LW A

Zewail for nanosecond pulséswas later extended to pico- if at HinWint (11)
second’ and subpicosecortland exploits the rotational proper-

ties of the pseudopolarization vector. The rotating-framme  where we have
component of the pseudopolarization vector is converted into

—z by a pulse with phasg, or into +z by a pulse with phase I:Iim = gy g Hath

—y. The difference between these two states is a difference in ) )

the excited-state population. Similarly, theomponent of the 0 ve?  ve?
pseudopolarization vector can be detectedlaynd —x pulses. =|ve® hw, 0 12)

Converting the polarization to detectable excited-state popula-
tion with an additional pulse is not quite the same as obtaining
the real and imaginary part of the polarization by heterodyne

detecti ith ¢ field that d i th h th wherewap = Eayh — Q. Note also that the rotating wave
etection with a reterence ne at does not pass through eapproximation has been evoked. The procedure outlined ef-

S‘fectively discards terms oscillating at optical frequencies. This
is entirely analogous to the intuitive Bloch vector for a two
level system in a rotating frarffeand can be expanded to include
any arbritrary number of states.

If we further assume that the laser pulses used have a square
ape in the time domain, then the density matrix of the system
after a series of pulses and delays can be solved by a series of
. propagation operators with time-independent Hamiltonians. For
(3) In an NMR COSY experiment, one never observes instance, the density matrix after three square pulses of similar

multiple-quantum (multiphoton) transitions in the indirectly tant real litudA(t) = d oh d
detected dimension as discussed above. In an optical COSYConS ant real amplituda(t) = Ao and phase oy, ¢z andes

X . ” . with delayst; andt, between them can be written as
experiment, multiphoton transitions will occur unless the pulse
flip angle; are very _smaII. These transitions can be selected byp(tl, t) = efililonr efiﬂofft1 e—iﬂonr e—iﬂoﬁtz e—iﬂonr
phase shifting the first pulse. B At B Bt A
4.1. Theory.Consider a three-level model system (Figure 2) Pint€ " € TP ETm enet e (13)
where the ground state is coupled by the laser to both excited .
states a and b. whereHon is the interaction Hamiltonian when the laser pulse
The Hamiltonian for interaction of light with matter in the is on for the duration of the pulse length(eq 12) andHor is
semiclassical approximation can be written as the interaction Hamiltonian when the laser pulse is off (i.e. with
. ) ~ V=0ineq 12).
H(t) = H, - -E(t) ) In this experiment, the total fluorescence emitted after the
) third pulse is measured as a function of delayandt,. This
Where Hp is the time-independent molecular Hamiltonian will be proportional to the populations in the excited states and
>i Ei|illi] in the absence of the field. is the transition dipole hence proportional to the sum of the two diagonal elements
moment operator padlta, 1) + ppp(ts, t2) of the density matrix in eq 13. A two-
o _ dimensional Fourier transform of this signal, which oscillates
= tegel| + 1iglglle| (8) with the detuning frequency or difference frequency between

Ve 0 A,

an optically thin sample. Jonas has recently nbéedinteresting
additional difference: the observed signal with phase-locked
pulses is not affected by the dispersive part of the susceptibility
(in the small flip angle limit) if all pulses pass through sample.
For example, each pulse would experience the same phase shifgh
due to propagation through media with an index of refraction
unequal to 1.

X
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a TABLE 1: The 36 Terms for the Expression paa + puoy for
001 the Three Level System Summarized in Equation 14.
2R <+> . ! w1 w2 ¢1 ¢2 ]
D005 1 0 0 1 1 1
a g L S 2 Hwp—w) O 1 1 1
L0 m— - e - 3 0 +(wp — wa) 1 1 1
<] T S - 4 +(wp — wa) +(wp — wa) 1 1 1
-0.005 5 —Wa 0 e g2 1
s LR 6  wa 0 @ e 1
-0.01 - - - - . 7 —Wp 0 e g2 1
8 wp 0 @ e ¢z 1
b 9 0 —wa 1 gid2 dds
001 10 0 Wa 1 g%z e
: = T ° 11 0 —wp 1 g e i3
S S 12 0 b 1 eie i
3'005 13 £(wp— wa) —wa 1 g g
o] 14 +(wp — wa) wa 1 g2 e i3
. 0 15 +(wp — wa) —wp 1 g itz g%
8 16 +(wp — wa) wp 1 dé2 e ids
-0.005 17 —wa +(wp — wg) e i g2 1
. < . 0 18 wa Hop—wy) € e 1
-0.01 . - - . 19 —wp +(wp — wa) e i g2 1
20 wp +(wp — wa) g g2 1
21 Wa —wa g g izt g3
C 22 Wp —Wa g e i g¢3
0.01 b 23 Wa —wp g g izt g3
* . 24 Wp —wp g e i g¢3
__9‘005 25 —wa Wa e g2z e ids
C\)} 26 —wp Wa e g% e s
—~ 0 27 —wa wp e it g22 e ids
3 28 —wp o e it1 e 22 e i3
-0.005 29 —wa —Wa e 1 é?s
. <‘Q> 30 —wp —wa e % 1 g3
-0.01 . - . 31 —wa —wp e % 1 dds
32 —p —p e i 1 g3
d 33 Wa Wa gn 1 gids
34 wp Wa e 1 gids
0.01 - e 35 wa wp e 1 ed3
*, . 36wy Wb g 1 gits
»-(1)'005 a0nly rows 33-36 are selected by the phase cycling sequence
g’_ 0 described by eq 22.
3
-0.005 (corresponding to different peaks on the 2-D spectra), with their
coefficients dependent on the phases of the three pulses,
-0.01 and ¢3
00! 0005 0 0005 00l 36 . .
W, /8 Paat Pop =D &(V) C(ey, 92, p3)E" 72 (14)

Figure 3. Two-dimensional spectra of the three level system described

in Figure 2. (The unit for both axes 2., the center laser frequency): . , . .
(a) spectrum without any phase cycling; (b) spectrum of the four cycle The expression fati(y, ¢2, ¢3)'s for various (v, wo) are given

experiment described in eq 16; (c) spectrum of the eight cycle in Table 1. The components in rows-336 of Table 1 suffice
experiment described in eq 21; (d) spectrum with the sixteen cycle to tell us the information that we seek.

experiment described in eq 22. The intensity of the signal for a particular frequency pair,
for example {1 = 0, w2 = —w,), can be written as

transitions, yields the two-dimensional spectrum. For an experi-

ment in which all three pulses have the same phase, the spectrum lo—w =100 (1)e %2 g (15)

is given in Figure 3a. The scale of the axes is the ratio of the
resulting frequencies to the center laser frequengyand wy,
were chosen to be 0.0 and 0.0%2,, respectively. The pulse

?Beoafg/r/Z) is chosen to be 04 and the length of a pulse is constant during the second propagation titnéows l—.8 of
: Table 1) does not depend on the phase of the third pulse.
It can be seen that apart from the frequency componeats  Therefore a two-experiment phase cycle, consisting of the
andwp many other frequency components are presentuat  gypraction of two experiments with phasefef= 7 in the last
= 0 w12 = H(wa — wp); w12 = Fwaandwi = Fwp. pulse (written agXX— XXX), will eliminate these components.
These spurious frequency components do not contain anySimilarly, cycling the phase of the second pul$eXX — XXX
additional information, but they can be very strong, making will eliminate the same components during the first propagation
interpretation of the spectra more difficult. time (rows 9-16 of Table 1). Hence, the elimination of the
The full expression ofoaa + pop CONtains 36 terms, each  components from rows-116 can only be achieved by conduct-
containing a different oscillation frequency durihgand t; ing a four-experiment cycle

From Table 1 it can be seen that the part of the signal that
oscillates with the difference frequenay(wa — wy) or that is
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XXX — XXX+ XXX — XXX (16) les>
This can be illustrated by considering the example of the
. . . e4>
component with 0;-w,. After phase cycling this becomes e3>
lo -, = "0, (DM@~ (D)(D)(-1) + (1)(-1)(1) - :e?
el>
OEDED]=0 (17) o
©
The spectrum after such a four-cycle experiment is given in AN atw AN 0,939 1';39
Figure 3b. Peaks ab; = +wapandw, = fwap Will not be o 3 O L
2= . , a0 ® 2 11007 [ |
eliminated. Phase-cycling schemes that will achieve the same 1 [1.002 o N N
are 0996 | L
~ ~ o HQ, ‘
XYX— XYz(—i— XYX - X}(i( (18) lg2 0.01
XYY— XYY+ XYY — XYY (19) e
_ _ _ L
XXY — XXY+ XXY — XXY (20) lg1>
_ ] Figure 4. Energy level diagram of the seven level system used in this
Y and Y being pulses with phasg = x/2 and¢ = —n/2; simulation in section 4.2.1. In equation 23 the corresponding Hamil-
respectively. An eight-sequence cycle such as tonian is given in the rotating picture withl = —%,Au. A is the
B B o _ amplitude of the square laser pulse envelope arid the effective
XXX = XXX+ XXX = XXX + XYX—= XYX+ o transition dipole moments (set & D in this simulation).
XYX — XYX (21)

) o ) ) difficult. However, the peaks in the phase-cycled spectrum in
will eliminate signals with componentstap Fwap) and Figure 5b can be readily interpreted. Peak numbers 1
(Fwap Fon,g). (Terms 2128 of Table 1) but not the signals ¢4 rrespond to transitions—5, as indicated in Figure 4. Peaks

(@ab @ap) and (~wap —wap) (Figure 3c) (In all spectra plotted g correspond to the cross-terms between transitpns; and

in this paper, the strongest peak has been scaled to 1, |gnor|ng32_gll since they are coupled through their common ground

thT:.DC” cotrr?p?nent.) ith _ de _ state. Similarly, peaks 7 are the cross-peaks between transitions

be (Ierlli?niyr{ate?j Ermdso\i/\rlll :‘i’gf’c c(fgbgfnerigwgr?ta" ap) Can e—0g; ande;—g; and peaks 8 the cross-peaks between transitions
y g y P ' e—g1 andes—g;. Finally, peaks 9 are the cross-terms between

XXX — XXX+ XXX — XXX + XYX— XYX+ XYX — transitionses—g, andes—g,. Note the absence of cross-peaks
XYX + i[XYY— XYY+ XYY — XYY + XXY — XXY+ between for example transiti@—g: andes—gy, since there is
XXY — XXY] (22) no coupling between levets ande,. The small peaks between
the diagonal peaks 2 and 4 and peaks 3 and 5 are caused by the

This 16-cycle will give a spectrum with the minimum number overlap of the tails of these peaks and are not caused by any
of peaks, simplifying the interpretation of the spectrum (Figure physical couplings. It has been verified that by increasing the
3d). resolution, these peaks will disappear.

4.2. Examples4.2.1. Seen Level SystemThe calculations 4.2.2. Four Leel System: Two Coupled ChromophorEse
described in the previous paragraph were extended t0 tWOmqdel system used in this example consists of two coupled
multilevel systems with different types of coupling. The rotating ¢hromophores and is illustrated in Figure 6. As suggested by
picture energy diagram of a seven IeveI_ system is |Ilustrated_|n Zhang and co-worker®,such a model can be applied to a wide
Flgure14,lwhrl]l_e the correslpontlsllng hﬁmlltorgan IS as sth)V\(/jn N range of interesting physical systems. These include molecular
Cr:] art h-tn this ca.?e two evle_s SL,:E @asanae; are coupc)je aggregate® and amide-1 bands in proteidsThe knowledge
t r%?t wqt.trands'l |o|ns INvo w?g elrhcomrrlonbgrtc;]un -State t of the strength of the couplings between chromophores can often
Gu. AT ransition dipole moments are chosen 10 be e same a provide structural information for these systems. In this simula-
1 D. Different transition dipole moments will vary the intensity .. o .

. o . - tion, the two chromophores have transition energie&.pf
of the various peaks, but it will not influence the position of 1.008:Q. andE, = 0.9961Q,, whereQ, is the center frequency
the peaks, nor will it affect the effect of the phase-cycling ~ L b ¥ L L=" )
scheme. These spectra are averaged over a Gaussian intensi ttzhg(:;fg p‘lyr:seetrljisnes(iit.i(;rnh((ji dgllébrlﬁ(;ifecggnasrteat;;’vﬂ g%r;c:nt()je
distribution to simulate a TEM mode of a Gaussian beam with ’ L : P ' .
0.018 D, respectively. A pulse length of 200 fs and peak electric

a maximum pulse area ofr2at the spatial center of the pulse. . )
Compare the non-phase-cycled spectra in Figure 5a with thefield strength of 8.0x 10° V/m is used. This corresponds to an

16-cycle spectrum plotted in Figure 5b. Even for a relatively a€2 °f“1-0. rad.s.
small system such as this, interpretation of Figure 5a would be  The Hamiltonian for the two coupled chromophores system

CHART 1

hwgl 0 Vi(t) V(1) V(1) 0 0
0 hop O 0 0 V() Ve(t)
R Vi) 0 Awe—R) 0 0 0 0
Hlocal = VZ(t) 0 0 h(wez_QL) 0 0 0 (23)
Vi) 0 0 0 A(wes—Q) 0O 0
0 Vy® 0 0 0 A(we,—Q) 0
0 Vi) 0 0 0 0 A(0es—Q))
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Figure 5. Two-dimensional spectra of the seven level system described
in Figure 4 (the unit for both axes R, the center laser frequency):
(a) spectrum without any phase cycling; (b) spectrum with the sixteen
cycle experiment described in eq 22. Peaks51correspond to
transitions +5 as indicated in Figure 4. Peak 6 corresponds to the
cross-terms between cohereneesg; ande,—g;. Peak 7 is the cross-
peak between coherences-g: ande;—g; and peak 8 the cross-peak
between coherences—g; ande;—g:. Peak 9 is the cross-term between
coherencesy—g, andes—g,.

expressed in the local excitation basis set is

0 0 0 0

~ 0 K 0

HIocaI = 0 Ka Eb 0 (24)
0O 0 0 E.,+E

wherex defines the strength of the coupling. This Hamiltonian

can be diagonalized and expressed in the coupled basis set. After

introducing the coupling with the radiation field, the Hamiltonian
in the coupled basis set can be repartitioned as

|:|coupledE Ho +H
0 O 0 0
_ 10 hQ 0 0 4
“lo o hQ 0
0 0 0 2hQ
0 Vi) V(1) 0
Vi) E.—hQ 0 V)
Vi) 0 E —hQ, V)
0 V(t) V,(t) E, +E_—2hQ

(25)

whereV,(t) is the coupling with the optical field in the coupled
basis,Vy(t) = V, cos@.t — ¢) andEy = Yo(Ey+ Ep & [(Ea —
En)? + 4|«|4Y?. The time-independent interaction picture
Hamiltonian, analogous to eq 12 can then be obtained.

The two-dimensional spectra with full phase cycling were
calculated for different values of couplingForx = 0, whereby

J. Phys. Chem. A, Vol. 103, No. 49, 19980377
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Figure 6. Energy level diagram for two chromophores coupled through
interaction x. The states are in the local excitation basis. The
Hamiltonian describing the system is given in eq 24.
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Figure 7. Two-dimensional spectra of two coupled chromophores
described in Figure 6 (The unit of both axesSs, the laser center
frequency): (a) spectrum when system has no coupkng, O; (b)
spectrum when system has a couplingcof 0.0051Q, .

0.005122,, the 2-D spectrum is shown in Figure 7b, the cross-
peaks arise from the coupling between the two chromophores.
The intensity of the cross-peaks reflects the strength of the
coupling.

4.3. Comparison: Directional Detection vs Phase Cycling.
By using the approximation of square pulses and evoking the
rotating frame picture, we can use a time-independent Hamil-
tonian during each pulse and thus explicitly write out eq 1 in
terms of rotation operators. Such a treatment is the exact
mathematical analogue of a COSY experiment, with one
exception. In a COSY experiment, restriction to the high-
temperature limit implies that only single-photon transitions have
been excited at the beginning @f in the optical experiment,
multiphoton transitions can be excited as well.

For the purposes of comparison between optical and NMR
methods, we will instead use the standard optical technique of
expanding the propagation operator in a perturbative series. Such

the two chromophores are decoupled, the 2-D spectrum is shownan expansion only makes sense if the propagatoesidV in

in Figure 7a. The two peaks correspond to the detuning
frequencies of the chromophores. For a couplingxof=

eg 1 in fact do not grossly perturb the population, but this is
the usual limit with ultrafast laser pulses (which rarely have
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Figure 8. One of the double-sided Feynman diagrams representing
the coherence transfer pathway that gives the desired two-dimensional
spectrum. It is the visual representation of eq 27. Each interaction is

labeled by the phase andvector of the optical pulse. By using the

Keusters et al.

label the interaction on this double-sided Feynman diagram
serves the same purpose as the directidnaéctors that are
more commonly used.

Thus, by detecting excited-state population via the measure-
ment of fluorescence, we are in fact detecting the sum of all
possible directional components of the polarization. All possible
guantum-coherence pathways (or Liouville-space pathways) are
detected simultaneously in this experiment. The phase-cycling
scheme serves to select one particular Liouville-space pathway.

5. Combining the Best of Both Worlds

Pulse phase control plays three major roles in NMR pulse
sequence design: it permits coherence pathway selection,
modification of the effective Hamiltonian, and heterodyne
detection. For optical samples much longer tiiaalong the
propagation direction, coherence pathway selection can also be
achieved by directional detection with non-collinear pulses. In

phase cycling scheme described in eq 22, only the pathway representedMR the transverse magnetization does not produce a propagat-

by this diagram shows up in the spectrum.

significant flip angle). We take this approach to show that, in

ing electromagnetic field, so directional detection is not useful.

For example, the photon echo is the optical analogue of the
spin echo. In a NMR spin echo with nonperfect pulses, (90

fact, the procedure of phase cycling is very much analogous to ) — t, — (180+ ¢), — 1), there is also a free induction decay

the direction-dependent detection of polarization.

after the second pulse, and if the delay is short, there might

For the sake of simplifying the discussion, the three pulses also be some residual FID signal from the first pulse which

involved in the experiment are modeledaiinctions in time.
The electric field can then be described as

E(t) = (0(t + t;, + t,)e” €7 + o(t + ty)e?” " +
S(He?” €Ty e + cc. (26)

wheret; andt; are the first and second time delays, respectively.

The three pulses have a definite phase relationship between then&

described ag1, ¢2, and¢s. Although the directional vectois

are labeled, in the phase cycling procedure, the directional
vectors do not affect the experiment, since the pulses were

chosen to be collinear.

survives the second pulse. In the perturbation picture, both of
these are the first order processes; for example, the first FID
reflects interaction with the first light pulse but not the second.
These processes give rise to additional frequency components
which could be suppressed by phase cycling in NMR. As was
recognized long ago in optics, these imperfections are missing
in the non-collinear laser experiment. The detection of (for
example) the photon-echo signal &2- k; only picks out the
omponent that evolves astel-quantum coherence during the
first period and as a-1-quantum coherence during the second
period. For linear operators in the Hamiltonian (for example,
local variation in the resonance frequency due to lattice
imperfections) the frequency shift on thel-quantum and-1-

Those terms that survive after the phase cycling process forquantum transitions are identical, so the sum of the two

our 2-D experiment (as described in section 4.1), i.e. rows 33
36 in Table 1, arise from a fourth order term in the density

matrix expression. For instance, for row 34 (a cross-peak

corresponding tods, wp)), the relevant element from the fourth
order density matrix instantly after the last pulse (the excited-

state population where the detectable fluorescence arises from)0

is32

P t=0)0 [ [ [ [dr, dr, dr; dr, x
Oty Ht,—1,—1,—1,—1,) €7 @1 g AT o
O(t,—T,— T3~ 7y) g V2 g ket gl
O(t,—73—7,) g% gt
(3(_174) e_i¢3 e—ik3-r e—iQL(—TA) e—iQagrl e—Fagrl X

e

e—iQL(—M—Ts) x

e*ngg‘lz efrgg‘lz ing‘[g efl"bgrg e*inb‘m effbbu

— el¢1 eikl'l' e—i¢3 e—ikg'r e—iwall e—ia)btz e—l“agtl e—rbgtz (27)

whereQ, is the laser center frequency and the otf¥s and

evolutions causes a refocusing (the echo).

However, directional variation is not as versatile as phase
control. Directional variation forces an averaging over all
possible phase relations. As long as the desired coherence is
nly phase-modulated by phase shifts, this simply creates a new
spatial direction for the dipoles to reinforce. Thus, for example,
the magnitude of the photon echo is unaffected by the relative
phase of the two laser pulses. However, in general photon echoes
do not remove all “inhomogeneous broadening”. Consider, for
example, a four level system consisting of the fundamental
transitions of two different €O stretches in an ensemble of
molecules with different conformations. At any instant the angle
and separation between the two transition dipoles vary across
the ensemble, as does the magnitude of the coupling matrix
element. This physical inhomogeneity would cause apparent
dephasing of the macroscopic polarization after a single pulse,
but this is a bilinear interaction which is not refocused by a
photon echd® Mathematically, taking either of the allowed
transitions and reversing all of the state labels (as would happen
with a 7t pulse) still changes & 1-quantum transition into a

Tey's are the frequency and generic decay constants, respectively;~1-quantum transition, but the frequency of the transition

of the coherencesv, = Qo — QL andwp = Qpg — Q1. The

changes.

Feynman diagram for the process described in eq 27 is given Such broadening mechanisms can be reversed, but only by
in Figure 8. As is apparent from eq 27, the use of phases to pulses with a well-defined phase relation across the entire



Pulse Phase and Direction in 2D Optical Spectroscopy J. Phys. Chem. A, Vol. 103, No. 49, 19980379

a 400 almost completely eliminated. For thésequence, both peaks
—— X-sequence are present. In the case of a two-level system, the low-frequency
- Y-sequence peak would have been eliminated completelysat 173 fs. In

this case this peak cannot be completely eliminated, because
of the coupling between the two transitions. However, it can
be minimized at d; close to the expected value. In Figure 9b,
the calculation was repeated with a Gaussian intensity distribu-
tion, having a maximum area of 04 Since both transitions

in this example are off-resonant, the titador which the peak

is eliminated depends on the intensity of the laser. However,
as can be seen from this figure, the peak can still be greatly
~——- X-sequence reduced if a value of; = 182 fs is used. Finally, in Figure 9c
= Y-sequence it is shown that also if the peaks are inhomogeneously
broadenend, they can still be eliminated. In this caseyas
chosen as 174 fs again. Thus, by switching betwéemdY
pulses for a fixed delay and phase cycling the last pulse, one
can switch a transition on and off. More generally, the 90

90, combination on resonance is the simplest pulse sequence
which refocuses bilinear interactions (it is known as the
“quadrupolar echo” because of its use in spin-1 systems, which
are mathematically quite similar to the case illustrated here).

Intens;\i)ty (arb)
=

o
Py
o

Intensity (arb)
=

o
%
8 o

— X-sequence In any system with bilinear couplings it produces a quite
mrmee Y-sequence i

different state than does 96- 90, and thus could be used to
measure dipolar interactions (and their fluctuations, which would
not be refocused).

y (arb)

N
S

6. Conclusion

Intensit

In this paper we have proposed a technique to detect the time-
. dependent polarization introduced into a sample by the action
0 0.005 0.01 0015 of two pulses delayed by a tinte At time t, after the second
W, /Q pulse, a third pulse is applied which will partly convert the
) L - . polarization into a population. This population is then detected
Figure 9. Elimination of selected transition using pulse sequences . . -
given in eqs 28 and 29. (a) Fourier transformation of the fluorescence by co_IIectmg th(_a fluorescence fror_n_ the_ sample. With this
signal as a function df with a fixed value of. Using theY-sequence,  technique, couplings between transitions in the system can be
the transition atv, = 0.00%2, has a minimum intensity fa, = 174 detected through the presence of cross-terms in the two-
fs for a pulse with an area of 0w With the X-sequence this peak is  dimensional spectrum. Additional, unwanted cross-peaks arise
clearly visible. (b) The same measurement as in a, but with a Gaussianfrom nonperfect pulse areas, simultaneous excitation of two

intensity distribution with a peak area of &.4In this case the peak at . - -
> = 0,007, has a minimum intensity for the-sequence witl, — transitions, and negative frequency components, but it has been

182 fs. (c) The same measurement as in a, but with inhomogeneouslyShown that a pha;e-cycllng scheme Can. simplify Fhese S_peCtra
broadened transitions. If the system is inhomogeneously broadened tremendously. With current pulse shaping techniques, it has

the peak can still be eliminated with= 174 fs, if the individual peaks ~ become straightforward to create the three delayed pulses with
are well-separated. a phase independent of their delay that are needed for such
experiments. Model calculations have shown that a sequence
o experiments where the phases of the second and third pulses

sample. Consider two pulse-sequences given in egs 28 and 2

X-sequence: are rotated can eliminate all DC components and the negative
. o frequency components.
KX RXRIXXYZIXXY (28) As noted earlier, COSY and NOESY experiments in NMR
Y-sequence: only give information that is also available from double-
XY X XY X=iXY Y=iXYY (29) resonance techniques; they merely present the information in a

more convenient form. Similarly, two-dimensional optical

For a two-level system, it is possible to choose the delay betweenCOSY experiments (either the two-pulse experiment with
the first and the second pulge, in such a way that the second heterodyne detection or the three-pulse experiments discussed
X-pulse will return the pseudo-spin vector exactly back along here) are not necessarily better than dual-frequency puyrgbe
thez-axis. If that is the case, the phase cycling of the third pulse experiments. The situation changes if we adapt the model two-
will result in no signal at all. At that same delay, tiesequence  dimensional experiment (Figure 1) to includidirectional
will still give a signal, since theY-pulse will not return the variation between the preparation sequence and the mixing
polarization along the-axis. sequencéut limit the variation in either sequence individually.

This effect is illustrated in Figure 9a, for the three level system For example, suppose all the preparation pulses have wave
discussed in Figure 2. The Fourier transformation with respect vectork, and the mixing pulses have wave veckgs. Now,
to t, of the fluorescence signal is plotted. The valudjoivas for example, the preparation sequence can be designed with
fixed at 174 fs. The area of the pulse (on-resonance) was 0.4delays which select for a specific coupling magnitude, or refocus
o, and the pulse length is again 100 fs. It can be seen that, forcouplings over some range, and detection in the direction 2
the Y-sequence, the peak for the low-frequency transition is — k, restricts the detected signal to a specific coherence
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(10) Warren, W. S.; Silver, MAdv. Magn. Res1988 12, 248.
(11) Glaser, S. J.; Schulte-Herbruggen, T.; Sieveking, M.; Schedletzky,

pathway. The final role of the pulse phase is heterodyne
detection. As Hybl and co-workers have shdihjs can be o Nidser e s oW O eSingerStiencd Y8 280, 421
done in a straightforward way with multiple laser pulses and - 'S¢ ™. &, SOrENsen, .4V, rEsINgertencessg o1 4.

- S . . . (12) Slichter, C. PPrinciples of Magnetic Resonanc&d ed.; Springer-
variations in d|_re_ct|on, but transformation to the rotating frame veriag: Berlin, Heidelberg, 1990.
is then quite difficult because pulse delay and pulse phase are (13) (a) Aue, W. P.; Bartholdi, E.; Ernst, R. R. Chem. Phys1976
intimately coupled. Here we suggest taking advantage of what 64, 2229. (b) Weitekamp, DAdv. Mag. Res1983 11, 111. (c) Munowitz,
is normally seen as a weakness of the spatial pulse shaping*- Pines, A.Sciencel986 233 525.

. . - (14) Withrich, K.NMR of proteins and nucleic acig@/iley: New York,

methods-beam translation proportional to def#yWith one 1986.
more lens, this becomes an angular variation which remains (15) Freeman, RBull. Magn. Reson1986 8, 120.
coherent in the apparatus as the delay is increased. (16) (a) Carr, H. Y.; Purcell, E. MPhys. Re. 1954 94, 6881. (b)
More generally, then, we conclude that pulse direction Meiboom, S.; Gill, D.Rev. Sci. Instrum1966 16, 1097.

i ; ; (17) (a) Fetterman, M. R.; Goswami, D.; Keusters, D.; Yang, W.; Rhee,
variation, wh_lch ha; long been a stable of coherent optical pulseJ_ K.: Warren, W. SOpt. Expresd.998 3, 366, (b) Hillegas, C. W.: Tull,
sequences, IS equivalent to pulse ph_ase control only for very 3. x.: Goswami, D.; Strickland, D.; Warren, W. Gpt. Lett.1994 9, 737.
simple sequences. Control of both simultaneously for femto- (c) Assion, A.; Baumert, T.; Bergt, M.; Brixner, T.; Kiefer, B.; Seyfried,
second pulse sequences, which is only now technologically V:: Stehle, M.; Gerber, GSciencel998 282 919. (d) Weinacht, T. C.;

. P . q. . ’ y 9 yAhn, J.; Bucksbaum, P. HPhys. Re. Lett. 1998 80, 5506. (e) Efimov,
possible, has significant advantages and may open up a NeWa - \ioores. M. D.: Beach, N. M.: Krause, J. L. Reitze, D. @pt. Lett.

generation of optical techniques.
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