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Multipole Corrections To Account for Structure and Proximity Effects in Group
Contribution Methods: Octanol—Water Partition Coefficients
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We propose a new method to correct for structure and proximity effects that are not generally accounted for
in group contribution models. Molecular orbital calculations for isolated molecules are performed to obtain
the net charge and dipole moment on each group within the molecule. These group multipoles, which vary
as a result of the presence of proximate groups, are used as the basis for corrections to simple group contribution
methods. We have applied this method to our recently developed GCSKOW model to predict the-octanol
water partition coefficientsow) for complex molecules. We studied this simple, theoretically based method
with a total of 450 solutes, including five pharmaceutical compounds. The root-mean-square (RMS) deviation
in the logo Kow calculated from the GCSKOW model with these multipole corrections is found to be 0.18
(which leads to a mean error of 52% litbw), compared with a RMS deviation of 0.44 (177%) when no
correction is made. This simpler approach is more accurate than the-KAONAFAC model (RMS of 0.28

or an error of 92% irKow for 344 compounds) and is comparable to the ClogP model (0.18 or 52%), which
heretofore had been considered to be the most accurate predictive method for-ostteol partition
coefficients.

1. Introduction is a result of electrostatic forces, is affected by the presence of
Pther neighboring strong functional groups; thus, the underlying
assumption that each group is independent of others is no longer
valid. This failure of group contribution methods is referred to
as the (intramolecular) proximity effect.

Kehiaian? in the DISQUAC model, accounted for proximity
effects by empirically varying the values of the interaction
parameters of a group depending on its first and second
neighboring groupd.Wu and Sandléf® later used quantum

Group contribution methods have been reasonably successfu
for estimating many physical and thermodynamic properties of
pure substances and of mixtufeFhese methods dissect a
molecule into building blocks or groups, e.g., atoms or groups
of atoms. The physical picture then changes from a collection
of molecules to a collection of groups that are assumed to be
independent of each other. As a result, the overall property of

the system becomes additive and is obtained by summing up hanical calculat to determine the ch the at
contributions from all groups. This deconstruction of molecules mechanical calculations 1o detérminé e charges on the atoms

greatly reduces the number of parameters needed to describé’f a molecule and suggested that a better Qefinition for groups
the properties of systems containing these functional groups.'s that ea_ch_be electroneutral. H_owever, their approach resolved
Once the group parameters for the property of interest have beer{he proximity effects l.)y formlr!g new, larger groups that
determined from available experimental data, they can be usedcom"’"n(id8 the mteractmg fun(_:tlonal groups. Gani and co-
to predict the properties of new, more complex systems. Suchworl_«_er§ proposed the |ncll_JS|on of second-_order groups n
methods not only provide a simple and systematic method for addition to the common functional groups, which they referred

approximating the properties of new systems but, in reverse to as flrst-order groups. Secqnd-order groups were defined
engineering, can also be used to design new compounds Witha_lccordmg to the principle of conjugatiband comprised several
desired prof)erties first-order groups. These second-order groups serve as an
Despite these appealing features, all group contribution empirical correction for structure and prOX|m|ty effgcts. Many
methods have three common difficulties that limit their ap- of the second-order groups were found to be identical to those

plicability. First, the definition of groups is empirical and defined_ by Wu and Sandlér_. _

arbitrary. Different methods use different groups to represent N this work, we reexamine the definition of groups and
the same molecule. This raises the question of finding a “best’ ProPOSe a simple but theoretically based alternative to correct
set of functional groups to describe the system properties. 0" both the structure and the proximity effects in a group
Second, simple group contribution methods do not distinguish cONtribution method recently developed by Lin and Sanifler,
between isomers. For example, the predicted properties ofth® GCSKOW model, for predicting the octaneiater partition
2-butanol and isobutanol are identical from these methods. We CO€fficient,Kow. The GCSKOW model was found to provide

refer to this type of deficiency as the structure effect. Finally, & More accurate prediction 8ow for monofunctional solutes

group contribution methods fail when a molecule contains two than other models. However, when applying the same set of
or more strong functional groups in close proximity. The 9rOUP parameters to multifunctional solutes, large deviations

interaction of a strong functional group with the others, which Were observed as a result of proximity effects. To resolve this
problem, rather than redefining a larger group to satisfy the zero-
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corrections for the interaction parameters of the same group inare dependent on temperature and have been calculated from
different molecules. Therefore, with the additional information the water andh-octanol volume and surface area parameters
from inexpensive, first-principle calculations for isolated mol- and their equilibrium concentrations that are unaffected by the

ecules, traditionally defined groups can be retained lipg addition of a dilute soluté®
can be accurately predicted for complex, multifunctional solutes  The molecular structure parametearsandg;, in eq 1 can be
without constructing new groups. calculated in a group contribution manner:
2. Theory N N )
r. = , A
Wu and Sandlérsuggested the following principles for group ! kZ‘Rk G kZle @

identification:

(1) The geometry of a functional group shall be the same where the summation is over thgfunctional groups contained
independent of the molecules in which the group occurs. in speciesi; R¢ and Q¢ are the volume and surface area
(2) Each atom in a functional group should have ap- contributions of functional groug. The charging free energy
proximately the same charge in all molecules in which the group AG}';jChg, originating from the attractive interaction between
occurs, and the group should have approximately zero charge.solutei and solventj, has three contributions: electrostatic,

(3) Each functional group should be the smallest entity such dispersion, and repulsios:
that a molecule can be divided into a collection of electroneutral _
groups. AG"= AG®+ AG™ + AG;*® ®)
The requirements of invariant group geometry and atomic
charges are reasonable since charge distribution determines thd he dispersion and repulsion contributions are usually assumed
interaction between groups. However, demanding the net chargel® be dependent on the molecular surface ‘dré&and do not
on a group be zero is unnecessary. As long as the chargevary with different solute electronic configurations. The elec-

distribution on a group remains the same independent of thetrostatic Contribution, hOWeVer, is very sensitive to the Charge
molecule in which it is contained, it should make the same distribution in a molecule. Kirkwodd has derived a general

contribution to the behavior of a mixture. equation for the electrostatic interaction between a distribution
Instead of constructing new groups when the zero-charge of discrete point charges in a spherical cavity and an isotropic

criterion is violated, the way we proceed here is to define a dielectric medium. The results were expres8éuterms of the

reference charge distribution for each group and explicitly cor- Multipole moments at the center of the cavity as

rect for any deviation of this distribution from the reference 2 2

state. In other words, the deviations of the monopole (charge), AG*eS= —¢— 1€ e-1u + higher order terms  (4)

dipole, quadrupole, and so on, of a group from their reference 2¢ a 1+2g3

values as a result of the presence of proximate strong groups in . . ) . ) .

the same molecule are used to correct for the deviations from Wheree is the dielectric constan is the radius of the cavity,

the simple group contribution idea. However, there may not be € iS the total charge, and is the dipole moment evaluated at

a universal way to make such corrections for all physical and the center of the cavity.

thermodynamic properties. Different parameters have a different 1he structure and proximity effects that result from the

dependence on the mulitpole moments. For this reason, heréfhanges of multipole moments of each group can now be

we only apply this new method to predict the octanwhter considered. Trun_cat_lng eq 4 at the second term and assuming

partition coefficient by using the GCSKOW group contribution that the charge distribution .of a solyte group is independent of

model° Later work will consider applications to other proper- the solvent, the electrostatic contribution of grakiat some

ties. reference net chargg and dipoley; in solventj is

The octanot-water partition coefficient of specigsKow;j, 4 0)2 3 0)2
can be computed from the difference of solvation free energies AGHeS0= _ § (& 8 (et 5)
of this species in the octanol-saturated water phase (essentially ki ZEJ- Ay 1+ Zej ak/j3

pure water) and in the water-saturated octanol phase. The solva-

tion free energy, which is the work required to transfer a mole- wheree; is the dielectric constant of solvepanday; is the ef-
cule from a fixed position in the ideal gas phase to a fixed fective cavity radius of group in solventj. For a moleculd,
position in solution’;! consists of the free energies of the creation

of a cavity in the solution and of the placement of the solute o N o N os dis e

into that cavity. The former contribution is determined by the AGj; = ZAGIZJ 9= Z(AGD,' + AGy "+ AGy;

volume and surface area of the solute, whereas the later is k= k=

equivalent to establishing the solute electronic configuration in
the cavity, usually termed as the charging free energy. On the
basis of this, Lin and Sandler derived the following GCSKOW
model° N

2 (AG{*~ AG) (6)
k=

N;
Z(AG;;;;S'OJF AG’,;,?iSPJr AG™) +
k=

logyo Kow; =
xchg AG*Chg

_ o ‘ W iIOR N, N[ (e — 1) [ek2 — (eg)z]
0.126+ 1.03T; — 1.208y; + — 1384 Q) _ ZAG??\C/\?@O"' Z i _
k= k= 2€j ak/j
wherer; andg; are the volume and surface area parameters of 5 5
specied andAG'S? and AG;Z9 are the charging free energies (6= 1) [ — @)
in the water and the octanol-rich phases, respectively. Note that 1492 3
the constant coefficients in eq 1 are not fitted parameters; they ( 6J') Ay
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Therefore, the charging free energy parameter in eq 1 TABLE 1. Group Parameters for the GCSKOW Model

becomes main  subgroup
. group K AAGRESR G G R &
wch chg «chg,0 CH, —CH, 2201 —1.968 —55.315 0.887 0.840
AGH — AGoR = ZAAGk/WgOR + —CHo— 1.077 —0.342 —21.809 0.665 0.523
k= >CH— —0.091 1.756 —6.509 0.497 0.235
N , , , , >C< —0.729  1.720 0.213 0.000
Ce?— + 2 — 7 cyclic-CH, —CH,— 1071  1.270-18.372 0.665 0.523
kZ‘{ dec (@7 + Gl — @)W () >CH— ~0.051 —0.093  8.892 0.497 0.235
OH —OH ~10.405 5581 72.945 0.532 0.572
- 4chg.0  _ x prchg,0 +chg,0 COOH —COOH  —1.114 —37.312 10.940 1.307 1.176
with AAGy2or = AGgy™ — AGjjor™ and CHO  —CHO 0432 —0277 —1.897 0.984 0.892
c=0 >Co ~3.315 —-10.273 5.375 0.716 0.527
e fw—1l er—1 0C=0 —COO-  —0.723 -5608 2.172 1.062 0.821
= e 2eordn ®)  chocH, —0— ~2.146  —0.384 0.401 0.327
W OR"KOR NO, —NO;, —1.158 7.864 —0.241 1.086 0.986
CN —CN 2.651 —31.702—13.126 0.954 0.852
o — ew— 1 4 €orT 1 ©) NH; —NH, —9.255  0.979 71550 0.742 0.748
KT T+ 2e)ans | (142 3 —NH— —4959  3.082 17.907 0.553 0.401
€w) 3w €0R)3oR >N(sp3- —5.525  4.689 0.341 0.000
=N(sp2~ —1.301  0.003 0.436 0.339
The reference charge and dipole can be absorbed into theCONH, =~ —CONH, —1.622  20.481 —0.360 1.467 1.284
first term in eq 7 to give CeHs =CH— 0.468 0.135 —0.955 0.537 0.431
—c< 0.031  5.699 0.316 0.114
N c=c —CHCH, 1866  1.665-16.773 1.359 1.210
wch wch wha 00+ e 2 2 c=c —CCH 1.014 —0.099 —10.183 1.129 1.008
AGHy’ — AGjoR = Z(AAGWW%OR_'_ ce’ + Cu) (10) F —F 0.946 —6.997 0.376 0.458
= cl —cl 1.129 —5.583 0.861 0.771
Br —Br 1.268 —0.292 1.114 0.935

where AAGIP G = AAGHE 0, — CYE)? — Ci()? Equa-
tion 10 thus allows us to account for changes in the solvation Two types of compounds were considered in this work:

free energy resulting from variations in the group chasgend monofunctional and multifunctional. Monofunctional com-
dipoleu from the reference state as grakipppears in different  pounds contain no more than nonalkyl, strong functional group,
molecules. e.g., species in the homologous series, cyclic alkanes, alkyl-

benzenes, and branched, secondary, and tertiary species. Species
3. Computational Details containing more than one strong functional group (that is,

To determine the effect of accounting for only the variation Multifunctional compounds) include X(GHY-type species,
in charge and dipole moment in a group contribution method, Where X and Y are strong functional groups (OH, COOH, CHO,
the identification of groups remains the same as that in Lin and COCH, CHCOO, CHO, NO,, CN, CONHR, CeHs, CHCH,,
Sandleri® The Gaussian 98 prografiwas used to evaluate the  CCH, F, CI, and Br); chlorofluorocarbons; multiaromatic rings;
group charges and dipoles of isolated molecules. GeometrymU“'Ch'O”natGd_ benzgne_s; phenol, aniline, toluene, pyrldl_ne,
optimization in a vacuum was performed by using the Hartree ~ furan, and their derivatives; and complex pharmaceutical
Fock method with a 6-31G(d,p) basis set, followed by a compounds such as nicotine, caffelr!e, theophyllllne., piracetam,
Mulliken population analys# to obtain the charge on each _and meX|Iet|ne_. (An example calculation for nicotine is provided
atom. The net group chargg and dipolefi, were calculated  in the Appendix.)

according to . )
4. Results and Discussion

N _ Ne _ A total of 450 species, comprising 204 monofunctional and
&= Zemv U= Zemrm (11) 246 multifunctional compounds, were used to obtain the free

m= m= energy parameters and the multipole coefficients listed in Table
1. The calculated results from the GCSKOW model are com-
pared with experimental measurements in Figure 1. All experi-
mental data are taken from the literatdte?®> [Experimental
values for monofunctional compounds from different sources
are generally within 0.2 log unit, except for pentane .5,
3.3%12329 2 3-dimethylbutane (3.424,253.85%24, cyclohex-
ene (2.1842.8612323, and hexamethylbenzene (434.612
5.1129). For these compounds and all multifunctional com-
pounds, experimental values from ref 25 are used.] The predic-
tions agree very well with experimental data for both types of

where the summation is over tiNg atoms contained in group
K, en is the Mulliken charge of atorm, andTy, is the position
vector of atomm originating at the center of gravity of group
k_18

With the multipole corrections, the GCSKOW model of eq
1 contains three types of parameters: two group structure
parameters Rx and Qy), one free energy parameteAA
G’;,C\,T,%%OR), and two multipole coefficientsG{ and Cy). The
group structure parameters were computed by using the van

der Waalls.radll of each atoti.The AAG:/%%%O& C, and Oﬁ. _compounds. Table 2 lists the RMS deviation oflpl§ow from
were optimized such t_ha_t the root-mean-square (RMS) deviation ine GCSKOW model developed here, together with two other
of logio Kow was minimized: group contribution models: KOWUNIFAC?® and ClogP2>2’
N 1o In th_e_ KOW—UNIFAC model the_ octane’rw_atgr partition _
(log KGCSKOW _ log,, K 2 coefﬁment_ |s_c§IcuI_ate_d on the_ basis o_f a statistical mechanical
IZ 10 Trowi 10 Trowi model for infinite dilution activity coefficients, whereas ClogP
RMS = (12) uses predefined fragments and bond connections. Fewer com-

N pounds are considered for the KGWNIFAC model because
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Figure 1. Comparison between predictions from the GCSKOW model
and experimental data.

TABLE 2: Root-Mean-Square Deviations of logo Kow
Predictions of Numerous Compounds from Different Group
Contribution Models

GCSKOW KOW-UNIFAC ClogP
Monofunctional
RMS 0.18 0.20 0.17
data points 204 165 204
Multifunctional Compounds
RMS 0.19 0.34 0.19
data points 246 179 246
Overall

RMS 0.18 0.28 0.18
data points 450 344 450

Lin and Sandler

TABLE 3: Structure Effects on the Octanol—Water
Partition Coefficients for Isomers

solute experiment GCSKOW KOWUNIFAC ClogP
3-methy-1-butanol 1.42 1.35 1.48 1.22
2-methyl-1butanol 1.29 1.30 1.48 1.22
2-hexanol 1.76 1.68 1.70 1.66
3-hexanol 1.65 1.67 1.70 1.66
2-pentanone 0.91 1.03 0.85 0.85
3-pentanone 0.99 1.08 0.85 0.85
propyl acetate 1.23 1.18 1.32 1.24
ethyl propionate 1.21 1.29 1.32 1.24
methyl butyrate 1.29 1.38 1.32 1.24
butyl acetate 1.78 1.74 1.91 1.77
methyl pentanoate 1.96 1.94 1.91 1.77
1-naphthol 2.84 2.89 2.71 2.65
2-naphthol 2.70 2.62 2.71 2.65

uses different group parameters for primary and secondary
hydroxyl groups, and ClogP defines different bond connections
between the alkyl and hydroxyl groups. These models consider
only the effects from the first nearest neighbors and thus do
not distinguish between the isomers listed in Table 3, where
second or even third nearest neighboring groups would have to
be included. In contrast, the GCSKOW model with mulitpole
corrections based on a calculation for the whole molecule
distinguishes between all isomers without defining new group
parameters or bond connections. This is because the structural
variations in isomers result in changes of group charges and
dipole moments, and these are conveniently corrected for by
using eq 10.

The proximity effects, which are the major cause of the failure
of most simple group contribution models, are more significant
than the structure effects that result in variations of only about
0.1 log unit forKow. Here we investigate proximity effects on

of the lack of necessary group parameters. Because of theX(CH2)nY-type molecules, where X and Y can be the same or

importance of proximity effects in multifunctional solutes, all
three predictive models exhibit a greater deviation from experi-
ment for such compounds. Overall, the GCSKOW model, with
a RMS deviation of 0.18 or 52% deviation from the experi-
mentalKow, is superior to the KOWUNIFAC model, 0.28 or
92%, and comparable to ClogP, 0.18 or 52%.

The progressive improvement from inclusion of the group

different strong end groups. One might anticipate a monotonic
increase of logy Kow for this kind of series as more methylene
groups separate the two end groups. In fact, in some series there
exists an unexpected minimum in lRKow as a function of

the number of methylene groups. Further discussion will focus
on such series. Table 4 shows the predictions for eight families
of X(CH2),Y compounds by using GCSKOW, KOWUNI-

charge and group dipole corrections can be seen by performingFAC, and ClogP. The GCSKOW model successfully describes

two additional optimizations: first th€; and C; are set to

the minimum behavior in most X(ChhY series. The KOW-

zero, which corresponds to no correction for variations in group UNIFAC model is capable of describing only the X(@kCeHs

charge or dipole moments (the original GCSKOW mégel
then only theC; are set zero, which corresponds to corrections
for group charge only. The RMS errors resulting indogow

series because new groups were constructed only foi0. A
similar situation is true for the ClogP method, where new bond
connections were also defined only fo= 0. The success of

from each of these optimizations for the same set of compoundsth®S€ models is not surprising since in most cases the minimum
are found to be 0.44 and 0.28, respectively, compared with 0.18 °ccurs whem = 1. However, KOW-UNIFAC and ClogP

when both the charge and dipole moments are considered.mdels are both incapable of predicting the minimum at2
Therefore, the deviation is approximately reduced by 40% for the CN(CH).CN series [parameters for the CN group in

(compared with no multipole corrections) when group charge

KOW—-UNIFAC are not applicable fon = 0 andn = 1; the

corrections are included and by 60% when considering both irregular predictions of ClogP are the result of the inclusion of

the group charge and group dipole variations. We have no

t& Y—C=Y proximity correction for CN(CH);CN and a

considered higher order corrections since the current predictionsY ~CC—Y proximity correction for CN(CH)2CN].

with both group charge and dipole corrections are already within

the experimental uncertainty.

The group charge and dipole correction method proposed here
not only correctly predicts the location of minimum in lgg

The structure effects in isomers are also accounted for by Kow as a function of the number of methylene groups but also
using the group contribution method proposed here. Table 3 Provides an explanation for this phenomenon. Figure 2 shows

*chg,00

compares the predictions of some isomers from different models. the variation of the free energy parametgRi(AAGH S
It can be seen that the GCSKOW model captures essentiallythe charge correctiony ,Cie?), and the dipole correction
all the structure effects for these isomers, whereas ClogP and(ZE‘zlo“kﬂkz) in the CN(CH)nCN series. The contribution from

KOW—-UNIFAC do not. The KOW-UNIFAC and ClogP
models essentially follow Kehiaian’s concépf correcting for
structure (and proximity) effects. For instance, KBWNIFAC

the free energy term increases with the number of methylene
groups contained in the molecule, thereby resulting in a linear
increase in logy Kow. However, the variation of the charge
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TABLE 4: Proximity Effects on the Octanol —Water
Partition Coefficients for X(CH ,),Y-Type Compounds

X Y n experiment GCSKOW KOWUNIFAC ClogP
CN CN O 0.07 0.11 0.07
1 -0.50 —0.52 -1.20
2 -0.99 —0.85 —1.42 -0.82
3 -072 —0.52 —-0.83 —0.95
4 —-0.32 —0.19 —0.23 —0.42
5 0.05 0.29 0.36 0.10
6 0.59 0.75 0.95 0.63
CN cl 1 0.45 0.28 0.22
2 0.18 0.23 —0.02 0.20
3 0.56 0.63 0.57 0.38
OH GHs O 1.47 1.58 1.42 1.47
1 1.10 1.03 0.83 1.10
2 1.36 1.53 1.42 1.18
3 1.88 2.01 2.18 1.71
4 2.35 2.54 2.94 2.24
COOH GHs 0 1.87 1.79 1.79 1.88
1 141 1.70 1.41 1.41
2 1.84 1.91 2.00 1.75
3 2.42 2.46 2.59 2.28
4 2.70 2.98 3.18 2.81
5 3.27 3.52 3.78 3.34
6 3.63 4.05 4.37 3.87
7 4.09 4.59 4.96 4.40
CHsCO GHs 0 1.58 1.67 1.32 1.58
1 144 1.65 1.39 1.43
3 2.42 2.65 2.57 2.27
CHO GiHs O 211 1.74 2.06 2.06
1 1.92 1.85 1.92
3 2.70 2.75 2.29
NO, CsHs O 1.85 1.96 1.83 1.88
1 1.75 1.79 1.75
2 2.08 2.15 1.96 1.66
CONH, CgHs O 0.64 0.57 0.65
1 0.45 0.69 0.45
2 0.91 1.04 0.71
3 141 1.62 1.24

—o— free energy contribution
—&— group charge correction

10 { —=—group dipole correction

54

free energy (kcal/mol)

Figure 2. The variation of the free energy contributioEﬁLlAA
Gﬁﬁ,'\‘,%%oR), the group charge contributiorﬁrizlcﬁaz), and the group
dipole contribution ¥} ,Ciu?) to Kow in the CN(CH),CN series.

correction term with is not linear. This term decreases signif-
icantly betweem = 0 and 2 and tends to a constant value after
n = 5. This nonlinear decrease is a direct result from the prox-
imity effect. For cyanogem(= 0) charges on both CN groups
(ecn) are zero and the charge correction is the largest (Figure

J. Phys. Chem. A, Vol. 104, No. 30, 2000103
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Figure 3. The variation of averaged charge and dipole moment on
the CN group écn anducn) and CH group €ch, anduch,) in the CN-
(CHR):CN series.

TABLE 5: Octanol —Water Partition Coefficient Predictions
for Pharmaceutical Compounds

KOW—
experiment GCSKOW UNIFAC ClogP
10010 logio l0g10 logio

solute Kow Kow dev Kow dev Kow dev
nicotine 1.17 0.99-0.18 1.32 0.15
theophylline —0.02 —0.02 0.00 —0.06 —0.04
caffeine -0.07 —-0.07 0.00 —-0.06 0.01
piracetam —154 —-1.66 —0.12 —1.36 0.18
mexiletine 2.15 2.13-0.02 253 0.38 257 042

correction, except that the net dipole moment of a methylene
group is nonzero, which results in a constant decrease in this
term at largen. It is the nonlinear decreases of the charge and
dipole contributions that cause the Je&ow to have a minimum
as a function of the number of methylene groups. Thus, we see
that the proximity effect appears as a nonlinear contribution to
Kow as a result of the electrostatic interactions between groups.

A more severe test of group contribution methods is their
application to large pharmaceutical compounds. These com-
pounds are of practical interest and usually difficult to model
because of their molecular complexity. Table 5 lists computed
values ofKew for five small/medium-sized pharmaceuticals.
The selection of these five compounds was based only on their
molecular size, not prejudged by the accuracy of the prediction.
(Itis not our intention at this point to consider other much larger
compounds since our purpose here is to demonstrate the use of
group multipoles to improve the current group contribution
models.) Predictions from the GCSKOW model agree very well
with experimental data. The KOWUNIFAC model cannot be
used for many of these compounds, again as a result of the
lack of group parameters. It is also interesting to find that the
ClogP model, which is one of the best existing modeliew
prediction, does not perform better than the GCSKOW model.

While the application of group multipole corrections to the
GCSKOW model is very successful and potentially can be used
with other group contribution models, we should point out the
assumptions and approximations we have made:

(1) Groups with multipole corrections are assumed to be

3). At larger CN separation distances, the two CN groups are independent of one another. That is, the proximity effects are
less correlated and the charge correction decreases. This terncorrected for only by the changes of multipoles of each group

approaches a constant value wher 5 because the addition

of zero-charged methylene groupsy, for largen) does not
contribute to this term. Similar reasoning applies to the dipole is, the charge distribution of the solute in the solution phase is

due to the presence of other functional groups.
(2) Solute molecules are not polarized by the solvent; that
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calculate, can be used as a basis for correcting for the Universitd Oldenburg for providing us with their computer
intramolecular proximity effect. programs of their models.

(3) Mulliken charges evaluated at the Hartrdeock level
are presumed to be a good measure for the characterization Okppendix: Example Calculation for Nicotine
structure and proximity effects. We have examined the calcula-
tions with a higher level density functional thedt¢?and found Nicotine contains four aromatic CH groups, one N(sp2) group,
comparable results. A more sophisticated population analysis,one aromatic C group, one cyclic CH group, three cyclic,CH
such as CHelpG chargé&leads to results that are less accurate groups, one N(sp3) group, and one Houp. The coordinates
than those based on the Mulliken charges. The CHelpG chargegin angstroms) of each atom from the optimized geometry and
have been found to be less transferable than Mulliken chargesmulliken charges (in electrons) are calculated from Gaussian
and are often too large in magnitude, thereby resulting in 98 and shown in Table 6.
intermolecular interactions that are too stréhgMulliken
charges, while highly dependent on the basis set, are consistenfABLE 6
among different molecules and may serve as a good measure
of multipole variations.

The GCSKOW model with multipole corrections currently
contains a total of 70 fitting parameters (thAG;an®%, CZ, ACH
and C; in Table 1) and 450 compounds were used to obtain
these parameters. This set of experimental data includes most\CH
combinations of X(CH),Y-type species, especially for= 0,

1, and 2, where the proximity effect between groups X and Y
should be the strongest. The success of the multipole correctiony (sp2)
method for the types of compounds considered here suggestsac

that the method should be applicable to more complex com- cyclic-CH
pounds, although as with any new method predictions for other
compounds still should be treated with caution. Although a SY¢ic-Che
broader database should be used to explore the potential and
limitations of the multipole correction method, the results we cyclic-CH,
have obtained so far demonstrate the utility of this new approach
to account for the structure and proximity effects in group
contribution methods.

group  atom mass X y z charge

ACH 12 0.29089 0.05381-2.05295 0.11754
1 —-0.66464 0.09515—-2.54989 0.14549
12 2.53684—0.07856 —2.27749  0.12459
1 3.38208 —0.13714 —2.94204  0.14819
12 2.72296—-0.07615 —0.90339 —0.20708
1 3.71340 —0.13589 —0.49007  0.15567
12 1.61095 0.00225-0.08947 —0.07283
1 1.70587 —0.00278 0.98145 0.17762
14 1.34884—-0.01613 —2.84410 —0.54078
12 0.34914 0.07355-0.66847 —0.08360
12 —-0.90677 0.20274 0.16584 0.08621
1 —1.76283 —0.02907 —0.47761 0.10432
—1.11401 1.60928 0.77026-0.22568
1 —-1.70806 2.23014 0.10934 0.12573
1 -0.15972 2.10416 0.90238 0.13150
12 —1.79559 1.35975 2.133970.24524
1 —2.74666 1.87138 2.22659 0.12180
1 -1.16118 1.70414 2.94237 0.12888
12 —1.96120 —0.16078 2.19580—0.00505
—2.95018 —0.45161 1.82474 0.08911
—1.85915 —0.56202 3.19846 0.12285
14 —0.90892 —0.66573  1.33389-0.60598
12 —1.02175 —2.07665 1.04564—0.12810
1 -—0.19313 —2.40250 0.42944 0.12908
1 -0.99142 —2.64033 1.97173 0.11884
1 —1.95259 —2.32606 0.52651 0.08693

ACH

cyclic-CH,

e

5. Conclusions
N (sp3)

Most group contribution models ignore the structure and CHs
proximity effects considered here, or correct for them on the
basis of proximate neighbors by constructing new and larger
groups to include the interacting groups, or use a combination
of these two methods. The first approach handles the problem
at the cost of introducing a large number of empirical parameters  The center of mass, charge, and dipole moment (in electron
(potentially N(N + 1)/2]m parameters for a set & groups x angstrom) for each group can then be determined, as shown
when up to themth nearest neighbors are considered). The in Table 7. (A computer program for this part of the calculation
second approach, although possessing a theoretical “basis,is available upon request.)
requires the continual creation of new groups whenever a new
proximity effect is encountered. The knowledge from known TABLE 7
proximity effects may not be useful when a new type of

ITIITOZzIIOIIOIIOINOZIOIOIOIO
=
N

S - group mass X y z charge dipole

proximity effect is encountered.

The multipole correction method we propose here obviates ACH 13 021691 0.0570%-2.09142  0.26304 0.13487

o . o ACH 13 2.60228—-0.08309—2.32894 0.27277 0.13683

both of the above difficulties. The structure and proximity effects - 13 2.79964—0 08077—0.87139—0.05142 0.17160

are effectively accounted for through the calculation of group acH 13 1.61830 0.00186-0.00657 0.10479 0.18225

charges and dipole moments by using quantum mechanics forN (sp2) 14  1.34884-0.01613—-2.84410—0.54078 0.00000

the isolated molecules. This theoretically based approachAC 12 0.34914 0.07355-0.66847—0.08360 0.00000

requires significantly fewer parameters than others because thegg::gg:z 112 :g-g;ggg g-éggzg 8%22? 8.(1)2(;2% g_gggég
changes in the electronic configuration of each group and, hence,cyclic_CHZ 14 —181834 142126 219871 000544 0.16037

the changes in the electrostatic interaction parameters arecyclic-CH, 14 —2.02493—0.21051 2.24119 0.20691 0.12093
rigorously taken into account. Application of this method to N (sp3) 14 —0.90892—-0.66573 1.33389-0.60598 0.00000

the prediction of the octanelwater partition coefficients proves  CHs 15 —1.02657-2.15300 1.03161 0.20676 0.11954

its superiority over the empirical correction methods. This hicotine 162 0.04500 0.004210.05296 0.00000 0.58109
method should also be applicable to other group contribution

models for physical and thermodynamic property predictions, We are now ready to calculate all group parameters. First,
provided that the group parameters can be expressed in termshe molecular structure parameters are computed according to
of multipole expansion. eq 2:
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Micotine = 4Racr T Rypzy T Rac T Recn t 3R07CH2 +
Ruepa) T Re,
= (4 x 0.537)+ 0.436+ 0.316+ 0.497+
(3 x 0.665)+ 0.341+ 0.887= 6.620
Ohnicotine = 4QacH T Quspz) T Qac T Qe-cn T 3Qc-cn, +
Quspa) T Qen,

= (4 x 0.431)+ 0.339+ 0.114+ 0.235+
(3 x 0.523)+ 0.000+ 0.840= 4.821

Next, the three contributions in eq 10 are determined individu-
ally:

chg,00 __ chg,00 chg,00
ZAGilwfoR - 4AGZCH/\N*OR + AGKI(SpZ)/V\FOR +

xchg,00
AGAC/\N—OR

*«chg,00
3AGC*CH2/W*OR

+ AG’SE@H%V—OR +
+ AGL(EZS’S(;?V\FOR +
AGE G or
= (4 x 0.468)— 1.301+ 0.031— 0.051+
(3 x 1.071)— 5.525+ 2.201= 0.440

ZCEekZ = iCH(eACHZ + eACH2 + eACH2 + eACHZ) +
CE(SpZ)eN(SpZ)Z + C/e\ceAc2 + Cﬁ*CHecchz +
CH22 + eC—CHZZ) +
Clsl(sps)el\l(spii)2 + C?ZH3eCH32
=0.135[0.263 + 0.273 + (—0.051f +
0.105] + 0.003(-0.541¥ + 5.699(-0.084} —
(0.093x 0.19F) + 1.270(0.032+ 0.005 +

0.207) + 4.689(-0.606§ —
(1.968x 0.207) = 1.752

Zoukﬂkz = CZCH(.“ACHZ + #ACH2 + /uACHZ + ﬂACHZ) +

e 2
Coch,(€—cHz T &

OKl(spZ)uN(spZ)z + Cl/f\OuACZ + Cf:l—m—t“c—c»-|2 +
Clé*CHZ(:uc7CH22 + ﬂc7CH22 + /‘chsz) +
OKI(Sp3)“N(sp3)2 + ClLéHa/’tCH;
= —0.955(0.135+ 0.137 + 0.17F + 0.18%) +
0x 0+ 0 x 0+ (8.892x 0.098) —

18.372(0.163+ 0.16G + 0.12%) +
0 x 0— (55.315x 0.12¢) = —2.033

Then, we use eq 10 to obtain
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0.440+ 1.752— 2.033=

0.159
Finally, substituting these parameters into eq 1 yields the
octanot-water partition coefficient of nicotine:

1090 KSimentne= —0.126+ (1.031x 6.620)—
0.159_

1.364

+Chg _ +chg —
AGnicotinelW AGnicotine/OR_

(1.208x 4.821)+ 0.99

The experimental value is 1.17.
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