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We present the results of coupled quantum mechanics and molecular mechanics (QM/MM) classical molecular
dynamics simulations for HCI sticking to the (0001) basal plane of ice Ih. Interatomic forces and energies of
hydrogen chloride and up to 24 water molecules in the top ice bilayer were obtained from semiempirical
molecular orbital calculations based on the PM3 method. A few PM3 parameters were adjusted so that structural
and energetic properties of small neutral and ionic systems match available ab initio and experimental data.
This QM region was coupled to the remainder of the ice surface (the MM region), which was treated using
the analytic TIP4P force field. The surface temperature was between 0 and 180 K, and the dynamics was
followed for 100 ps. On surface impact, HCI binds to a dangling (fre€) bikygen via a CIH-OH, hydrogen

bond. If the Cl is solvated by one dangling®lhydrogen, HCl adsorbs molecularly. If two dangling hydrogens

are available in a surface hexagon, HCI dissociates toa 40" contact ion pair. The simulations thus
predict a mechanism by which HCI can ionize readily on ice surfaces. This mechanism is consistent with a
saturation coverage of 0.33 monolayers for ionized HCI on ice surfaces. As a comparison we have also
simulated HCI colliding with a cubic (#0)s cluster, in which the whole system was treated by the semiempirical
method. Hydrogen chloride adsorbs on the cluster and, depending on the temperaturg®)peube may

open up, thereby initiating HCl ionization. The results are discussed in relation with stratospheric heterogeneous
ozone chemistry and available experimental and theoretical results.

1. Introduction is greatly enhanced in the presence of PSC partidiath HCI
Since the discovery of the ozone hole over Antarctica, and CIONQ are important chlorine "‘reservoir"'compounds and
heterogeneous processes have been recognized as playing a ké act to form mol_ecular chlorine which photod|s§00|ates, thereby

role in the chemistry of the stratosphere. The annual rapid Nitiating catalytic gas-phase ozone destruction cytl€n
depletion of 0zone occurs in the presence of polar stratosphericVater-rich surfaces chlorine nitrate hydrolyzes to HOCI, which
cloud (PSC) particles, which provide surfaces for catalyzing €@ Subsequently react with HCI, but under strongly acidic
important chemical reactions. The composition and structure conditions CIONG can react directly with HCY.® Recent ab

of PSC particles, which are determined by equilibrium param- initio studies which show that CIONQonizes spontaneously
eters such as local temperature and partial pressure of condend¥hen embedded in an ice cluster are consistent with these
able molecules, as well as kinetically driven procedsdshave o_bservan_né‘. Hydroge_n chloride is believed to be ionically
been the focus of recent discussidRecent field measurements ~ dissolved in PSC particles by the step

performed at an altitude of 224 km showed that, between

188 and 195 K, PSCs consist primarily of®land HNQ, with HCl + H,0—CI" + H30+ 2
an HO:HNO; molar ratio greater than téfi.These PSCs are . - .
thus not nitric acid tri-, di- or monohydrate particles. The i.e., analogous to the situation in water solutions of hydro-

observations suggest that, in this temperature range, the PSCshloric acid. Experiments have shown that gaseous HCI ef-
are an HO—HNO;—H,SQ, ternary solutiorfac Although this ficiently sticks to ice surfaces in quantities equivalent to the
study showed that decreasing temperature leads to increasin@rder of one monolayé¥$° and infrared spectroscopy studies
H,O:HNO; molar ratio, no measurements were made below the indicate the presence of hydronium ions at the surfd€e.
ice frost point. At these lower temperatures, PSCs may be However, the molecular mechanism of reaction 2 has been under
composed mainly of water ice (type Il) or solid particles considerable debate. Molecular dynamics (MD) simulations of
consisting of HO condensed on binary/ternary nucleation sites. ~ Clary, Kroes, and co-worke¥s 4 have shown that the trapping

The rate of the reaction coefficient, i.e., the probability that HCI does not scatter directly
off the surface, is high. This is in agreement with molecular
CIONO, + HCI — Cl, + HNO, (1) beam experiments 17 which predict a sticking (or uptake)

coefficient close to one for HCI on pure ice surfaces. However,
the residence time for trapped molecular HCI on an ice surface
* Telephone: +46-31-7722828. Fax:+46-31-7723107. E-mail: janp@  has been estimated to be relatively short at 198 Rptical

phc.chalmers.se ; -wdik
T Department of Chemistry, Physical Chemistry;t@mrg University. Interference. measurements by George a.md co-workhes/e .
8 School of Environmental Sciences; ®borg University. ShOW_n_ that ice surface_s are very dynamic under stratospheric
* University of Borés. conditions, with HO residence times on the surface as short as

10.1021/jp0012698 CCC: $19.00 © 2000 American Chemical Society
Published on Web 06/15/2000



5788 J. Phys. Chem. A, Vol. 104, No. 24, 2000 Svanberg et al.

103to 10! s. This observation was exploited by Hynes and to simulate the trapping, solvation, and ionization of HCI on
co-workerst®21 who assumed that HCI remains adsorbed on an ice surface, over 100 ps time scales. We regard the model
the ice surface sufficiently long to be incorporated in the ice applied here as an important complement to previous theoretical
lattice by condensing #D molecules. They have shown that if approache!:13.19-21.31,82,34,35
an HCl molecule is inserted in the top bilayer of the ice lattice,  The remainder of the article is organized as follows: In the
replacing an HO molecule, then reaction 2 is thermodynami- next section the QM and QM/MM methods are described
cally favorable and proceeds rapidly. Although the mechanism together with the MD procedure. The simulation results are
proposed by Hynes and co-workers may be important under presented in section 3, and in section 4 they are discussed in
stratospheric conditions, condensation of gaseous water is notelation to available data from the literature and stratospheric
necessary for HCI ionization, which is also observed on low- heterogeneous processes. The main conclusions of this work
temperature ice surfaces under vacu@mt. are given in section 5.

We have previously used classical MD simulations to study
the dynamics of argon scattering from ice surfa@&4 These 2. Model and Calculations
simulations, as well as the present ones, were carried out
concurrently with molecular beam experiments on the i5e?52
and HClicel” systems. The present theoretical work is
concerned with the interaction between HCI and the basal
surface of hexagonal ice, used as a model of a PSC type Il
particle. Although the precise (surface) structures of PSC
particles are not know#, and cubic and various amorphous
forms of ice can be prepared at low temperafiPdiexagonal
ice is the thermodynamically stable form below the ice frost
point. The adopted model is therefore an appropriate starting
point for theoretical investigatiof?. We focus on possible

The coupled QM/MM classical MD method was used to
simulate HCI colliding with the (0001) basal plane of ice Ih.
The HCI molecule and 12 or 24,8 molecules in the top ice
bilayer formed the QM region and were embedded in a periodic
TIP4P ice surfacé® Direct dynamics simulatiod® were
performed for HCI collisions with a cubic @®)s cluster, in
which the whole system was treated by the semiempirical
method. This cluster was chosen because of the structural
similarities with the top bilayer of an ideal ice lh basal surface;
each molecule in the cubic cluster has 3-fold coordination, and

mechanisms for reaction 2 and subsequent dynamics of the Y second molecule has a dangling (non-hydrogen bonding)

product ions. By increasing the temperature, which leads to Somehydrogen while the rest have a dangling (free electron lone pair)

reconstruction of the ideal hexaconal surface. and by comparin oxygen. Optimizations and tests on clusters were carried out
i e xag ' y Parngith the MOPAC prograni® The MD simulations and all
with HCI ionization in a cubic (HO)s cluster, we also show

oL g . o calculations involving a QM/MM coupling were performed with
that the qualitative features of reaction 2 are insensitive to the . 32
precise gtructure of the ice the MOPS suite of progrants. .
o . 2.1. QM Method. In the present study we use the semi-
_The coupled QM/MM techniqu€ is used for the present o hiical RHE PM3 methdd to describe the interaction be-
simulations. In this technique the chemical system is divided 1, aen HCI and ice surfaces or water clusters. Although density

into two regions. Simulation of (groups of) atoms in the MM ¢ nctional and ab initio methods may provide more accurate
region is based on an analytic potential energy surface (PES),regits for small systems, the computational expense is normally

and atoms in the QM region are propagated using fOrces geyera| orders of magnitude larger than for semiempirical
obtained directly from electronic structure calculations per- athods especially if large basis sets are reqdé®in
formed at each trajectory step. Atomic motion in the reactive ,qgition, high-level ab initio methods scale very unfavorably
QM region is geometrically constrained by being mechanically ity system size, making them unsuitable for simulations where
embedded in the MM regiofl. The MM atoms may also e QM system is large. The PM3 method was preferred over
polarize the QM atoms, which is referred to as electronic {ho MNDO and AM142 semiempirical method® since it
embedding.” Thus, one combines the advantages of multi- gescrines hydrogen bonding well, in particular for water
dimensional trajectory simulation (where no degrees of freedom (| ;sterst446 \We have also modified a few PM3 parameters so
need be constrained) with direct dynanifcseatment of the that geometries and energies of smalb@, H*(H-0),, and

QM region. The direct dynamics method yields the exact ycj,0), clusters agree with ab initio data available in the
classical dynamics for a chosen level of electronic structure |iierature. The optimization of PM3 parameters, which is
theory and, in principle, does not require prior knowledge of Gescribed below, provides a new set of parameters that are
the important reaction channels (which is required when fitting specific for the HCHice system and will be referred to as PM3-

an analytic PES). _ _ _ _ SSP (system specific parametet’).
The QM/MM and direct dynamics techniques have previously  semiempirical molecular orbital methods are based on a
been used to study # and HCI/HO system$?—32 For minimal basis set for the valence electrons within the Hartree

example, Laasonen and Kléfstudied the structure of hydro-  Fock formalisnf®® The general idea behind semiempirical
chloric a.(-:|d SOIU“-OnS with CarParrinello direct dynamlCS based methods has been to generate a set of universal parameters which
on density functional theory. Coupled QM/MM Monte Carlo  reproduce experimental data of a wide range of moleciles.

simulations of HCI(HO)n<24 Clusters by Estrin et af3 where Properties of other molecules can then be predicted with some

HCl and one water molecule constituted the QM region, showed confidence. Due to the parametrization, which to a certain extent

that HCI ionization depends on its position in the cluster. compensates for the neglect of correlation, small basis set, etc.,
In the present simulations the primary HC}®), reaction semiempirical schemes have generally been successful, although

center, which includes up to 24 water molecules, is treated a number of deficiencies are well knowhA few studies,
within a semiempirical molecular orbital formalism. The quality however, have abandoned the idea of using universal param-
of the PES in the QM region was improved by tuning a few eters?49:50Bash et al'’ recently reoptimized AM1 parameters
PM3 parameters so that energies and geometries of small clustefor the reactants and products in the proton transfer between
systems agreed with published ab initio and density functional methanol and imidazole and obtained an accurate free energy
theory values. The QM region is electronically embedded in a change for this process in agueous solution. Rossi and Tf#hlar
TIP4P ice surface. This coupled QM/MM system was used modified the AM1 parameters using a small number points along
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TABLE 1: Equilibrium Properties of Small H ,O Systems (bond lengthsr{ in Angstrbm, angles @) in degrees, dissociation
energies Eq) in kJ/mol)

H,O (H20). HsO™ HsO,"
ro-x Ohov  fo-o  Boro  EqH0—HO  ro-n Onon  EqH:0—H™  roanlropn Ooro  EqH0—H;O"
PM3? 0.95 108 2.77 177 15 0.98 109 590 1.01/1.66 1.47 99
PM3—-SSP®2 0.97 104 2.74 178 19 1.00 107 638 1.16/1.16 180 136
theor. 0.958 104.&4 291 17X 21fd 0.97¢ 112 685*¢ 1.20/1.20 173 1444
expt. 0.957 104.8% 298 ~180 23d 0.97¢ 111 694c 13m¢

2 Original PM3 parameters.PM3 with system specific parameters, see te@ond dissociation energyDp). ¢ Classical dissociation energy
(De) at 0 K. ©¢Peterson et &' ' Hodges et at? 9 Xie et al53 " Benedict et af*' Odutola and Dyké&31 Curtiss et aP® k Sears et al’ ' Ng et al®®
™ Dalleska et af®

the reaction path CH4 Cl - CHs + HCI a_nd obtained a good_ e BILYP/DO5 (] ] ' ' ; —r
PES on, and even off, this path for a wide range of energies.
These studies indicate that MNDO-type mettddsave an 1.5 o= BSLYP/DI5(p.)
inherent ability to provide an accurate description of chemical | == MP2/Pol °
reactions, if the parameters are modified for the system being | == MP2/6-31g(2dp)
studied. | oo PM3
Table 1 compares structural and energetic properties of small - 1.4 - =-a PM3-53P1
H,0 systems obtained from PM3 calculatiéhaith theoretical T —6 PM3-SSP2
and experimental data. Two major deficiencies of PM3 are the =
underestimation of the # proton affinity and an incorrect

description of the 5O," ion. Ab initio calculations of HO,* (3L |
suggest a global C2 minimhwith a very flat, single-well et }
PES for moving the central proton between the oxygen afdms. (a) -

The PM3 method predicts a strongly asymmetrgOi—H,0 : , , ; 1
structure, with a barrier of 21 kJ/mol for proton-transfer between 4| | - (C) 1
the oxygens. Only a shallow local minimum, 18 kJ/mol above L
the most stable structure, is encountered when the proton is 1.8
located midway between the oxygens. The PMg&HH,0 I
dissociation energy of 15 kJ/mol is slightly lower than ab initio
and experimental values of around 21 kJ/mol (see Table 1). < 16F
The equilibrium G-O distance in (HO),, which is 2.77 A in ~ f
PM3, is substantially shorter than experimental and ab initio = 1.5
values (see Table 1) but close to the 2.75 A given by the TIP4P

model. For larger clusters, which is a more relevant comparison

for condensed phase simulations, the agreement between PM3 1.3
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and ab initio values is much bett&r. i 10 ]
To correct the PM3 deficiencies, we have scaled the 2 , . ‘ ; . ‘

magnitude of the Gaussian correction functions (GCFs) (attempts 0 1 2 3 4 0 1 2 3 4

to adjust the other PM3 parameters did not give satisfactory no. of H,O molecules no. of H,0 molecules

results). These GCFs are purely empirical and were originally rigure 1. Bond lengths (panels a, b) and dissociation energies (panels
introduced in the semiempirical methods to fine-tune the balancec, d) for ring-shaped HCI(}D).o-4 Clusters (see text). The results from
between repulsive and attractive components of the-ecoee three different PM3 parameter sets are compared with MP2 calculations
interaction®2 It has recently been shown that these GCFs can Of PaCkkef S%QdT ﬁ'aéi"? and \;\_/ith B3LYP calc:cJIatitontshof Schaefer aﬂ‘é |
give rise to spurious oscillations in PM3 PEXSdNe used a Cg'vovorerCI HeO 'Ssoi'Z'%‘ e':r’]’g'ecs ;nggl e pgcascslefr -
;callng faCth of 0.45 for t.he hqugen and oxygen GCFs which, gHiO;: (panel (d),zaz:dlthe aé inEtFi)o ener)gies do n()(tb(i?1)glude zero point
in the notation of ref 38, is equivalent to multiplyimgo, oo, energy corrections.

on, andagy with 0.45. All other PM3 parameters were left

unchanged. The modified parameter set, which is denoted PM3-the ring-shaped isomers are shown (see Figure 2a fer4).
SSP1, reproduces the MP2 proton-transfer barrier of 32.8 kJ/ The MP2 calculations by Packer and CErand the B3LYP

mol in HsO,", at an O-O distance of 2.80 A, as calculated by study of Xie et aF® predict a large increase in the HCI bond
Ojamz et alf! As shown in Table 1, the PM3-SSPL®" length, re—w, together with a strong reduction in theé-+D

has a symmetric structure and a much improve®HH;O" distance®® riy_o, with increasing solvation. This is shown in
dissociation energy. The proton affinity of,8 improves panels (a) and (b) of Figure 1. The PM3 method predicts a far
significantly, as does the J@—H,0 dissociation energy. Due  weaker dependence of— andry—o on cluster size and, in

to the reduction of the GCFs, the spurious minimum in the particular, the HCI bond length does not change when going
H,O—H,O PES shown in ref 63 disappears. Also, while the fromn = 2to 4. PM3-SSP1 gives a slight increase when going
original PM3 model predicts one “bifurcated” hydrogen bond from n = 2 to 4, but the HCI bond length is underestimated.
in the cyclic structures of (bD); and (HO)4, PM3-SSP1 gives  To correct for this, the magnitude of the chlorine GCFs was

the correct near-linear hydrogen bondg. scaled by a factor of 0.5, and the resulting parameter set
The interaction between HCI and,@® was investigated by  (including the SSP1 adjustments) is denoted PM3-SSP2. The
comparing PM3 data of small HCIg®)n clusters with theoreti- resulting HCI bond lengths now follow the ab initio data closely

cal results in the literatur&:4064.65 Figure 1 shows some for n = 0 to 2. Forn = 3 there exists a local minimum 1.4
properties of HCI(HO),—o-4 clusters. Fon larger than 2 only kJ/mol above the equilibrium structure, in which HCI is
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on the simulation results discussed later). We also located a
bipyramidal Cf(H,0)sHzOt Cs local minimum 1.2 kJ/mol
above the structure in panel b. In ref 65, the ring structure was
found to be 2.9 kJ/mol (13 kJ/mol with the smaller basis set,
see Figure 1) above the bipyramid, while PM3-SSP2 yields 17
kJ/mol. Single point QCISD(T) calculations by Bachelo et’al.
predict this difference to be 4.3 kd/mol. The original PM3, on
the other hand, places the associated ring structure 30 kJ/mol
below the double ionic bipyramid. Planas et al. carried out
BLYP/TZ94+P calculations on the bipyramid HCI{B)sH,0
cluster and found that it undergoes barrierless ionization to the
CI=(H20)3H30" double ionic form via a concerted proton
transfer. A similar barrierless ionization, leading to the structure
in Figure 2b, is found with the PM3-SSP2 parameter set, which
was used in the current study.

2.2. MM and QM/MM Interactions. The molecular me-
chanics (MM) interactions were described by the empirical
TIP4P HO model33 Point chargesg)y = +0.52 are placed on

the hydrogens ands = —1.04 is placed on ad-site” along
the HOH bisector, and a Lennard-Jones (LJ)-62erm,
o\2 (o
v =4{(F]" - (7] ®

is centered on the oxygem (s the O-O distance). The LJ
parameters arerpsp = 0.6487 kJ/mol andrpsp = 3.154 A.
The oxygen site has thus zero charge and the hydrogens have
no LJ interaction terms. This is one of the most commonly used
potentials for water and has been applied in a number of ice
surface simulation&t~14.19-21.23,24,67,68

The total potential energy of the system can be written as

Epot = Egom + Eum T+ Eommm 4)

where Equ and Ewv are the energies of the QM and MM
regions, respectively, anBommm is the interaction energy
between these two subsystems. The last term in eq 4 usually

Figure 2. Optimized PM3-SSP2 structures of HCHB).. Afewbond consists of electrostatic and van der Waals (vdW) interactions
lengths (A) and atomic partial charges (see text) are shown. The ring

structure (panel a) is 18 kJ/mol above the most stable structure found Eommm = Ee + Evaw (5)
(panel b). The values within parentheses in panel (a) refer to a nearly Q ©

degenerate molecular HCI structure (see text). The hydrogens are light . . : . -
gray, the oxygens dark gray, and chlorine black. Covalent bonds are . The first term in eq 5 includes electrostatic and polarization

shown as solid lines and hydrogen bonds as open lines. interactions, and the second term accounts for dispersive
attraction and Pauli repulsion and is expressed as a pairwise
dissociated, and fan = 4 the dissociated structure (shown in  summation over atomatom interactions. We have adopted the
Figure 2a) is more stable by 0.3 kJ/mol than the associateddefinition of E¢ proposed and applied by Cummins and
structure. These nearly degenerate geometries are included irGready?®~"! An unscreened Coulomb potential for the interac-
Figure 1a,b. The BO—HCI(H,0),-1 (panel ¢) and HCH(H-0), tion between an MM point charge and the QM electron
(panel d) dissociation energiesy, for PM3-SSP2 agree well  distribution is used, the latter represented by the same multipole
with MP2 values®® expansion used in the QM method. Polarization of the QM
In addition to the two near-degenerate ring structures obtainedelectron distribution by the MM charges is incorporated into
from PM3-SSP2, a third noncyclic minimum was located. Figure the SCF procedure by modifying the Fock matrix elements with
2 shows the dissociated ring structure (panel a) and the noncyclicterms that account for the external MM char§2& This
structure (panel b). The noncyclic structure is the lowest energy approach can be expected to be valid if the overlap between
structure we were able to locate and is 18 kJ/mol below the the MM and QM charge densities is small, i.e., at sufficiently
structure in panel a. Relevant bond lengths and partial atomic large interatomic separations. In ref 69 it was shown that using
charges are given in the figure. The ring structure is partially this definition to calculate the molecular electrostatic potential
ionized, with the chlorine charge of-0.55 being nearly reproduces the exact semiempirical dipole moment of a mol-
compensated for by the atomic charges on the neighbori@g H ecule, even if the potential was probed at distances comparable
unit, which sum to+0.52. The degree of ionization is even to atomic vdW radii from the molecule.
stronger, although not complete, for the geometry shown in  While most previous QM/MM simulations of aqueous phase
panel b. The chlorine charge 1s0.70 and the sum of atomic  processes have usually ascribed a secondary role to the solvent
charges on the D, unit in the upper right part of the panelis and included it only in the MM regioft,7%7*we will use a
+0.68. Although the charges of the ions in these HCI dissociated QM region with up to 24 water molecules. The advantage of
structures are less than unity, we will refer to HCI as ionized this approach, in contrast to using, for example, only one QM
when the bond length exceeds 1.45 A (this criterion is based water3? is that no stringent assumptions have to be made

-0.70
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TABLE 2: Equilibrium Properties of Small H ,O/HCI Systems (bond lengths ) in Angstrbm, angles @) in degrees, dissociation
energies Eg) in kJ/mol)

H,0—H,0 HsO*—H,0 HCI—H,0 Cl—H0
ro-o Oono Eqg ro-o OoHo Eqy fo-H  Tu-o Eqg re—n  Ocho Eqy
PM3-SSP2 2.74 178 19 2.32 180 136 1.31 1.69 25 1.77 168 71
PM3-SSP2TIP4P 2.74 2.73 178 171° 24 1 2.46 174 109 1.30 1.69 21 2.00 164 70
theor. 2.9¢ 17xA 21 1.20/1.20 173 1400 1.30 1.8 219 212 169 63e
expt. 2.98 ~180¢ 23 130 59°f

apM3 with system specific parameters, see text,O(TIP4P) hydrogen donof.H,O(PM3-SSP2) hydrogen dondrSee Table 1¢ Classical
dissociation energy at 0 KBond dissociation energy.Packer and Clary (MP2/Pol#j. " Xantheas? ' Keesee and Castleméah.

regarding what reaction path will be explored by the system. coupled to a Langevin heat bath by applying local friction and
In our case, this means that reaction 2 can in principle involve stochastic forces to the molecules in the sixth bilayéf.The

any of the water molecules in the QM region, by a mechanism MOPS code was modified to handle the integration of rigid
that does not need to be predefined. Another benefit, which bodies and to include the coupling to the heat bath. The
arises when the reaction occurs in the central part of the QM interactions in the MM region were truncated at 10 A and the
system, is that polarization of molecules within the first solvation QM/MM interactions at 12.5 A.

is described completely within the QM framework. Since HCI Trajectories were typically propagated for 100 ps, using a
is surrounded by a shell of water molecules, all within the QM time step of 1 fs. The (bD)s cluster and ice surfaces were
region, the most important QM/MM interactions are thgoH thermalized for at least 30 ps by applying the thermostat of
H,O hydrogen bonds. As found by, for example, Field et@l., Berendsen et al? and the final configuration was used in the
this interaction can be substantially different depending on HCI simulations. The HCI molecule was randomly rotated and
whether the QM or MM HO acts as hydrogen donor. Indeed, initialized with zero vibration and rotation, and the initial
simply placing a single LJ term on the QM@ oxygen, with velocity was set to 300 m/s, corresponding to a kinetic energy
TIP4P parameters, yields,8—H,0 dissociation energies of of 1.6 kJ/mol. The HCI was either placed 12 A from the
27 (MM donor) and 16 kJ/mol (QM donor). The LJ parameters randomly rotated cluster and impacted head-on, or placed 15
on the QM oxygens were therefore sektp—= etpapandoo = A above the center of the QM region with the velocity in the
2.95 A (the arithmetic mean afp andorpsp were used when  surface normalz) direction. The initial velocities of the atoms
evaluatingEyqw). Evaw Was furthermore supplemented with a and rigid molecules in the cluster or surface were sampled from
repulsiver —8 potential a thermal distribution. Each HCF (H»O)s trajectory was
performed at constant energy, with no overall rotation of the
system, while the HCH- ice surface trajectories included
coupling to a heat bath as described above. Propagating one
HCI + (H2O)s trajectory for 100 ps requires approximately one

acting between the QM oxygens and the TIP4P hydrogens, with cpy hour on a 195 MHz R10000 processor, and an ice surface
parametersg o = 0.42 kJ/mol andrg o = 2.1 A, thus accounting with 12 QM water molecules takes 43 h.

for part of the Pauli repulsion. The resulting®(QM)—H,0-

(TIP4P) equilibrium properties are given in Table 2. The two 3- Results

cases where the MM and QM molecules act as hydrogen donor, 3.1. HCI + (H20)s. The (H:O)s cubic cluster was found to
respectively, have similar dissociation energies both lying be stable, i.e., the hydrogen bond network does not reconstruct,
between those predicted by PM3-SSP2 and TIP4P. Thesefor at least 100 ps, even at temperatures as high as 200 K. This
parameters also give a reasonable description of tse*H suggests that the cubic geometry is not a high-energy metastable
(QM)—H,O(TIP4P) systemE,qw also includes a repulsion  structure®® The dissociation energy of the cluster, defined as
acting between the QM chlorine and the TIP4P hydrogens, the energy difference between the optimized@hs system and
according to eq 6, with parametessc) = 0.42 kd/mol andg ¢ eight noninteracting water molecules, is 271 kJ/mol. This is
= 2.6 A. Table 2 shows that equilibrium properties of the HCI- similar to the energies obtained from PM3, ab initio and
(QM)—HO(TIP4P) and Ci(QM)—H,O(TIP4P) systems are  empirical potentialg®

well described. Figure 3 shows snapshots from an HE(H,0)s trajectory,

2.3. MD Simulations. Born—Oppenheimer molecular dy-  with an initial cluster temperature of 100 K. The impinging HCI
namics simulatior®§ were carried out with the MOPS suite of molecule rapidly hydrogen bonds to a dangling oxygen. The
programs¥’ The classical equations of motion for the atoms in structure at 11.95 ps is typical for HCI adsorbed on the 100 K
the QM region were solved with the Verlet leapfrog algorithm.  cluster. After 12.80 ps the Cl atom has come into contact with
The forces were obtained at each time step from convergeda dangling hydrogen, and 0.2 ps later (13.00 ps) thgOjkl

V() = reg(g)s 6)

semiempirical molecular orbital calculations, with the self-
consistent field (SCF) convergence criterion set ta 40712
kJ/mol. The procedure for treating the MM part of the basal
ice lh surface, consisting of all but the 12 or 240Hmolecules
which constituted the QM region, is detailed in ref 23. Briefly,
the complete (QM+- MM) surface consists of a 2% 31 x 29

A3 slab of 768 molecules arranged in eight bilay@rsyith

cube has opened up with the HCI being incorporated in the
hydrogen bond network. The subsequent HClI ionization (13.15
ps) occurs rapidly and is followed by an additiongd+H,0
hydrogen bond breaking and an®t+Cl~ bond being formed
(13.45 ps). This enhances the solvation of the chloride ion.
Although rearrangements in the hydrogen bond network over
the remainder of the trajectory are seemingly small, they have

periodic boundary conditions in the surface plane (for the MM a substantial impact on the energetics (discussed below). The
molecules) and the molecules in the bottom two bilayers held final structure is nearly cubic, except that two of the six faces
fixed. Integration of the rigid TIP4P molecules was performed consist of five-membered rings. The chloride ion is in direct
with an implicit quaternion-based Verlet leapfrog algoritfm.  contact with an HO™ ion, which makes frequent transformations
To model the flux of energy in to and out of the ice slab, it was to an HO," structure.
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t=11.95 ps

t=13.00 ps
t=12.80 ps

t=13.45 ps
t=100 ps

Figure 3. Snapshots from a HCt (H.O)s trajectory, with an initial cluster temperature of 100 K. Shading of atoms as in Figure 2.

The HCI ionization, which occurs between 13.00 and 13.15 " L L
ps, can be compared with the HCH®))4 ring structure in Figure 80 F 0 e HCl ionizing
2a, which has both a molecular and ionized form almost —— HCtassociated
degenerate in energy. The major difference is that, in the HCI-
(H2O)s cluster, the water molecule accepting the HCI proton
donates both its hydrogens to neighboring water molecules,
instead of only one. This leads to optimal solvation for the
product HO™ ion .83 A corresponding enhanced solvation of the
water molecule binding to Cl is also apparent. These two factors
work in favor of HCI ionization.

Figure 4 compares data from the trajectory in Figure 3 with
one in which HCI does not ioniZ¥.The distance between ClI
and the cluster center of mass (CM}—_cm, the HCI bond

P I Y

length,rci—w, and the minimum distance of the HCI hydro§en ot -
to an oxygenry—o, are shown as a function of time in panels \_0, 1.5 r
(a) to (c). These panels clearly show the HCI ionization at 13 = r
ps seen in Figure 3. The €H' and H—O0 distances show that E 10

after 13 ps there is no recurrence to molecular HCI. Also, the —t 3
constant value afc,— (~1.7 A) indicates that there is no proton

migration. The bottom two panels show the temperaftirand 200
potential energyk,, of the cluster, which are mirror images of
each other since total energy is conserved. For both trajectories
the initial temperature is 100 K, but due to the H@H.0)s 150
attractive interaction it rapidly rises t0140 K. The temperature

of the trajectory in which the HCI does not ionize fluctuates

around this value over the 100 ps simulation. In the ionizing 250
trajectory, on the other hand, a substantial amount of energy is
released, and after 100 ps the temperature has rise2Q0 K.
Interestingly, the actual ionization step at 13 ps is not connected

(d)

X
S~
-

T T T T
¥

N BRI

—260

%
——
2

E,/kJmol™

to a direct release of energy, but the rise in temperature and ~2ro L b
fall in potential energy occur gradually over the 100 ps ~280 -

trajectory. The differences between the cluster structures at 13.45 C 0
and 100 ps in Figure 3 account for this behavior. A close 0 20 40 60
inspection of these two geometries reveals differences in the time/ps

hydrogen bonding, and thus polarization, of the two water Figure 4. Time-evolution of a few properties of the ionizing HEl
molecules that bind to the chloride ion and the two water (H20)strajectory in Figure 3 and one in which HCI remains molecular,
molecules that bind to the hydronium ion. both clusters initially at 100 K. The distances in panetg are defined

Atotal of 19 HCI+ (H,O)s 100 ps trajectories were simulated ™ the text. The temperature (panel d) is obtained from the kinetic energy

for each of the temperatures 100, 150, and 200 K. One of thewa_the classical equipartition theorem, and the potential energy (panel
. ) YV, SO, ATV N e) is measured relative to that of the isolated molecules-H8H,0.

trajectories at 100 K resulted in HCI ionization within 100 ps, The curves in (d) and () are 10-point running averages of instantaneous

six at 150 K and eleven at 200 K. Although there are too few values.

trajectories for statistical analysis of the ionization rate, we can

conclude that HCl ionization in the @B)g cluster is an activated  which due to the HCI adsorption rises+®250 K, ionization is

and thermodynamically spontaneous process. At the two lowestsometimes initialized by cluster melting. In these cases the

temperatures the ionization mechanism is appropriately de-(H.O)s cube can open up in many different ways and subse-

scribed by Figure 3. At an initial cluster temperature of 200 K, quently find a configuration which favors HCl ionization. Two
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Figure 5. Radial CkH distribution function from the HC# (H2O)s
simulations, with the initial cluster temperatures 100 and 200 K. Each
curve represents an average over fourteen 100 ps trajectories.

2.0

of the 57 trajectories result in scattering of the HCI from the
cluster. In these runs the chlorine end of the HCI impacts with
the cluster, either hitting a dangling oxygen and scattering
directly, or forming a weak, short-lived bond with a dangling
hydrogen.

Figure 5 shows the radial €H distribution functiongej—n,
normalized so that

Neyn(r) = 1 [ 1'% (') dr’ @)

gives the average number of hydrogens within a distarficen

Cl, andNgj—n() = 17. At 100 K almost all HCI is molecular

the peak at-1.3 A gives the average HCI bond lengtivhile

at 200 K a peak appears between 1.5 and 2.1 A, which is due
to the chloride ion binding to one #@* hydrogen and 42
additional HO hydrogens. Since HCI ionization in the {B))s
cluster is an activated process, these distributions depend on
the length of the simulation. For sufficiently long times the
molecular HCI peak at 1.3 A will be far less intense than the
ionized HCI peak at both temperatures.

3.2. HCI + Ice. The top bilayer of the ideal basal plane of
ice Ih consists of puckered hexagonal rings (chairs), with every Figure 6. Optimized geometries for HCI at two different sites of the
second molecule lying in the upper monolayer. While the top basal ice Ih surface. When the central hexagon contains one dangling
monolayer molecules have 3-fold coordination, making their hydrogen, HCI adsorbs molecularly (panel a), and when it has two
interaction with adsorbates particularly strong, all molecules dangling hydrogens HCl ionizes (panel b). HCl and the closest 12 water
below the top monolayer have 4-fold coordination. The QM Molecules in the surface are described by PM3-SSP2 (see text) and

S : . have the same shading as in Figure 2. The remainder of the ice surface
region in the' ice surfe}ces consisted of .12 or 24 water molecules;g " yesceribed by the TIP4P model, with oxygens shaded gray (only 18
in the top bilayer, with a hexagonal ring in the center. Four Tip4p molecules are shown).
different sites were studied and classified according to the
orientations of the three top monolayer molecules in the central The damped trajectory of HCI on surface 1l leads directly to
hexagon. The number of free hydrogens (oxygens) in the centralHCI ionization, and involves a small or zero barrier. The ionized
hexagon were 1(2) (surface 1), 2(1) (surface II), 3(0) (surface structure is shown in Figure 6b. The-&H’ and H—O distances
[l) and O(3) (surface 1V). are 1.61 and 1.10 A, respectively, the latter value being slightly

The PM3-SSP2 binding energy of HCI to the ice surface was larger than an unperturbeds;8&" intramolecular bond. The
determined by running damped trajectories, in which HCl was binding energy, including the contribution from the ionization,
initially directed to the central hexagon of these four surfaces is 64 kJ/mol. As seen in the figure, there is extensive structural
and the kinetic energy of the system gradually removed. The relaxation of the ice lattice, with pronounced contraction of the
potential energy of the damped system was subtracted from thatcentral hexagon. When the surface is kept frozen in its ideal
of HCl and ice surface optimized separately. For HCI on surface structure, HCI adsorbs molecularly with a binding energy of
I, with the optimized geometry shown in Figure 6a, the binding 41 kJ/mol. Surface relaxation is thus crucial for ionization. These
energy is 43 kJ/mol. The €H' bond length is 1.34 A and the  binding energies are compared with literature data in Table 3,
H'—O distancis 1.60 A. These values lie between those found and will be discussed in the next section.
for the HCI(HO), and HCI(HO); clusters, which is reasonable In optimizations on surfaces Ill and IV, the HCI molecule
since the HCI forms a strained ring with three water molecules. flipped from the central hexagon to a nearby hexagon with two
As seen in the figure, distortions from the ideal lattice structure free hydrogens, i.e., a type Il site. The flipping was simulated
are small. in order to ascertain the flipping dynamics. On surface 1V, the
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TABLE 3: HCI Desorption Energies, Eges (kJ/mol) with Ice
Surfaces

HCI
method surface  T/K  assignment  Eges t=5.0 ps
QM/MM2 surface | 0 molecular 43
QM/MM@ surface Il 0 ionized 64
QM/MM& surfacell 0 molecular 41
Ab initio® periodic 0 molecular 33
(P-chair)
Anal. PES TIP4P 0 190 moleculdr 22—29 1%
Anal. PES TIP4P 190 molecular 2533
adsorption-modél ice ionized =79
kinetics-modél ice 100-125 molecular 28t 2
expt9 hexahydrate 120150 molecular 335
expth liquid water 298 ionized 74'8

aThis work, PM3-SSP2 Bussolin et af* ¢Kroes and Clary!
dClary and Wang?® ©Tabazadeh and Turc®. f Isakson and Sit#
9 Graham and Roberf8. " Reference 87.Rigid and ideal surface.
I Rigid HCI. ¥ Desorption energy calculated from the average potential
energy of HCI.! (Negative value of) Enthalpy of adsorption/solution.

HClI flips out of the central hexagon in 10 out of 10 simulations,
both at 0 and 180 K. For surface lll it flips in 5 out of 10 and
3 out of 10 trajectories at 0 and 180 K, respectively. Type I
and IV sites are relatively rare on the ideal ice Ih basal pféne.
We conclude that the large majority of HCI molecules impinging
randomly on an ideal ice lh basal surface will rapidly attach to
type | and type Il hexagons, and only these sites will be
considered below.

Surfaces | and Il were thermalized at 150 K and, in agreement
with our earlier studies of “pure” TIP4P surfac8g’ the
hexagonal structure of all bilayers was conserved over the
simulation times studied here. The dynamics of HCI colliding
with surface | shows features similar to the behavior described
for type Il and IV sites. While HCI adsorbs initially in the
configuration shown in Figure 6a, the bond between Cl and the
dangling hydrogen is weak and breaks quite rapidly at 150 K.
The HCI then has the possibility of flipping to a nearby hexagon.
This mechanism is illustrated in Figure 7. Note that during this
process the strong CHOH, hydrogen bond is preserved. There
are, therefore, two possible hexagons to which HCI can flip. In
all of the 5 simulations at 150 K, flipping occurs within 30 ps
after HCI has impacted on the surface. Since HCI always flips
to a type Il site, we will focus the discussion on this site. At
this site, HCl ionizes directly on impact as it did in the damped
trajectory simulations. Furthermore, hydrogen chlorine remains
in the ionized form throughout the 100 ps simulation time for
all five trajectories. The chloride ion also remains in the middle
of the central hexagon, as shown in Figure 6b.

At 180 K, which is close to the lower temperature limit of
the polar stratosphere, the mobility of the top bilayer molecules
increase$32467To maintain a primary solvation of HCI by QM
water molecules during the simulation, the QM region was
increased to 24 molecules, i.e., all of the top bilayer molecules

SHfgvyntln Fltgure 6lt)h Flg;lre 8 ITh_?_\r’]VS Emﬁ-detpendentt resulltséor 150 K. The frames show the flipping motion of HCI from the central
interacting with surface 1. The higher temperature 1€ads g, 5.e hexagon, containing one free hydrogen, to a neighboring

to large fluctuations compared to the cluster trajectory results pexagon with two free hydrogens where HCI rapidly ionizes. Shading
obtained at 100 K (see Figure 4). In the first simulation, HCI of atoms as in Figure 6.

ionizes after~40 ps, as seen from the €H' (panel b) and

H'—O (panel c) distance®$,although large fluctuations are also  both rapid and extensive excursions into the ionized state. The
apparent prior to this. The point of HCl ionization also coincides third simulation displays rapid ionization, followed by a dramatic
with a slight penetration of Cl into the surface as shown by its increase in the CtH' distance at-60 ps, eventually increasing
z-coordinate zC| (panel a). Examination of all 10 trajectories to more tha 4 A (not shown). The H-O distance simulta-
run under these conditions reveals that this is a general trendneously drops slightly below 1.0 A, typical of the OH bond
and is a result of the product chloride ion acquiring a higher length in HO. Analysis of the trajectory reveals that this is
degree of solvation. In the second simulation, HCI remains due to a Grotthuss proton hopping ev&himoving the HO*
molecular over most of the trajectory, although it does make structure from one side of the hexagon to the opposite side.

t=13.0 ps

Figure 7. Snapshots from a simulation of HCI on an ice surface at
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1 Figure 10. Data from 10 simulations of HCI colliding with an ice

§ S ] surface at 180 K, showing the correlation between the HCI structure,

ot N i.e., molecular or ionized, and the number of dangling hydrogens
T Ty solvating the Cl atom/ion (see text).
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thus leaving only one dangling hydrogen in the hexagon. Not
all simulations lead directly to ionization at impact, and HCI
can display the flipping motion illustrated in Figure 7. When
sufficiently solvated HCI may ionize or it may recombine at a
] later stage. However, when the chloride ion penetrates below
SN 1 the ice surface plane & 0 A), the ions do not recombine to
— 4'0 : 6|0 : 8‘0 00 molecular HCI within the simulation time. _
time/ps Thg .data shown in Figure 10, which |s.obt.q|ned at 1SQ K,
) ) . . ) ) quantifiy the correlation between the availability of dangling
rons ol o s o 160 T e 1V0Gens a the suiface an he tendency for HCI 0 onize.
distances are defined in the text, and the oxygens in the top monolayerOn the_bas_ls of Fl_gure 9, the shor_tes_t—(EI distance is used to
are located between 1 and 0 A. determine if HCI is molecular or ionized. Data shown by the
solid and dotted curves in Figure 10 are for the molecular
(shortest CHH distance less than 1.45 A) and ionized (shortest
Cl—H distance larger than 1.45 A) structures, respectively. Each
_________ | distribution, N¢i—-n, gives the average number of hydrogens,
not counting the closest one, within a given distance from the
Cl. The distributions clearly show that molecular HCI has a
small number of additional hydrogens in the vicinity of Cl.
lonized HCI, on the other hand, is correlated with a high
abundance of solvating hydrogens, and more than one additional
hydrogen is, on average, found within 2.0 A from the ClI ion.

-
n
T

o
N
o

N

0.2 -

1 4. Discussion

1.0 15 rz/'g 25 3.0 Simulations of the HCt(H,0)s cluster collisions showed
] ) o ) ) direct scattering, molecular adsorption, and HCl ionization, and
Eence  arlaionst e o 1o an 150 T suves {12 th Iatr two reacion chanmnels dorinate. Athough the
represent an average over a totgl simulation time of SOd ps (150 K) number of simulatgd Frajgctories !S rather IimiFed, there is strong
and 770 ps (180 K). evidence that the ionization rate increases with temperature and

HCl ionization in the (HO)s cluster is thus an activated process.

This is followed by a displacement of the chloride ion to #£H None of the trajectories showed association of the ions to
lattice position in the hexagon. During these two rearrangementsmolecular HCI, indicating that the ionized structure is stable.
the contact ion pair structure is conserved. For HCI collisions  For the HClkice surface system we have identified and
with surface Il at 180 K, ionization occurs within 70 ps in 6 studied collisions with four different surface hexagon sites.
out of the 10 simulations. Batista and JassoR® have shown that these sites are important

Figure 9 shows the radial €H distribution at 150 and 180  for the binding characteristics of;® adsorbed on ice surfaces.
K. As mentioned earlier, HCI ionizes rapidly on surface Il at Damped trajectory collisions with sites Ill and IV (3 and O
150 K, which results in a small peak at 1.3 A due to molecular dangling hydrogens, respectively) result in flipping to a
HCI and a large peak between 1.5 and 1.7 A originating from neighboring site Il (2 dangling hydrogens), showing that there
the CIF—H3O" contact ion pair. At 180 K the molecular HCI  is a small or zero barrier to flipping. When the HCI molecule
peak is much stronger and the contact ion pair peak correspond-collides with site | (1 dangling hydrogen), one strong (€IH
ingly weaker. This is consistent with the data shown in Figure OH,) and one weak (HCtH,0) hydrogen bond is formed and
8b. As observed in previous simulatiofg*%7 at 180 K the the HCI becomes trapped on the surface. Collision with site I
ice surfaces show a tendency for the surface hexagons toresults in a second weak hydrogen bond being formed, and
reconstruct. For example, in one of the trajectories a dangling damped trajectory collisions show rapid ionization over a small
hydrogen HO in the central hexagon has flipped down to the or zero barrier. Relaxation of the ice lattice is essential for
second monolayer, binding to a molecule in the second bilayer, ionization. The chloride ion moves a short distance into the
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surface hexagon, thereby increasing its solvation. None of theis incorporated in the ice lattice, proton transfer occurs over a

trajectories at 150 K show association of the contact ion pair,

confirming that it is a stable structure. At 180 K, on the other
hand, recombination to the molecular state was observed.

The validity of the results obtained from MD simulations

small barrier. The barrier for #0—H,0 proton transfer depends
on the intermolecular separation and relative orientation and
vanishes as the ©0 distance approaches 2.4C¢#since HO
solvent fluctuations are expected to be fairly well described

depends, among other things, on the accuracy of the PES. Inclassically, MD simulations should provide valid qualitative
addition to the direct scattering and trapping channels, the mechanistic descriptions of the proton transfer. Previous classical
simulations show that HCI can ionize readily on the basal surface MD studies have led to the same conclusi&ti¥.%3

of ice Ih. This reaction channel may be of importance, for
example, to stratospheric chemistPyand it is important that

The current simulations generally agree with the results of
earlier MD studies of the HGlice systenil~1419-21 Robertson

this reaction path is accurately described by PM3-SSP2 and thatand Clary? have shown that HCI ionization on an ice surface
it is not sensitive to minor inaccuracies in the PES. As discussedmay be energetically favorable. They did not differentiate
in section 2, we fit the PM3 parameters to ab initio data available between different surface sites, as was done in this work, and

for small clusters. In agreement with the B3LYP study of Re
et al.55 the molecular HCI(HO), structures are more stable than
the ionized structures far < 3, and both molecular and ionized
structures (similar in energy) are found for= 4. They also
found that the ionized structure is the most stablerfer 5.
Similarly, B3LYP and MP2 resulf8 yield near-degenerate
minima for both molecular and ionized forms of the HGI(}4

did not determine the ionization barrier height. The simulations
of Kroes and Clar* show that the HCI binds strongly with its
hydrogen to a surfaced® oxygen, which is confirmed by the
current work.

The present model showed that relaxation of the ice lattice
is essential for HCl ionization on the surface. This may explain
the discrepancy between our results and those of Hynes and

cluster. Although the ordering of the PM3-SSP2 energies for co-workers?! who found that ionized HCl is not thermodynami-

these structures is different from that of the ab initio enerfles,
these differences are small and are difficult to determine

cally stable on the ice surface, since they constrained the surface
to its ideal structure. They have also shd@r! that a stable

accurately. The calculations in refs 40 and 65 provide support contact ion pair is formed when HCl is placed within the ice

for the low energy ionized HCI(}D), structure predicted by
PM3-SSP2. When mapping out the PES of the bipyramid HCI-
(H20)4 cluster, which is reminiscent of a type Il surface site,
Planas et at* found that HCI ionization is barrierless and
strongly exothermic. The molecular form of the HC}®)4
bipyramid is thus a high-energy unstable structure. Efficient HCI
ionization on type Il surface sites is therefore not surprising,

lattice. When investigating 14 different ionization sif@snd
including a quantum correction for the change in zero point
energy of the transferring proton, they found Gibbs free energy
changes for the ionization process ranging frerh9 to —40
kJ/mol, with small barriers between 0.8 and 6.7 kJ/mol. The
present work compliments these earlier theoretical studies by
using a direct approach to investigating HCI trapping and

and the present work constitutes an assessment of the influencéonization on ice surfaces. No constraints are placed on the

of the surrounding ice lattice in constraining the geometry of
the reaction center. We plan to perform high-level ab initio
calculations on the HClice surface system to confirm and

quantify the HCI ionization mechanism found on the type Il
surface.

The sensitivity of HCI ionization on the PM3-SSP2 descrip-
tion was tested by repeating the simulations of HCI impinging
on surface Il at 150 K, using PM3-SSP1 (which was found to
yield only molecular HCH(H,0),=2-4 ring structures). Keeping
in mind the unrealistically high HCi(H»O), dissociation

reaction center, which represents an important difference to, in
particular, ab initio studie%}3>

A detailed comparison with measured data on Hicé
systems is complicated by the much longer time scales probed
in experiments, as well as the influence of HEICI interac-
tions. However, the rapid and exothermic HCI ionization
observed in the simulations is in general agreement with the
efficient HCI uptake of the order of one monolayer obtained
from experiments under stratospheric conditibf8.Table 3
compares the calculated HGte interaction energies with

energies of PM3-SSP1 (Figure 1), the main difference in the theoretical and experimental data available in the literature. The
dynamics is that instead of an irreversible ionization there is value of 41 kJ/mol, obtained with a rigid type Il surface, is
rapid transfer between ionized and molecular states. This somewhat higher than the values obtained from the MP2

behavior is similar to that found at 180 K with PM3-SSP2, and

calculations of Bussolin et &f. (33 kJ/mol) and the analytic

on time-scales longer than 100 ps solvation of the ion pair PES result of Kroes and CldA(29 kJ/mol). This is reasonable
configurations would probably increase, thereby increasing the since HCI was constrained to be rigid in the latter study. As

contact ion pair stability.
The conclusions drawn from the MD simulations are not

showed by Clary and co-workets!2 this energy is sensitive
to surface defects, and the effective desorption energy at

expected to be sensitive to quantum dynamical effects. Agree-stratospheric temperatures can be substantially lower due to the

ment between experiments and MD simulations for-fe
collisiong®> shows that classical dynamics provides a valid
description for Ar-ice collisional energy transfer and trapping.

thermal perturbation of the surface. The 64 kJ/mol desorption
energy obtained for ionized HCI at a type |l site is close to the
estimated adsorption enthalpy from Tabazadeh and Fued5

The large Ar mass and flexible molecular ice surface leads to kJ/mol), which is the result from a model based on uptake
efficient energy transfer. Since the mass of HCI is the same asmeasurements at low HCI pressures. It is also close to the

that of Ar a similar energy transfer mechanism is expeéted.
The larger HCtice attraction, compared to that for Aice,
leads to a trapping coefficient near untby” Although quantum
effects, such as tunneling, may affect the HGI(H) and HO—
H,0 proton transfer rate®¥;*1they are not expected to alter the

solvation enthalpy of HCI in liquid water (74.8 kJ/maol).

The simulations also predict a (metastable) molecularly
adsorbed state, whose lifetime depends sensitively on the barrier
for HCl to diffuse to a type Il site or to gain sufficient solvation
for ionization by another mechanism. This picture is in

qualitative transfer mechanisms reported here. As mentionedqualitative agreement with the experimental findings of Isakson

above, Planas et &t.found that HCI ionization in HCI(kD),4
is barrierless, and Hynes et!dt?! have shown that, when HCI

and Sit26 who obtained a desorption energy of 28 kJ/mol and
an activation energy of 21 kJ/mol for loss of this state. A
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metastable adsorbed state was also observed in the experimentEhe possibility of ionization depends critically on the availability
of Delzeit et aP*if the temperature was below 60 K. The present of dangling HO hydrogens that can solvate the chloride ion
results are not consistent with their recent infrared spectroscopyand relaxation of the surrounding lattice structure. Thus, an
study, indicating that molecularly adsorbed HCI is thermody- important aspect of the present model is that no geometrical
namically stable at 125 K at low coveratfe. restraints are placed on the reactants, and the full multidimen-

The (essentially) barrierless HCI ionization mechanism sional PES of the reaction center is extensively explored in the
revealed by the present calculations requires a surface hexagosimulations, covering of the order of 106 different configura-
with two dangling hydrogens, and might therefore be specific tions.
for this type of site. The simulations with surfaces at 180 K,  The present results are in agreement with previous experi-
which to some extent reconstruct, and the HEI(HO)s mentat>!7 and theoretical-14 studies which predict a high
simulations show that on a time-scale of 100 ps, HCI ionizes accommodation coefficient for HCI on clean ice surfaces. They
readily even if two dangling hydrogens are not available initially. are also consistent with experiments, which yield an uptake on
This provides a consistent picture of facile HCl ionization on the order of one monolayer under stratospheric condiiéfs,
the ice surface, a behavior which is not sensitive to the preciseand measurements which indicate the presence of hydronium
structure of the ice and which does not require HCI to first ions at the surface also at low temperat¥*The ionization
become encapsulated by condensing water molecules. Similamechanism observed here may be important for the structure
ionization mechanisms can therefore be expected to be validand reactivity of HCI-covered ice particles present in the cold
for HCI sticking to the surfaces of amorphous ice, liquid water, polar stratosphere.
and possibly water-rich PSC type | particles.
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