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The proton transfer between imidazole and water was studied by quantum chemical calculations in the presence
of further ligand water molecules. In particular, we investigated the effect of the position of secondary waters
relative to the proton transfer system. It is shown that the energy surface of transfer can be well reproduced
when these waters are replaced by point charges. We found that at close distances the charges need to be
enhanced to account for induced polarization. As a further simplification, the environmental effects of these
secondary waters on the proton transfer barriers can be described analytically by the electrostatic interaction
of fitted point charges placed at the position of the ligand waters using the Mulliken charges of imidazole
and the primary water.

Introduction

Proton-transfer reactions are essential parts of numerous
biochemical and bioenergetic processes, for example, in enzy-
matic reactions such as serine proteases,1-3 or carbonic anhy-
drase4 or in proton transport paths through entire membrane
proteins such as bacteriorhodopsin5 or cytochromec oxidase.6,7

The thermodynamic and kinetic properties of proton transfer
processes in proteins are strongly influenced by the environment
of the proton-transferring chemical groups.1-4 The relative
energies of reactant and product states are modified predomi-
nantly through electrostatic interactions,4 as is the energy barrier
height between these two states. Environmental effects, there-
fore, have a significant impact on reaction rates and equilibria
and on local pKa values8 of titratable residues.

Different theoretical approaches have been proposed to
describe the environmental influence on proton transfer reac-
tions. The most accurate and most costly approach is to treat
the complete system of proton-transferring groups and their
adjoining environment up to a defined distance by electronic
structure methods.9 QM/MM methods are being used to consider
a larger part of the environment in an efficient manner and
simultaneously to allow for a higher level of quantum mechan-
ical description of the reactive groups. In these methods, the
active center of the reaction is described fully quantum
mechanically by electronic structure methods, whereas the
environmental groups are treated using force field methods10

or are described by a polarizable continuum in a self-consistent
reaction field approach.1

However, even faster methods are necessary if one wants to
study transport processes on much longer time scales and for
large systems such as membrane proteins. An empirical force
field approach was used previously by Brickmann and co-
workers11 to study liquid water with one excess proton, and
proton transfer was described as instantaneous hopping. We
would like to extend this approach to simulate protein systems
by molecular dynamic simulations whereby proton transfer
occurs between different titratable residues and water molecules.

Thus, we need to derive an analytical description of hopping
probabilities for every geometry of the proton-transferring and
environmental groups, and this is the aim of this study. A proton-
transfer model system is chosen consisting of a proton-donating
amino acid side group, imidazole, and an accepting group, one
water molecule, (Figure 1: system A) that has previously been
studied by Lu and Voth.4 In a subsequent paper, results will be
presented for proton-transfer barriers between all titratable amino
acids and water molecules.

The energy hypersurface, from which the transfer probabilities
can be derived, is dependent on different parameters. First, the
dependence of the proton-transfer energy surface on the distance
between the donating and the accepting atom, hereR(NO), is
analyzed. Then the influence of environmental groups, here
ligand water molecules, is investigated (Figure 1: systems B
and C). The effect of the relative positions of these secondary
waters to the proton-transferring imidazole-water system is
analyzed. From these data, an analytical approach is derived in
a stepwise manner, which accounts for the environmental effects
on the proton-transfer energy surface.

Method of Calculation

The calculations were performed with the program package
NWChem 3.112 on DEC alpha workstations. To establish the
computational methodology, the proton transfer in the well
studied system H5O2

+ was chosen as a test case. The results for
different proton acceptor-donor distances with density func-
tional methods (B3LYP functional) and wave function methods
(MP2) using basis sets ranging from 3-21G to 6-31G** are
shown in Table 1, together with those from very accurate
coupled cluster calculations taken from ref 13. RHF results are
in satisfactory agreement with those found in the literature.14

As discussed in refs 13 and 15, density functional methods
underestimate the energy barriers between the two minimum
energy states compared to results obtained by CCSD(T) and
QCISD(T) calculations. The predictions for the energy barriers
derived with MP2 are closer to those of these high-level
approaches. Therefore, we only show results from MP2 calcula-
tions for the imidazole-water system.* To whom correspondence should be addressed.
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The geometries of system A (Figure 1), consisting of
imidazole and water, are optimized using HF/6-31G**, and the
energies are calculated at MP2/6-31G** // HF/6-31G**. To
obtain the energy surface of a proton-transfer reaction, the proton
is moved stepwise by 0.1 Å along the NIm-OPrim.Wat intercon-
necting line. At eachr(NH) the geometry is optimized, keeping
the distanceR(NO) and the angle∠(NHO) fixed. All other
degrees of freedom remain free.

When studying environmental effects, adding one (system
B) or two secondary waters (system C), the geometries are
optimized using HF/3-21G to save computing time, and the
energies are calculated at MP2/6-31G*//HF/3-21G. In the
optimization procedure, the coordinates for the oxygens of the
secondary waters are first determined at an intermediate distance
r(NH) ) 1.4 Å while keeping the primary water fixed. Then,
similar to system A, the energy is calculated at everyr(NH)
while constraining the coordinates of the donating atom NIm,
the transferred hydrogen, and the accepting OPrim.Wat, as well
as the position of the oxygen of the secondary waters.

Since systems B and C contain more basis functions than
system A, the importance of the basis set superposition error
was checked for a correct estimation of the effect of the
secondary waters. This was done by Counterpoise Correction,
that is, examining system A and ghost atoms with orbitals on
the positions of the secondary waters. The energy surface
compared to that of system A shows only negligible differences
(results not shown).

Results and Discussion

Proton-Transfer Barriers without Secondary Water Mol-
ecules.The proton-transfer energy surface for the imidazole-
water system is shown in Figure 2 as a function of the separation
between the donating atom and transferred proton,r(NH), at
different distances between donor and acceptor,R(NO), ranging

from 2.65 Å to 3.15 Å. For large separationsR(NO) g 2.95 Å,
a double-well potential is formed with a single deep minimum
at aboutr(NH) ) 1.03 Å, where the proton is bound to the
donor NIm, and a shallow minimum at aboutr(OH) ) 1.09 Å
(for R(NO) ) 2.95 Å) to r(OH) ) 1.05 Å (for R(NO) ) 3.15
Å), where the proton can be assigned to the accepting OPrim.Wat.
The shape of the double-well potential reflects the stronger
proton affinity of an imidazole group compared to that of a
water molecule.4 For R(NO) e 2.95 Å, the proton affinity of
the water molecule is insufficient to form a stable hydronium
ion; the second minimum disappears.

Influence of Secondary Water Molecules on the Proton
Transfer Barrier. As previously shown by Lu and Voth,4

secondary water molecules ligated to the primary, proton-
accepting water molecule stabilize the formation of H3O+ mainly
by electrostatic interaction between the ligand waters and the
changing charge distribution that accompanies the proton-
transfer process. Figure 3, as one example, shows the effect of
one and two secondary waters at a distance ofd(OO) ) 2.6 Å
between primary and secondary water on the proton-transfer
energy surface of the imidazole-water system atR(NO) ) 3.05
Å. The stabilization of the second minimum results in a decrease
of the forward energy barrier by 11 kcal/mol to about 29 kcal/
mol for one ligand water and by 20 kcal/mol to about 20 kcal/

TABLE 1: Energy Barriers [kcal/mol] for Proton Transfer
in H5O2

+ at Different R(OO)

R(OO) [Å]

method 2.5 2.6 2.7 2.8

MP2/6-31G* // HF/3-21G 0.3 2.0 4.7 8.4
MP2/6-31G** // HF/6-31G** 0.4 2.1 5.7 10.0
B3LYP/6-31G* // HF/3-21G 0.1 1.2 3.5 6.6
B3LYP/6-31G** // HF/6-31G** 0.1 1.0 3.8 7.4

CCSD(T)/cc-pVTZ // MP2/cc-pVTZa 0.37 2.08 4.85 8.44
QCISD(T)/cc-pVTZ // MP2/cc-pVTZa 0.38 2.06 4.82 8.40

a Taken from ref 13.

Figure 1. Proton-transfer system consisting of imidazole, a proton-
accepting, primary water (system A), and one (system B) or two (system
C) secondary, or ligand, waters. Four interatomic distancesr(NH),
r(OH), R(NO) andd(OO), which will be used as reaction criteria in
this study, are labeled.

Figure 2. Proton-transfer energy surface for system A as a function
of r(NH) at different separations between imidazole’s nitrogen and the
primary water’s oxygen,R(NO) ) 2.65 Å...3.15 Å.

Figure 3. Influence of one and two secondary waters on the proton-
transfer energy surface for imidazole-water atR(NO) ) 3.05 Å and
d(OO) ) 2.6 Å.
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mol for two ligand waters. In addition, the proton-transfer barrier
for the backward transfer from water to imidazole increases from
about 2 kcal/mol to 8 kcal/mol for one and to 15 kcal/mol for
two secondary waters.

The effect of varying the distance between primary and
secondary waters is demonstrated in Figure 4. As the secondary
waters are shifted away, the electrostatic interaction with the
imidazole-water system and thus the stabilization of the second
minimum diminishes. As a consequence, the barrier increases
from 20 kcal/mol atd(OO) ) 2.6 Å to 36 kcal/mol atd(OO) )
5.0 Å, while the barrier for the reverse transfer decreases from
15 kcal/mol atd(OO) ) 2.6 Å to 3 kcal/mol atd(OO) ) 5.0 Å.

Modeling of the Secondary Waters by Point Charges.The
question now arises of whether the proton-transfer energy sur-
face of the complete system C, consisting of proton donor (imid-
azole) and acceptor (water) under the influence of their environ-
mental structure (secondary waters), can be reproduced by treat-
ing the isolated system A, proton donor and acceptor, with elec-
tronic structure methods (here, MP2) and by representing the
secondary waters molecular mechanically as three point charges
at the positions of the nucleic centers. To examine this situation,
the explicit ligand waters were replaced by point charges, and
single-point calculations were performed varyingr(NH), using
the geometry of the complete system with explicit secondary
waters optimized at the correspondingr(NH) distance. The point
charges of the hydrogen atoms of the waters are chosen to be
identical, and the total charge on each water equals zero.

Figure 5 shows the energy profiles ford(OO) ranging from
2.4 Å to 5.0 Å. For distancesd(OO)g 5.0 Å, the energy profiles
computed with the simple point charge water model (SPC) of
Berendsen and co-workers19 (qO ) -0.82/qH ) 0.41, solid line)
are in excellent agreement with those for the full quantum
system (results ford(OO) ) 6.0 Å are not shown here). For
shorter distances, one observes increasing deviations the closer
the secondary waters approach the primary water. To reproduce
the quantum mechanical energy barrier, the charges on the
secondary waters had to be increased up toqO ) -1.20/qH )
0.60. Table 2 shows that by systematically increasing the point
charges, energy surfaces are obtained in excellent agreement
with those obtained by calculations with quantum mechanically
treated ligand waters.

As the secondary waters approach the primary water, the
magnitude of the point charges that give the best fit increases

continuously fromqO ) -0.82/qH ) 0.41 atd(OO) ) 5.0 Å
andd(OO) ) 6.0 Å to qO ) -1.20/qH ) 0.60 atd(OO) ) 2.6
Å. The closer a secondary water approaches the primary water,
the stronger is the interaction between the dipole of the latter
with the electron density of the ligand water. Therefore, the
induced polarization of the secondary water and thus the absolute
values of the charges on the nuclei positions increase.

For d(OO) ) 2.4 Å, the energy surface of the full quantum
system cannot be reproduced by point charges on secondary
waters anymore. This may be due to a strong polarization of
the system, which leads to charged secondary water molecules.
We found that Mulliken charges on the atoms of a secondary
water sum up to a total charge varying from 0.03 e atr(NH) )
0.9 Å to 0.08 e atr(NH) ) 2.1 Å, whereas the sum ford(OO)
) 2.6 Å varies only from 0.035 e atr(NH) ) 0.9 Å to 0.065 e
at r(NH) ) 2.1 Å. This may explain why a neutral secondary
water with equal charges for everyr(NH) is not able to repro-
duce the correct energy surface for the proton-transfer process.

For distancesd(OO) g 2.6 Å, it is feasible to calculate the
proton-transfer surface between an amino acid side chain, here
imidazole, and water surrounded by ligand waters, treating these
molecular mechanically using point charges. Whereas ford(OO)
g 5.0 Å, charges of SPC water can be used, the charges of the
ligand waters for 2.6 Åe d(OO) e 5.0 Å should be enhanced
by a factor that is dependent ond(OO) (Figure 6).

Results for the fitted point charges atR(NO) ) 2.65 Å were
very similar to those obtained atR(NO) ) 3.05 Å.

A water molecule represented by point charges ofqO )
-1.20/qH ) 0.60 has a dipole moment of ca. 3.2 D. This may
appear quite large when compared to the experimental value in
a vacuum (ca. 1.8 D) or to the empirical SPC water (ca. 2.3 D).
However, dipole moments as high as 2.9 D were previously
reported in molecular dynamics simulations of bulk water with
explicit polarizabilities.16-18 Even higher values should be
possible for a well-coordinated water molecule in a protein
interior, for example.

Analytical Description of the Environmental Effects on
the Proton-Transfer Barriers. In the previous section, it was
shown that the environmental effect of secondary water
molecules on a proton-transfer reaction can be well reproduced
by treating the secondary waters as point charges with distance-
dependent magnitudes, at least ford(OO) g 2.6 Å. But it is
still necessary to recalculate the energy surface of the proton
transfer between isolated donor and acceptor for every rear-
rangement of the surrounding waters. A significant improvement
would be if the proton-transfer energy surface only had to be
calculated once for the isolated system (system A) and if the
influence of surrounding ligand waters on the energy landscape
could be added as a correction later on.

Table 3 and Figures 7a and 7b show the results of a stepwise
approach to determining the energy surface of the complete

Figure 4. Dependence of energy barriers for system C on the position
of the secondary waters relative to the primary water. The distance is
varied fromd(OO) ) 2.4 Å to d(OO) ) 5.0 Å and to infinity, which
means no secondary waters are present. These calculations were
performed atR(NO) ) 3.05 Å.

TABLE 2: Comparison Between Energy Barriers of the
Fully Quantum Mechanically Treated System C with
Systems in Which the Secondary Waters are Modeled by
Point Charges

Eb
f [kcal/mol] Eb

r [kcal/mol]

d(OO)
[Å]

point charges
of best fit [e]

qO/qH

QM
waters

point charge
waters

QM
waters

point charge
waters

2.6 -1.20/0.60 19.9 19.6 15.2 14.4
3.0 -1.10/0.55 26.0 25.8 9.3 8.7
3.5 -1.00/0.50 30.7 30.5 5.8 5.6
4.0 -0.90/0.45 33.5 33.5 4.0 4.0
5.0 -0.82/0.41 36.4 36.4 2.7 2.7
6.0 -0.82/0.41 37.7 37.7 2.4 2.4
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system C, by adding the electrostatic interaction energy between
ligand waters and the imidazole-water system A to the energy
landscape of system A for the casesd(OO) ) 2.6 Å andd(OO)
) 3.0 Å atR(NO) ) 3.05 Å. This approach was motivated by
the work of Borgis,20 who derived a dipole approximation to
estimate the effect of an external electric fieldE on the proton
transfer barrier between two water molecules.

In a first step, using the geometry and the Mulliken charges
of the optimized system C, electrostatic interaction between the
Mulliken charges of donor and acceptorQi (i ) 1, ..., 13) and

electrostatic potentialΦ created by the point charges of the
secondary watersqj (j ) 14, ..., 19) is calculated according to

Figure 5. Comparison of the energy barriers for system C (where the secondary waters are part of the electronic structure calculation) with those
having the ligand waters modeled by point charges. The point charges are varied betweenqO ) -0.82/qH ) 0.41(SPC) andqO ) -1.20/qH ) 0.60.
The distance between imidazole and primary water isR(NO) ) 3.05 Å. Comparisons are shown for distances between primary and secondary
waters ranging from (a)d(OO) ) 2.4 Å, (b) d(OO) ) 2.6 Å, (c) d(OO) ) 3.0 Å, (d) d(OO) ) 3.5 Å, (e)d(OO) ) 4.0 Å to (f) d(OO) ) 5.0 Å.

Eel ) ∑
i)1

13

QiΦ(r i) (1)

) ∑
i)1

13

Qi ∑
j)14

19 qj

4πε0|r i - r j|
(2)
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This electrostatic energy is added to the energy surface of the
proton transfer in the isolated system A. Using charges ofqO

) q14 ) q17 ) -1.2 andqH ) q15 ) q16 ) q18 ) q19 ) 0.6 for
d(OO) ) 2.6 Å, the resulting energy curve (Figure 7a: solid
line with open diamonds) is in very good agreement with the
curve of system C (solid line). Ford(OO) ) 3.0 Å, usingqO )
-1.1 andqH ) 0.55, the maximal error is about 1 kcal/mol
(Figure 7b). The same remarkable agreement is also found for
d(OO) ) 2.8 Å andd(OO) ) 3.5 Å (Table 3). Therefore, the
interaction between the quantum mechanically treated part A
and the point charges on the secondary waters can be reduced
to the energy expression (eq 2), in which the electronic structure
part A is also treated by point charges, here, as Mulliken charges
on the nucleic centers. The geometry and the Mulliken charges
of the complete system C, however, are still being used.

The next step is to employ the optimized geometry and the
Mulliken charges of system A instead of system C. Only the
positions of the secondary waters are taken from the optimized
structure of system C. The electrostatic energy is calculated as

described above and is added to the energy curve of system A.
The result (solid line with filled circles) ford(OO) ) 2.6 Å
deviates from the fully quantum mechanically calculated curve
(solid line) by 1.8 kcal/mol forEb

f and by 4.4 kcal/mol for
Eb

r. Compared to the overall effect of the two secondary
waters, which led to a reduction of the barrier of the isolated
system by 20 kcal/mol forEb

f and an increase by 13 kcal/mol
for Eb

r, a deviation by 1.8 kcal/mol forEb
f is still satisfactory,

whereas the discrepancy of 4.4 kcal/mol forEb
r is quite high.

This tendency (the deviation forEb
r is larger than forEb

f ) is
also found atd(OO) ) 2.8 Å andd(OO) ) 3.0 Å and results
from the strong interaction between the hydronium ion and the
close secondary waters that stabilize the ion by influencing its
geometry and charge distribution. Asd(OO) is increased, the
error compared to the absolute effect of the environment reduces
to about 10%, as shown in Table 3 ford(OO) ) 3.5 Å.

In a final step of simplification, the calculation of the
electrostatic energy was replaced by their first-order Taylor
expansion, the dipole approximation, as discussed by Borgis et
al.20 for the proton transfer between two water molecules under
the influence of an external electric fieldE. Expanding the
potentialΦ around a pointr 0

leads in first order to an electrostatic interaction energy:

This expression was evaluated for the optimized geometry
and Mulliken charges of system C. The midpoint between the

TABLE 3: Energy Barriers for Different Approaches, in Increasing Order of Simplification

point charges on 2nd H2O [e]
d(OO) ) 2.6 Å

qO ) -1.20/qH ) 0.60
d(OO) ) 2.8 Å

qO ) -1.20/qH ) 0.60

1st H2O,
imidazolea 2nd H2Ob

energy
calculationc

Eb
f

[kcal/mol]
Eb

r

[kcal/mol]
Eb

f

[kcal/mol]
Eb

r

[kcal/mol]

QM QM MP2 19.9 15.2 23.2 11.8
QM MM MP2 19.6 14.4 22.6 11.5
MMC MM all multipoles 20.1 15.0 23.3 11.4
MMC MM dipole 23.2 10.5 26.0 9.1
MMA MM all multipoles 21.7 10.8 24.4 9.3
MMA MM dipole 25.1 11.3 27.3 9.5

point charges on 2nd H2O [e]
d(OO) ) 3.0 Å

qO ) -1.10/qH ) 0.55
d(OO) ) 3.5 Å

qO ) -1.00/qH ) 0.50

1st H2O,
imidazole 2nd H2O

energy
calculation

Eb
f

[kcal/mol]
Eb

r

[kcal/mol]
Eb

f

[kcal/mol]
Eb

r

[kcal/mol]

QM QM MP2 26.0 9.3 30.7 5.8
QM MM MP2 25.8 8.7 30.5 5.6
MMC MM all multipoles 27.1 8.6 31.9 5.6
MMC MM dipole 28.9 7.2 32.4 5.2
MMA MM all multipoles 27.4 7.3 31.9 5.1
MMA MM dipole 29.8 7.7 32.8 5.3

a QM: imidazole and primary water are treated quantum mechanically; MMC/A: Geometry and Mulliken charges are taken from electronic
structure calculation on system C/A.b Ligand waters are treated quantum mechanically (QM) or are modeled by point charges (MM).c The energy
surface is determined by electronic structure calculations (MP2), by eq 2 where all multipoles are taken into account, or by eq 4 where just the
dipole term is considered.

Figure 6. Factor by which the SPC charges of the ligand waters have
to be enhanced to give the best fit for the proton-transfer energy barrier
at a specificd(OO).

Φ(r ) ) Φ(r 0) - (r - r 0)E(r 0) -

1

2
∑

k)x,y,z
∑

l)x,y,z

(rk - r0
k)(rl - r0

l )
∂El

∂rk
(r 0) + ... (3)

Eel
(1) ) ∑

i)1

13

Qi ∑
j)14

19 qj

4πε0|r 0 - r j|
-

∑
i)1

13

Qi(r i - r 0) ∑
j)14

19 qj(r 0 - r j)

4πε0|r 0 - r j|3
(4)
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donating nitrogen atom of imidazole and the accepting oxygen
atom of the primary water was chosen asr 0. As can be seen in
Figure 7 (solid line with open triangles) the deviations for this
dipole approximation from the energy surface of system C,
calculated by the electronic structure method (solid line), are
significantly larger than for the complete electrostatic interaction.
The differences are∆Eb

f ) 3.3 kcal/mol and∆Eb
r ) 4.7 kcal/

mol. Whereas the dipole approximation gives excellent results
for system A under the influence of a homogeneous electric
field (results not shown), the effect of the inhomogeneous
electric potential produced by secondary waters, close in distance
to the donor-acceptor system, cannot be well described just
using the dipole approximation. Ford(OO) g 3.5 Å, the effect
of the multipoles higher than the dipole decreases, and energy
barriers calculated with the electric field-dipole term ap-
proximate those of the complete electrostatic interaction. Thus,
the dipole approximation seems to be an efficient way to
describe the effect of environmental groups at distances of more
than 3.5 Å from the accepting group, and higher multipoles
should be used to describe the effect of secondary waters in
hydrogen-bonding distances.

Conclusions

The results presented show that the nature and the geometry
of the surrounding hydrogen-bonded ligand waters significantly
influence the energy surface of the proton transfer reaction
studied. Thus, one has to be aware of this when neglecting the
environment of proton transferring groups and more generally
of sites where chemical reactions occur. Since it is computa-
tionally very expensive to use electronic structure methods to
describe the chemically reactive groups together with a large
environment, a QM/MM approach provides, in principle, an
effective alternative to treat such problems.

We have demonstrated that it is possible to determine the
energy surface of a proton transfer reaction between an amino
acid, here a histidine side chain, and a water molecule that is
coordinated by secondary ligand waters by calculations of only
the proton donating and accepting groups with electronic
structure methods, while treating the environment, here the
secondary waters, as point charges. The only correction neces-
sary, due to polarization effects between the hydrogen-bonded
water molecules, is to enhance the charges of the point particle
waters by a factor that depends on the distance between primary
and secondary waters.

For environmental groups not strongly hydrogen bonded to
the accepting water molecule, one can go one step further. After
calculating a wave function for the isolated system consisting
of proton donor and acceptor, the effect of the environmental
charges is added subsequently by calculating the electrostatic
interaction energy between proton transferring groups and the
surrounding point charges. It is thus possible to study the
influence of different environments on a specific reaction in a
very simple and fast manner.

It remains to be seen in the future how well this QM/MM
approach works for ligands other than water and for other
chemical reactions. A future publication will test the approach
to describe the phosphoryl transfer reaction in protein kinases.
Then it would suffice to compute by electronic structure methods
the energy landscape only including the groups that are directly
involved in the chemical reaction studied. Afterward, the
influence of a surrounding protein matrix or solvent can be
added by considering just the electrostatic interaction between
reactive part and environment.
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