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Monte Carlo simulations were performed to calculate the temperature dependence of the primary yields
(g-values) of the radical and molecular products of the radiolysis of pure, deaerated liquid water by low
linear-energy-transfer (LET) radiation. The early energy deposition was approximated by considering short
segments~100 um) of 300-MeV proton tracks (corresponding to an average LE*0f3 keVim). The
subsequent nonhomogeneous chemical evolution of the reactive species formed in these tracks was simulated
by using the independent reaction times approximation, which has previously been used successfully to model
the radiolysis of liquid water at ambient temperature under various conditions. Our calayheddoes for

the radiolytic species: ,g OH, H, H, and HO,, are presented as a function of temperature over the range
25-300°C. They show an increase o{e,y), 9(OH), and p(H) + g(H)] and a decrease ig(H.O) with
increasing temperature, in agreement with existing experimental data. The sensitivity of the results to the
values of reaction rate constants and to the temperature dependence of electron thermalization digtances (
was also investigated. It was found that the best agreement with experiment occurs when the distances of
electron thermalization decrease with increasing temperature, a result that is at variance with the predictions
of previous modeling studies. Such a decrease s the temperature increases could be linked to an increase

in the scattering cross sections of subexcitation electrons that would account for the corresponding decrease
in the degree of structural order of water molecules. Our simulations also suggest that the variations of the
g-values with temperature, and especially thag@,), are better described if we account for the screening

of the Coulomb forces between the tw & the bimolecular self-reaction of the hydrated electron. Finally,

the time-dependent yields of gand OH are presented as functions of temperature, in the range-10°

s. It was found that the temporal variation gk, at elevated temperatures is sensitive to the temperature
dependence afy, suggesting that measurements of the decay of hydrated electrons as functions of time and
temperature could, in turn, provide information on the thermalization of subexcitation electrons. The good
overall accord of our calculated results with the experimental data available from the literature demonstrates
that Monte Carlo simulation methods offer a most promising avenue at present to further develop our
understanding of temperature effects in the radiolysis of liquid water.

1. Introduction remaining radiolytic products are usually regarded as homoge-

A detailed knowledge of the-radiolysis of liquid water at neously distribut_ed .in the bulk .of the solu.tiéﬁ.Such a short
elevated temperatures is an important factor in the overall temporal domain is not easily accessible experimentally,
chemistry occurring in water-cooled/moderated nuclear reactor €Specially since we wish to study the effects of high temperature
systems, which operate with typical temperatures in the range©n water radiolysis. In this work, we have extended our recently
~250-315°C .1~ The key parameters are the “primary” yields developed Monte Carlo simulation studies of the radiolysis of
or g-values (defined as a number of species per 100 eV of liquid watef®!! to account precisely for processes over the
absorbed energy) of the radical and molecular products of watertemperature range from ambient up to 30D. Using these
radiolysis (g, H, OH, H, HO;, H3O"..) and the rate  simulations, theg-values of all the radiolytic species are
constants and activation energies of their interreactions. Thesecalculated as functions of time and temperature for low linear-
products are associated with deleterious corrosion and hydridingenergy-transfer (LET) radiation corresponding essentialf-to
processes in the core and in the various piping components ofCo y-rays (mean photon energy 1250 keV) or X-rays of the
the reactorézf”? ) same energy. The results of the calculations are compared with

Understanding these processes involves knowledge of theihe available experimental data and other theoretical models.
early energy deposition and the subsequent physicochemical angy, gggition, a detailed study of the sensitivity of the results to
nonhomogeneous chemical evolution of the system to imes, aly,q ya1yes of reaction rate constants and to the temperature
room temperature, on the order of "£0s, after which the dependence of electron thermalization distances has also been

* Corresponding author. Tel.: 1-819-346-1110, ext. 14682. Fax: 1-819- performed in an effort to estimate the impact of those factors
564-5442. E-mail: jaygerin@courrier.usherb.ca. on the calculated yields.

10.1021/jp001662d CCC: $19.00 © 2000 American Chemical Society
Published on Web 11/28/2000



11758 J. Phys. Chem. A, Vol. 104, No. 50, 2000 Hervedu Penhoat et al.

A preliminary report of this work has been presented species of the radiolysis. This intermediate stage between the

elsewheré? purely physical (energy deposition) and purely chemical events
of water radiolysis is handled by our simulation code
2. Method and Reaction Scheme TRACELE 1 During this period, which extends from10-14

to 10712, there is not time enough for appreciable diffusion to
take place. The electronically excited water moleculesOHi
undergo transformations that can lead to their autoionization,
dissociation, or simply a return to the ground state. The ionized
water molecules (KD") are allowed to migrate via a sequence
of electron transfers to the @™ hole before a proton-transfer
reaction occurs. This latter reaction with a neighboring water
molecule leads to the formation of OH radicals and(H3zO")
ions. As for the “subexcitation electront*they relax through

a series of vibrational and rotational excitations of the water
molecule$* and, in doing so, migrate to a point where they are
thermalized, then trapped between water molecules, and finally
hydrated (g). The distance that separates the initial position
of the subexcitation electron and the position at which it
becomes hydrated is herein referred to as the “electron ther-
malization distance'ty,, on the basis of the conjecture that
electron thermalization, trapping, and hydration follow in quick
successiod® In the simulations, electron thermalization is
modeled by a random walk that gives rise to a distribution of
rn valuest®l” One should note that in the course of its
thermalization, the subexcitation electron can encounter@i H
ion and recombine to form #D*.15 It can also form a transient
anion HO~, which quickly undergoes dissociation with the
release of H and OH, the hydride ion then reacting immediately
shownt! these protons, through appropriate choices of their with another water molecule via a proton transfer to give H

initial energies, act as excellent model particles for various LET and OH .1¢
radiation types. The influence of the temperature on the physicochemical stage

All the events of the physical stage are simulated by a “step- 1 not well understood. On one hand, the possible decay channels
by-step” method that describes each scattering event, recordingor H20" and HO* are likely to be essentially independent of
the position of the energy deposition, the actual amount of temperature since those primary processes are not thermally
energy lost by the scattered particle, its angular deflection, andactivated. This assumption of temperature independence has
modification caused locally to the medium. If a secondary been adopted in the present work. It should be mentioned,
electron is produced through ionization, its initial physical however, that other authors, such as Swiatla-Wojcik and
parameters (starting point, energy, and direction of motion) are Buxton'® (hereafter referred to as SWB), have suggested that
also recorded for further processing of its transport and action the temperaturethrough a diminution of hydrogen bonding in
in the medium. The stochastic selection of the scattering eventsliquid water—could possibly change the relative contributions
is done with various sampling techniques (direct inversion, etc.) Of the dissociative decay channels foy®1 (see section 3.1.5).
in accordance with the appropriate scattering cross sections forOn the other hand, the migration of the iongdH and of the
each proces¥. subexcitation electrons is likely to be sensitive to temperature.

The scattering cross sections used in the simulations areFirst of all, the variations of density would act as they did in
independent of the medium’s temperature because the energyh€ physical stage, increasing (on average) each step of the
of the ionizing particles is much larger than the thermal energies fandom walk. But any number of other phenomena could come
and because the motion of the target (water) molecules can bento play. For example, when a “hot” (subvibrational) electron
neglected. However, the densify) of pressurized water varies 1S slowing down before eventually getting trapped, it goes
with temperature (fronp = 1 g/cn? at room temperature to through a stage during which its energy is nearly thermal, so
= 0.7125 g/crd at 300°C) ! and this influences the particle’s ~ that it cannot only lose energy but also gain some from the
scattering mean free paths (MFP) which are related to the surrounding medium. If the duration of this quasi-equilibrium
scattering cross sections through the simple relation MFP ~ stage depends on temperature, it could affect the electron
1/(oN), whereo is the total cross section amdlis the number ~ thermalization distances.
of scatterers per unit volume. The30% decrease i that Another temperature effect, that could turn out to be the most
takes place when the temperature is increased from 25 to 300important one in the physicochemical stage, is its influence on
°C thus causes the energy depositions to become significantlythe scattering cross sections of the low-energy electrons. In fact,
further apart. As a result of the invariance of the scattering cross electrons in the subexcitation energy range are known to be
sections, this dilatation is proportional to the inverse of the sensitive to the structural order of the surrounding medium,
density. Physically, this means that temperature brings the waterowing to their nonnegligible delocalized character. In various
molecules further apart but does not change their ability to media, their scattering cross-sections have been shown to
interact with the energetic particles. increase rapidly when the degree of order diminisieghis

The second stagecalled the “physicochemical stage” also seems to be the case for water, since the electron cross
consists of the period during which the energy that has beensections found in amorphous ice at low incident en&rgppear
deposited in the medium is used to produce the initial chemical to be somewhat smaller (by a factor-e®) than those that apply

It is usual to divide into three main temporal stages the series
of events that take place in liquid water following the absorption
of ionizing radiation. Here, we briefly describe those stages and
the approach used to model them through stochastic simulation
methods. Since a detailed description of the principles of our
simulation methodology has already been publisiééiye will
restrict this presentation to the most essential features. In view
of the focus of the present paper, we will outline the influence
of the temperature on the unfolding of each stage.

The first stage-called the “physical stage”consists of the
period prior to 10'* s, during which energy is deposited by
the primary radiation particles and by all of the secondary
(tertiary, and so forth) electrons that result from the ionization
of the water molecules. This energy deposition occurs through
the slowing down of those particles via a variety of inelastic
scattering processes, including ionization, electronic and/or
vibrational excitation of single water molecules, and excitation
of plasmon-type collective modes. The simulation codes that
we use to cover this stage are TRACPRO and TRACELE, which
describe the detailed transport and slowing down of incident
protons and electrons, respectivélyTo reproduce the effects
of 89Co y-radiolysis, we use short track segments1 00 um)
of 300-MeV protons over which the average LET value obtained
in the simulations is~0.3 keVum?® As has already been
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to liquid watet®1”and much smaller (by at least an order of TABLE 1. Values at 25 °C for the Diffusion Coefficients
magnitude) than those reported for the gas pAa@a this basis, (D1 Iand Reaction Raldu_(r 1) of the 1? Reactive Species (1)
one could expect the scattering cross sections of subexcitation"V0ved in Our Simulations (See refs 11 and 27)

electrons to increase with temperature in the range3Z® °C, species D, (25°C) temperature dependence  r, (25°C)
since the breaking of the hydrogen bonds gives rise to a decrease () (107°m?s™) adopted foD, (nm)
of the structural order. It is difficult to estimate to what extent €y 4.9 tabular (ref 27)t(< 90°C) 0.5
this could affect thermalization distances, but one cannot exclude Arrhenius relationshipt(> 90 °C)
the possibility that this effect could overcome the30% H* 9.46 tabular (ref 27) 0.25
decrease in the density as temperature increases from 25 to 300 7.0 self-diffusion of water 0.19
°C and in turn reduce those distances significantly. A similar H 2.2 self-diffusion of water 0.22
) - . : H,0, 2.3 self-diffusion of water 0.21
conclusion was obtained previously by Hochanadel and Ghorm- H, 4.8 self-diffusion of water 0.14
ley,22who suggested that, at higher temperature, “subexcitation OH- 5.3 tabular (ref 27) 0.33
electrons are thermalized more rapidly”. We will show in section Oz 24 self-diffusion of water 0.17
3.3 that, indeed, our simulations better reproduce the experi- Oz 1.75 self-diffusion of water 0.22
. . o . ... HO; 2.3 self-diffusion of water 0.21
mental ylelds if electron thermalization distances decrease with HO, 14 self-diffusion of water 0.25
increasing temperature. O(CP) 2.0 self-diffusion of water 0.2
It should be noted that the temperature effects that we 8’ 38 Se:;—gigusion Oiwaier 8-55
i ; initial v Aluti - . self-diffusion of water )
mentioned do not modify the initial yields of the radiolytic 2 20 ealf-diffusion of water 0.2

species. In contrast, they can significantly affect the initial spatial

distribution of those species and, in turn, their subsequent *®The temperature dependence adoptedDpris given for each
reaction Kinetics. reactant. The polynomial for describing the self-diffusion of water

. . . (Dh,0) between 0 and 300C is taken from ref 27. Note thdDu,o
The third and final stage that we consider hecelled the does not follow an exact Arthenius dependence; the apparent activation

“stage of nonhomogeneous chemistrgonsists of the period  energy over 6300 °C is ~15.5 kJ/mol (ref 27). H is used as an
after~1071? s, during which the radiolytic species diffuse and abbreviation for the hydronium ion#@* and OFP) corresponds to
react with one another with a kinetics dictated by their initial the oxygen atom in it8P ground state.

nonhomogeneous spatial distribution. At room temperature, this ) .
stage is essentially completed on the microsecond time ¥¢dle, ~occurrence of all the other reactions d_e_pends on t_he ability of
after which homogeneous chemistry takes over. To model the 'éactants to meet and on the probability that their encounter
chemical development occurring during this stage, we use a9/Ves riseé t0 a reaction (most reactions are not diffusion-
simulation approach called the “independent reaction times” controlled). The physical parameters that will determine the

(IRT) methoc?* which considers all the possible pairs of time-dependent reaction probability of a pair of reactants will

reactants created in the entire particle track and stochasticallythere_fo,re be (i) their initial separation, (i) their diffusion
coefficient, (iii) their electrostatic interaction (i.e., their charge

samples the order in which the competing reactions will occur. d the dielectri £ ih i N thei :
The sorting of the sampled reaction times allows the discarding 21d the dielectric constant of the medium), (iv) their reaction

of events that would involve species that have already reacted.’2dius, and (v) their probability of reaction per encounter. The
The code that we use to perform this simulation is called temperature of the medium has an influence on many of those

TRACIRT. Its implementation has been described in détail, parameters. \We examine successively these effects below.

and its validity has been established through a comparison with The effect of temperature on the initial position of the s_.pecies
a full step-by-step Monte Carlo simulation mett8dhis code comes from the temperature d_ependence of the scattering mean
has already been used to model the radiolysis of liquid water at 76 Paths mentioned in the first two stages. Its influence on

ambient temperature for radiation tracks of various LET, ranging the diffusion coefficient depends on the actual species consid-
from ~0.3 to 20 keVim.11 ered, but this parameter always increases with temperature. In

the simulation, the temperature dependences for the diffusion
coefficients of HO™ and OH™ are represented by polynomial
fits to the experimental data, as reported by ERfoSuch a
polynomial representation is also used for the diffusion coef-
ficient of ,, over the 4-90 °C temperature range. Above 90
°C, this coefficient is represented by an Arrhenius expression

The stage of nonhomogeneous chemistry is certainly the
period during which the temperature is playing its most
prominent role on the radiolytic process. Our description of this
stage as a function of temperature differs from those of $WB
and of LaVerne and Pimbléft(hereafter referred to as LP) in

many respects. The most Important difference IS that, cqntrarywith an activation energy of 20.75 kJ/nfdl.For the other
to these authors, who describe a concentration gradient of

. e . species, whose diffusion coefficients are unknown at elevated
reactants, we take into account in this work the stochastic nature . ) )
. . A . temperatures, the following scaling procedure has been adopted:

of the reactions, since we follow the radiolytic species one by

one. Moreover, we do not have to use idealiaedrage spurs D, o(t)
which are inaccurate, since they fail to account for the wide D,(t) = D,(25°C) 2
variety of clusters of species that can be found along the ! !
radiation tracks. In fact, we can directly use the complex spatial
distribution of reactants at10*?s that is provided as an output  wheret denotes the temperature in degrees Celsius. In this
of the program TRACELE? We thus benefit here from having  procedure, the temperature dependence for diffusion of a given
developed a full Monte Carlo simulation code that integrates reactant (1) is assumed to be the same as that for the
the three temporal stages of water radiolysis listed above. self-diffusion of water Dy,0).27-28The diffusion coefficients,)
Some chemical reactions can take place before any diffusionat 25 °C used in the calculations are listed in Table 1. The
of the species occurs because they are already in contact at th@olynomial expression for the temperature dependen&g,ef
end of the physicochemical statfei! For simplicity, we up to 300°C is taken from Ellio&” As shown by this authd¥,
consider that those “contact reactions” occurdf0—1? s, that self-diffusion in water does not follow an exact Arrhenius
is, at the starting point of the nonhomogeneous kinetics. The dependence; the apparent activation energy over890°C

Dy o(25°C) )
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range is~15.5 kJ/mol. The fitting procedures for the diffusion TABLE 2: Main Reaction Scheme Inferred from Our
coefficients of the various species involved in the radiolysis of Monte Carlo Simulations of the Radiolysis of Pure,
water are summarized in Table 1 Deaerated Liquid Water at Temperatures in the Range
. ) 25—-300°C?
The importance of Coulomb forces can be accounted for _ -
through the variation of the Onsager radius),2® which symboP reaction type A Ea fit

represents some sort of range of the Coulomb field. Formally, R1 €, OH— OH" 2 0.0304 —-35 N
rc is the distance at which the Coulomb potential energy between R2 €t H —H 4,6 124 101 A
two singly charged ions is equal in magnitudekgd, wherekg H—e,+H" 6 - - PO1
is Boltzmann’s constant anl = t + 273.15 is the absolute R3 €qt &g~ H2+20H 5 - - DC
temperature of the medium in Kelvin (for wateg, ~ 0.715 R4 g4+ H—H+OH" 5 752 140 A
nm at 25°C if we use a dielectric constaat= 78.4)3 On this RS gu+H0,—~OH+OH 2 626 140 N
basis, one could think that increasing the thermal energy would 6 &g+ HO—~H+OH 6 ~ ~ - RW
reduce the role played by the Coulomb forces, but it is exactly g:fg,;—;eﬁqg H:0 g 6 3363369 28(')8 —Q
the opposite phenomenon that takes place. This is because an pgo H-+ OH— H 02 2 5 0178 45 N
increase in temperature brings disorder in the molecular dipoles Rg OH+OH — O +H,0 2,6 - - P
constituent of the medium and, in turn, reduces its dielectric O +H,0—~OH+OH 6 - - RW
constant (for water¢ goes from~78.4 at 25°C to ~19.7 at R10 H+H—H: 5 - - DC
300°C) .20 R1l1 H*+HO, — H.0, 46 - - P
The influence of the temperature on the reaction radii of the Si% ﬁ i 8ﬁ;BEZO j 2 - - E_C
reacting species and on the probability of reaction in a given R14  H+ OCP)— OH 17 109 156 DC*

encounter Rreac) is a rather complex matter. What is generally
known is the temperature dependence of the observed reaction aFor a description of the full reaction scheme considered in our
rate constant kg9, from which it is possible to extract simulations, see ref 11. The temperature dependences of the rate

inf i the t t d d f th tivati constants were obtained from ref 27 (see also ref 11). The classifications
Information on the temperature dependences ol the actvallon ot yhe reaction types (6) and of the fitting procedures [DC, DC*,

and diffusion processes that are involved in the reacion. A A+ P, N, PO1, and RW] are explained in the text. Briefly, DC

Indeed, a valuable method for a mathematical representationrefers tok.ys being fitted by a Smoluchowski or Debye equation (eq 3
of the measured rate constant for a reaction is based on theor 4); DC*, A, and A* correspond to Arrhenius fits tQps P refers to

Noyes equatiodt a polynomial fit tokoss N corresponds to an Arrhenius fit tae; PO1
are pseudo-first-order reactions; and RW refers to reaction rate constants
1 1 1 determined with equilibrium equation8g (preexponential factor, in
kT = kT + E 2 10'2M~1s™Y) andEx (activation energy, in kJ/mol) are the parameters
bs iff ct

of the Arrhenius equation. The Arrhenius expression is givelr by
. . Ao exp(—Ea/RT), whereR is the molar gas constant aiRll = 2.479
where the reciprocal of the measured value is represented bykJ/mol at 25°C. H' is used as an abbreviation for the hydronium ion

the sum of the reciprocals of the diffusion and activation HsO". ® Reaction symbols used in the text.

components okqys Kgitr iS given by the Smoluchowski equatiéh: ) -
temperature. Reactions of types 1 and 3 are fully diffusion

Kqis (T) = 47BN, D(T) r 3) controlled, so thaPreact= 1 andkopsis equal tokgir. AS a result
of this, experimental data fdgps can be modeled by eq 3 or 4.

whereNay is Avogadro’s numberD is the sum of diffusion This fitting procedure is referred to as DC in Table 2. It should
coefficients for both reacting specigs,is the spin statistical ~ be noted that, for certain type 1 or 3 reactions (referred to as
factor for radicat-radical reactions, andis the reaction distance  DC* in Table 2), the experimental data fégps (= kair) are
(i.e., the sum of the reactant reaction radii). Note that, in the fitted to an Arrhenius equation, so that in those particular cases,
case of a reaction between particles of the same species, the is no longer equal to the sum of the reactant reaction radii,
term 47 becomes 2 in order to avoid counting twice every though it remains independent of temperature. The difference
pair of reactants. When the reactants (A and B, for instance) between reactions of types 1 and 3 lies in the fact that, in the
are both ions, eq 3 can be generalized with the help of the Debyeformer, Coulomb interactions between the reactants do not
factorfp = 6/(e” — 1), andkgi is given by the Debye equa-  intervene, while they are involved in the latter (reactions between

tion:33 charged specied}.Reactions of types 2 and 4 correspond to
reactions that are partially diffusion-controlle®dac: < 1), and
kdiff(T) = 4'7tﬂNAV D(T) r fD(T) (4) Preactis given bf‘l
where re re
ex —? —exX —m
ZAZBe2 Preact= r r Ky r
L B R
4eqe(TrkgT r r+ Koo, r &

Z, andZg are the charges on the ioresis the electron charge,

€0 is the permittivity of vacuum, and(T) is the dielectric where y is the distance that separates the reactants after an

constant of the medium. unreactive encounter (taken here as 0.3 nm). Hence, extracting
In our simulations, the reactions between the species A andkac from the experimental data fdg,s enables us to determine

B are divided into six types @6).1! Depending on the data  Pwa: Note that eq 6 is equally valid for the cases where

available and on the reaction typeand Preact Were extracted Coulomb interactions are not involved (type 2 reactions) or

by different methods. The values at 25 for the reaction radii intervene (type 4 reaction&) For reactions whose rates are not

(r)) of the various intervening species (I) are listed in Table 1. influenced by diffusion, the experimental data kggsare fitted

In general,r = rp + rg is assumed not to change with to an Arrhenius relationshipecis deduced at each temperature
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from eq 2. This fitting procedure is referred to as A in Table 2. ' T : : T '
For the other reactions of types 2 and 4, various fitting st @ y
procedures have been used. In some cases (referred to as P in
Table 2), the data fdkonsare fitted to a polynomial expression s
taken from Elliof” andkagis deduced from eq 2. In other cases,
referred to as N in Table Rqis fitted to an Arrhenius equation

so that kops best reproduces the experimental data when
calculated from eq 2.

Reactions of type 5 correspond to the case where a spin
statistical factor affects the calculated diffusion-controlled
reaction rate constant (because, for two radicals, only the singlet
configuration of their combined spins allows the occurrence of 4 2
the reactior-in contrast to the unreactive triplet configuration). 1 & H, HO. 1
In this casef = 0.25 (i.e., one encounter in four can lead to a L/;/L:g_xb 8 22
reaction). In our simulations, the persistence of the spin
correlations is accounted for by settiRgact= 0 for each pair 00 T00 200 300 0 100 200 300
of reactants that has undergone an unreactive encounter and
remains in a triplet state. The inclusion of those spin effects
is limited in this study to the reactions R3, R4, and R10 listed Figure 1. Variation ofg-values (in part./100 eV) for the radiolysis of
in Table 21! The fitting procedures are the same as those for liquid water as a function of temperature: (a) ‘reducing” species
reactions of types 1 and 3, except for reaction R4 (referred to 9(&g): [9(H) + g(H2)], and g(H) and (b) “oxidizing” specieg(OH)
as A* in Table 2) for which the experimental data fihs andg(H20,). Simulated results, obtained at Y& from averages over

- . . . . 150 track segments of 300-MeV protons (average LED.3 keV/
(= kairr) are fitted to an Arrhenius relationshipso thatin that ;) (except at 25 and 50C where the simulated number of proton

caser varies as a function of temperature. tracks is 40), are shown as a solid line. The error bars show the 95%
As for reactions of type 6, they correspond to the first-order confidence intervals of the simulation results. Experimental data are
decay of a species or to pseudo-first-order reactions (referredfrom refs 27 and 35 (closed symbols), ref 36 (open symbols), and ref

to as PO1 in Table 2), which do not involve the encounter of 37 (crosses). The values fgfOH) from refs 27 and 35 were increased

ich o ) A L
two nonhomogeneously distributed reactants. In that case, theby 5% following normalization to a recent recalibration of the

. - . - thiocyanate dosimeter (SCNn O.-saturated water) system (ref 38)
reaction times are sampled from an exponential function for ,geq'to evaluatg(OH). It is also to be noted that, because of the large

which the characteristic decay time is the inverse of the uncertainties in the-values determined in ref 37 for bogOH) and
homogeneous reaction rate constérinally, in the case of g(H20,) from the HCIQ + 1072 mol kg~* methanol chemical system
equilibrium reactions (referred to as RW in Table 2), the reverse at temperatures above 10G, these data are not shown in Figure 1b.
reaction is deduced as described by ERiot.

Among the 54 reactions that are included in our simulations,
only 14 reactions are needed to satisfactorily describe the
nonhomogeneous chemical stage of liquid water radiolysis (see Gred = Uox
Table 2). It is found that other reactions involved in this
radiolysis do not contribute to more thar2% to the primary where
yields of g, OH, H, H:0, and b over the whole temperature
range investigated. Fitting procedures and parameters for those Orea = 9(€y¢) T 9(H) + 29(H,)
reactions of the main reaction scheme are given in Table 2.

g (part./100 eV)

Temperature (°C)

set ofg-values (expressed in units of particles/106®MWjiven
by the following balance equation:

Jox = 9(OH) + 29(H,0,) + 3g(HO,) + g(O ') +

3. Results and Discussion _ _ _
_ o 29(HO,) + 39(0;) + 49(0,) + 29[0(P)] + 59(0;) +
Systematic measurements of tlevalues of radiolytic 69(0,)
products in irradiated liquid water have recently been performed 3
as a function of temperature by Elliot et at the Chalk is satisfied by the results of our simulationfgred — Goxl <
River Laboratories, Kent and Sidfsaat AEA Reactor Services, 0.001.

Harwell, and Ishigure and co-workéfsat the University of
Tokyo. The results of the temperature d.ependence of our aasured about 10's following ionization, L6 and SWB?®
g-values, computed at 10 s after the ionizing event, are ., hared the experimental data to the results of their calcula-
compared with the observed yields in parts (a) and (b) of Figure yiong at 106 s. Our results show that, although the yields of
1 for the “reducmg" (& H, and "ié) and “oxidizing” (OH and OH, H,, and HO, remain nearly constant over the whole
H20;) species, respectively. Since the comparison of our temperature range betweerl0-7 and 10° s (within calculated
computed yields was done mainly with the experimental data uncertainty), the variations of(€;) and g(H) in this time

i 27,35 i 1 i . . . . . . .
of Elliot et al.?"*>the time scale of 10 s is here chosen in  jyiaral increase, in magnitude, with increasing temperature,
accordance with the scavenging powers of solutes used by those, 1, .0 05 at 25°C to ~1.5 at 30°C (see section 3.4), mainly
authors to measure thejrvalues. This choice is also consistent '

with our Monte Carlo calculations, which show that the time at
which the nonhomogeneous chemical stage is completed
diminishes with increasing temperature, going freth0 ¢ s at e +H " =H Ag(H = 0.58 between 10 and 10° s
room temperature to about 10s at 300°C (see below and aq 9(H)s00-c = 0.

section 3.4). As we can see from Figure 1, there is good overall €+ HO=H+OH

agreement between calculated and experimental values over the 6
whole temperature range. Moreover, the criterion for a consistent Ag(H)s00+c = 0.94 between 10 and 10°s

Although Elliot et al?”35 estimated that theig-values were

due to the reactions of g with H* ions homogeneously
distributed in the solution and with water:
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As a result, while the calculated valuesggH) andg(e,) at &g OH, H, O, and H. Figures 2a-2e compare the effect
1077 s match all sets of experimental data as a function of of increasing temperature on the extent, expressed as a cumula-
temperature, their temperature dependences exhibit a completelyive Ag-value, of each of the reactions oIq,eOH, H, HO,,
different behavior at 1 s. Since those two pseudo-first-order and H in the spurs as they expand by diffusion in the time
reactions have not been taken into account in the spur modelinterval ~10712—1077 s.
calculations of LPS and SWB!° the yields calculated by these 3.1.1. Production and Fate of Hydrated Electro@verall,
authors show little change in the time range #0106 s and the yield of g, increases linearly with temperature (Figure 1a).
are therefore consistent with the experimental data. The three main reactions involved in the decay gfage listed

The first and foremost observation that we can make from below in order of importance at 25 (note that this order is
Figure 1 is that, with the exception gfH-05), all yields increase  reversed above 15WC; see Figure 2a):
with temperature. This general trend of having yields of reactants
that increase with temperature can be attributed to the fact thate,, + OH — OH"
many important reactions (such as, in particular, reactions R1

and R7 in the reaction scheme listed in Table 2) are not Ag(e,y = —1.5t0—0.2 from 25 to 300C (R1)
diffusion-controlled and therefore have rate constants that - H* —H

. . o e,

increase less steeply with temperature than do the diffusion 29

coefficients of the reactive speci#sOne should note that, in Ag(e) ~ —0.47 (nearly constant over all the

the case of a diffusion-controlled reaction that does not involve
Coulomb forces, the increase of the diffusion coefficient with
temperature only affects the kinetics of the encounter of a pair e, + €,,— H, + 20H"
of reactants and not their ultimate survival probabifitythe
decre_ase og(HgOZ) with increasi_ng temperature is also well _ Ag(e;o) = —0.24 t0—0.52 from 25 to 300C (R3)
explained by this general reasoning since hydrogen peroxide is
primarily produced by the self-reaction of the hydroxyl radical One can see in Figure 2a that the contribution of reaction R1
(reaction R7). We could expect as well that the yield of a {5 the decay of % becomes less and less important as the
molecular product like plwould decrease with temperature. temperature increases. This is due to the fact that the rate
However, the case ofs particular because it is mainly formed  ¢onstant for this reaction increases much less steeply with
b}’ reaction R3, .Wh'Ch IS d|ffu3|on—controlleq. As will lf’e_ temperature than the diffusion coefficient of the individual
discussed in sections 3.1.5 and 3.3, the quantitative descriptionspeciedi42 As a consequence, more and more hydrated
of the temperature dependencey(flz) has drawn a great deal  gjectrons are available as the temperature increases, to either
of attention and leads to many open questions. react in other spur reactions (see the reaction scheme listed in
As shown in Figure 1a, our calculatege,;) values exhibit Table 2) or escape into the bulk. The overall effect is that the
a temperature dependence similar to that of the experimentalcontribution of the self-reaction R3, which is diffusion-
data but are about 10% above in magnitude. As for the simulatedcontrolled, is expected to increase at elevated temperatures (see
OH radical yield (Figure 1b), it increases somewhat faster with section 3.1.5). As for reaction R2, however, its contribution is
temperature than the experimental values of Elliot et’&#, less predictable: on one hand, there are more hydrated electrons
which were determined from the yields of @Oradicals in the available but, on the other hand, the temperature dependence
pulse radiolysis of aerated potassium hydrogencarbonate solu-of the rate constant for this reaction is lower than that for the
tions. However, according to these auth®rit,is possible that diffusion in water of the reactive species. Our simulation results
a temperature-dependent correction, based on the assumptioshow that those effects almost counterbalance one another, so
of a temperature dependence of the molar absorption coefficientthat the contribution of reaction R2 can be regarded as being
€600 nm for COs™, should be applied to part of their pulse rad- approximately independent of temperature over the range 25
iolysis measurements. Such a correction would result in values300 °C. The deterministic diffusionkinetic model developed
for g(OH) 7, 13, and 18% greater at 100, 200, and 300 by SWBf43 predicts about the same variations, but the
respectively, than the experimental results shown in Figuf® 1b. contribution of the g, decay in reaction R1 is found to vary
Below 150°C, the experimental data fa(H,O,) have a less (-1.13 to—0.36) with temperature.
temperature dependence parallel to that of our simulated values 3.1.2. Production and Fate of Hydroxyl RadicaBverall,
but are 20% higher (Figure 1b). Above this temperature, the the yield of OH radicals increases linearly up~+a50°C and
only available measurements of Kent and Sfmsresent a then exhibits, while still increasing, a slight downward curvature
downward inflection, unlike the simulated curve. These latter as the temperature is further increased (Figure 1b). The three
authors® consider, however, that their measurements probably main reactions involved in the decay of OH are listed below in
provide a lower limit forg(H.O,). In addition, at elevated  order of importance at 25, the second reaction (R7) becoming
temperature, thermal decomposition of;34 may render predominant above-100 °C (see Figure 2b):
experimental results unreliabié. B ~
3.1. Contributions of the Various Reactions to the Radi- €yq+ OH— OH
olytic Yields. As already mentioned, the initial yields of the Ag(OH) = —-1.5t0—0.2 from 25t0 300C  (R1)
radiolytic species (before “contact reactions”) are assumed in OH + OH— H.O
our simulations to be independent of the temperature. Hence, g

temperature range) (R2)

the variations of the yields of the various species with temper- Ag(OH) = —1.24 to—0.64 from 25 to 300C  (R7)
ature only result from those reactions involved in their formation

or decay. Computer simulation enables us to determiren- H+ OH—H,0

titatively the temperature dependence of each reaction. As AG(OH) = —0.44 to—0.15 from 25 to 300C  (R8)

mentioned above, the 14 reactions listed in Table 2 are those
that contribute for more than—12% to the primary yields of Because all those reactions are partially diffusion-controlled with
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Figure 2. Contributions of the reactions listed in Table 2 in the
cumulative yield variationdg (in part./100 eV), over the range 16—

1077 s, of (a) hydrated electrons, (b) OH radicals, (c) H atoms, (d)
H,0,, and (e) molecular hydrogen, as a function of temperature. For
the sake of clarity, the contributions of reactions R13 and Rb{@d)
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Two of these reactions, reactions R8 and R6, are mostly
responsible for the temperature dependenagldj. A striking
feature of the results is that reaction R6, whose contribution is
negligible up to~150 °C, should not be neglected at higher
temperatures. The overall effect is a linear increase in the H
atom yield with temperature.

3.1.4. Production and Fate of Hydrogen Peroxidiae three
main reactions involved in the formation and decay oDk
are listed below in order of importance at 26 (see Figure
2d):

OH+ OH—H,0,

Ag(H,0,) = 0.62 to 0.32 from 25 to 308C
€T H0,— OH + OH"

Ag(H,0,) = —0.11 to—0.05 from 25 to 300C (R5)
H" + HO, — H,0,

Ag(H,0,) = 0.02 to 0 from 25 to 300C

(R7)

(R11)

In the whole temperature range, hydrogen peroxide is formed
mainly by the reaction R7 of the OH radical with itself.
Moreover, the contributions of all those reactions decrease, in
magnitude, almost linearly with increasing temperature. The
overall effect is a linear decrease in the yield ofCGd with
temperature (Figure 1b).

3.1.5. Production of Molecular Hydrogeihe three main
reactions involved in the formation ofoHare listed below in

are not shown in the figure because they are lower than 0.06. In the order of importance at 25C, the second reaction R3 becoming

case of reactions involving two identical species, Mgevalue that is

shown accounts for the fact that each reaction eliminates two reactants.
The bold solid lines represent, for each species, the sum of the

contributions of all reactions that are involved in the decay or formation
of the species in the considered time interval. The “initial” yields of
the various species, that is, the yields that we haveldt '3 s before
any reaction has occurred, are given in Table 3.

predominant above 5%C (see Figure 2e):

€qt H—H,+OH"
Ag(H,) ~ 0.15 (nearly constant over all the
temperature range) (R4)

rate constants that vary less with temperature than the diffusion€q + €4 Hz + 20H"

coefficients of the individual species, the decay of the OH
radicals is reduced as the temperature incredsB#s a con-

Ag(H,) = 0.12 to 0.26 from 25 to 30TC (R3)

sequence of this, more OH radicals are available to escape thed + H —H,

spur andg(OH) increases with temperature, which is what we
observe. According to the SWB modé&t3the self-reaction R7
remains predominant in the whole temperature rafggQH)
—1.52 to—0.55 from 25 to 300°C], whereas for reaction
R1, Ag(OH) varies from—1.12 to—0.35. The contribution of
reaction R8 is even less important@.18 to—0.066).

3.1.3. Production and Fate of Hydrogen Atorfike four main
reactions involved in the formation and decay of H atoms are
listed below in order of importance at 2& (see Figure 2c):

eq+tH —H
Ag(H) ~ 0.47 (nearly constant over all the
temperature range) (R2)
H+ OH—H,0
Ag(H) = —0.44 t0—0.15 from 25 to 300C
€q+t H—H,+OH"

(R8)

Ag(H) ~ —0.15 (nearly constant over all the
temperature range) (R4)

€+ H,0—H+OH

Ag(H) = 0 to 0.16 from 25 to 300C (R6)

Ag(H,) ~ 0.015 (nearly constant over all the
temperature range) (R10)

The only cumulative yield variatio/Ag(Hz) which ap-
preciably depends on temperature is that due to reaction R3: it
increases linearly up te-150 °C and then remains almost
constant above 20€C. Although theAg(H,) value resulting
from reaction R4 is nearly constant over all the temperature
range, a closer examination indicates in reality that it displays
a small decrease with temperature above 20QFigure 2e).

The overall effect is a linear increase in the yield of Wth

temperature and a slight decrease above°ZD0 his behavior
contrasts somewhat with the experimental datg(bif), which

show a continuous increase over the range-280 °C (see
Figure 1a).

The increase ig(H) with temperature can be explained on
the basis of the competition that takes place between intraspur
reactions R3, R4, and R10, which are diffusion- or near-
diffusion-controlled, and reaction R1, which is reactivity-
controlled rather than diffusion-controllé¥42 Under those
circumstances, the fraction of gthat is removed by reaction
R1 becomes less as the temperature increases, which leads to
more hydrated electrons available to either react in reactions
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R3 and R4 (responsible for the majority of the eld) or
escape into the bulk solution (see section 3.1.1). As a conse-
quence of this, the overall effect is that the yields wad H
increase with temperature.

Our Monte Carlo simulations were used to quantitatively
investigate such an explanation and showed that the situation
is complex. First, the bimolecular reaction O;q envolves
Coulomb repulsion between two hydrated electrons, which
increases with temperature due to the decrease of the dielectric
constant of water (see section 2). This leads to the saturation of
Ag(H2) due to reaction R3 above 20C (see Figure 2e). The L
sensitivity ofg(Hz) on this effect is discussed in section 3.2.1. [
Second, reaction R4 is not truly diffusion-controlled since its L (®) ' ‘ ‘
rate constant follows an Arrhenius relationship with an activation > F " . - T : T
energy of 14 kJ/mol, which is less than that for self-diffusion - ]
in water?” That the temperature dependence of this reaction I ]
does not scale with that of self-diffusion of water could explain 1
the decrease with temperature of the extAgt{H,) for this s
reaction, as Figure 2e shows. Our simulations, which take into [ (©)
account those elements as realistically as possible, thus fail to 0 .
fit satisfactorily the experimental data. 0 100 200 300

Much attention has been devoted in the literature to under- Temperature (°C)

standing the experimental steady increasg)(éf,) with tem- Figure 3. Sensitivity of our Monte Carlo simulations to the temperature
perature, but the question remains open. To reproduce this resuliependence of the rate constaky) (for the bimolecular reaction of
quantitatively, SWB?° assumed that the efficiency of one of the €, (reaction R3). The different simulated yield results (in part./100
dissociation decay channels for excited water molecules, namely,eV) at 107 s for (a)g(€,y). (b) 9(H2), and (c) B(H) + g(Hz)] over the

H,O" — H, + O('D),** was temperature-dependent, so that the range 25-300°C, obtained for thre_e sglected temperature dependences
initial yield of H, (before “contact reactions”) increases with  Of ks(T), are shown as the following lines:- - - -, ky(T) modeled by

- ) the Smoluchowski equation (eq 3});, ks(T) modeled by the Debye

temperature. The authors founded their assumption on the ) ) .
dimi?mtion of hydrogen bonding in liquid watee at high cduaton (egs 4 and 5); and - ki(T) as determined by Christensen

y_ 9 .g a g and Sehested (ref 46). The error bars show the 95% confidence intervals
temperatures, which could possibly lead to a decrease of theof the simulation results. Symbols, representing experimental data, are
so-called “cage recombination” of geminate pafrslowever, the same as in Figure 1.
they did not put forward any physical mechanism that would . . _
justify such a possible change in the temperature dependencescreened Coulomb interaction from the othey, and that
of the relative contributions of the various dissociative decay consequently Coulomb forces are overestimated in reaction R3.
channels for HO*. In the present study, we explore two In the limiting situation where the Coulomb interaction between

alternative explanations and test them through our Monte Carlo the two g, would not perturb at all this reaction, the temper-
simulations. The first one consists of accounting for the ature dependence of the rate constantould be modeled by
screening of the Coulomb forces between the two hydrated the Smoluchowski equation (eq 3), which applies to diffusion-
electrons in reaction R3, whereas the second one involves thetontrolled reactions where Coulomb forces do not come into
possible temperature dependence of the electron thermalizatiorP!2Y (S€€ section 2). This reaction rate constant was introduced
distances (see sections 3.2.1 and 3.3, respectively). in our I\/Jonte (_:arlno S|mu_lat|_ons. The re;ultlgg/alues obtained
3.2. Sensitivity of the Results to Reaction Rate Constants. zor the reducmg species,g H, and K in the range 25300
Due to scarce or even contradictory experimental data, the c are shown in Flgures 3{’30’ where they are compared with
curves giving the temperature dependence of several of theexpenment and with the yields computed wit(T) modeled

reaction rate constants that intervene in the calculations are noggetzethg?bzvileeguggglr:)r(r?k?sfcicaensdasr;esﬁgt Ta?kLgr? ﬁ% gci?)r:ﬂ?te
precisely known. In some cases, very different curves can ’ ’

equally fit the experimental data, so that there is a large 9(H2) and B(H) + g(H2)] are enhanced, angle, ) is dimin-

uncertainty in the rate constant values at high temperatures. F0|JdShed' The Iat[geTt eﬁ;e((:jt 'f Obta'n?d OiHo), ‘g’h'Ch no Iortlgﬁr h
this reason, it was important to estimate the impact of this ecreases at elevated temperatures and now matches the

uncertainty on the calculated radiolytic yields. In addition, by experimental data q6u|te well (Figure 3b). .
comparing those results to experiment, it is also possible to The results of ‘?3' who reported an abrupt drop in Fhe rate
determine what the temperature dependence of a given reactiorfOnStant of reaction RB. above 150, need 1o be confirmed,
rate constant may be. as they may be a_functlon of the pH of the s_o_lu@Fo‘H a_nd as
- B ] ) ) CS'* obtained their data under alkaline conditions. Diffusion

3.2.1. g, t €,y Reaction.The data relative to the bimolecu-  kinetic modeling calculatioi of the spur reactions in near-
respects: (i) the lack of any ionic strength dependence, as wasnot occur because when it is incorporated in the model, a sharp
demonstrated by Schmidt and Bartelst room temperature and  gownward discontinuity ing(H,) is predicted, which is not
(||) the abrupt drop in the value of the rate constant above 150 observed experimenta"y. Moreover, SW%ported that when
°C, as reported by Christensen and SehéS(edreafter referred  they use the data of @%for reaction R3 in their spur diffusion

to as CS). o . . ~ model, the calculated temperature-dependgwalues for g,
The lack of ionic strength effect in the disproportionation H, and H show a characteristic inflection at 185G that is also
reaction of g, could indicate that each hydrated electron sees a not observed experimentally.

g (part./100 eV)

T
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Assuming that the rate constant of the disproportionation
reaction of g, determined by C% is valid for neutral pH
water up to 15C°C, its value at higher temperatures had to be
extrapolated” Unfortunately, C%® assumed in their analysis
of the kinetic data that the molar extinction coefficient gf &
its absorption maximum was constant with temperature, whereas
Elliot and Ouelletté! later found that it decreases with tem-
perature and so corrected the temperature dependence of the
rate constant reported for this reaction. Up to 180 the
corrected data obey the Arrhenius relationship with an activation
energy of 20.3 kJ/mdl7*t Assuming that reaction R3 is
diffusion-controlled, extrapolation of these data above 150
has been modeled using the Debye equation (eqs 4 afid 5).
Except when otherwise stated, this modeled rate constant was
used in our Monte Carlo simulations over the whole temperature
range.

When the rate constakg(T) thus modeled was incorporated
in their calculations, SWE no longer observed an inflection
at 150°C in the yields for §q H, and H. However, to explain
the observed increase g(H,) above 200°C, these authors
included a temperature-dependent sourcepfjdnerated from 0
the fragmentation channel of,@* into H, + O(D) during the
physicochemical stage (see section 3.1.5). The temperature Temperature (°C)
dependence of(H) formed by this latter process was deter- Figure 4. Sensitivity of our Monte Carlo simulations to the temperature
mined so that the total Hyield fitted the experimental data.  dependence of the rate constarksandk,) of reactions R1 and R2.
There is, accordingly, no surprise that SWHo not observe a  Simulated yield results (in part./100 eV) atIG for (a) g(e;(,g, (o)
decrease ing(Hy) at elevated temperatures and correctly 9(OH), (c)g(Hz), and (d) p(H) + g(Hz)] over the range 25300 °C

reproduce the linear increase exhibited by the experimental data."é‘g?J ast?(?:"?e :Sz)trl‘g i;%"gv‘ggga'tii:‘/ees;tibg;'%nmé’::g; (SbKJt/rr]T?oI’)\lg)rlsjs
. To_ confirm the findings of deterministic spur diffusien ke(T) as determined by Elliot (ref 27) - -, ky(T) modeled by the Noyes
kinetic models, the temperature dependencks(if) as deter-  equation (eq 2) using a negative activation energ$.6 kJ/mol) and

mined by C%°in the range 25300 °C was incorporated in  ky(T) as determined by Shiraishi et al. (ref 47); and ..k(T) modeled
our Monte Carlo simulations. The resulting simulatedalues by an Arrhenius relationship with an apparent activation energy of 7.92
for e, H, and h are shown in Figure 3. While the calculated kJ/mol andk(T) as determined by Elliot (ref 27). The error bars show
yields of the “oxidizing” speciesg(OH) andg(H»0,), hardly the 95% _conflden(_:e intervals of the S|mulat|on_res_ults. Symbols,
change (within implied uncertainties; results not shown here), representing experimental data, are the same as in Figure 1.

d(&y, 9(H2), and P(H) + g(H)] are strongly influenced by
the abrupt drop inks(T) around 150°C; at this point, they

g (part./100 eV)
[\
)
C

0 l(I)O 2(‘)0 300 0 100 200 300

In consequence, the use of the temperature dependekgaof
e T T
suddenly deviate sharply from experiment and also from the reported by Elliot” seems to be justified, judging from the good

simulated yields obtained with the rate constaT) modeled agreement obtained between simulations and experiment.
either by the Smoluchowski equation or by the Debye equation. 3.2.3. §; + OH Reaction.The rate constantk() for the

In contrast tog(H,) and [g(H) + g(H2)], which show sharp reaction of hydrated electrons with hydroxyl radicals (reaction
downward discontinuitiesg(e,) is enhanced above 15T. R1), which was studied by Elliot and Ouelletfecould only

As one can see, simulateg{H,) values are well below the be estimated up to 15TC. These data could be fitted to eq 2
experimental data, which confirms that #€T) values reported Dy using a negative activation energy3.5 kJ/mol), but the fit

by CS' are inappropriate in near-neutral pH water at temper- Was not convincing’ However, as they stand, the data could

atures above-150°C.48 also be fitted to an Arrhenius relationship with an apparent
3.2.2. g, + H* Reaction.The rate constarky(T) for the activation energy of 7.92 kJ/mol; in this case, the rate constant

reaction of g, with the proton (reaction R2) has been investi- vallée aflsogc isky = 1.4 x 10" M~ s™* instead of 6.3x

gated in aqueous solution between 25 and 5y Shiraishi 10 M~ s™* when the Noyes equation is used to fit the

et al*’ and Elliot et ak”28 The Arrhenius plot of the data  €xperimental dat&*' As it is possible that reaction R1 is one

reported by Ellic¥” does not exhibit the concave upward Of those hydrated electron reactions where the temperature
curvature observed by Shiraishi et‘ain the temperature region ~ dependence of the rate constant actually decreases gradually
above 150C. In the present paper, we determined the sensitivity With temperature above a certain temperafdiae Arrhenius

of our simulated yield results on variations in the value of the fit must be considered an upper bound for temperatures above
rate constant for this reaction. The resulting calculgtedlues 150°C#" As before, the sensitivity of our simulated yield results
for e,; OH, H,, and H, for both reported temperature depend- On variations in the value df, can here be determined. Both
ences ok,, are compared with the experimental data in Figure fits for ki(T) were incorporated into our Monte Carlo simula-
4. As can be seemy(OH) andg(H,), as well asg(H.0>) (not tions, and the yields so obtained are compared with the
shown here), are found to be rather insensitive to this parameterexperimental data in Figure 4. If the calculated valueg(H£O,)

over the whole temperature range. As expected, when the(not shown here) are found to be insensitive to this parameter
temperature dependence for the rate constant as determined bgver the range 25300 °C, it can be seen in the figure that
Shiraishi et af’ is usedg(e,y) presents a downward curvature, those ofg(e,y), 9(OH), g(H2), and g(H) + g(H2)] are all
instead of a steady increase, ag(H) + g(Hz)] increases much  slightly diminished when the Arrhenius fit is introduced in the
faster with temperature than what is observed experimentally. simulations, but not enough to determine which temperature
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dependence fok; should give the better fit. Throughout this
article, ky(T) was modeled by the Noyes equation (eq 2).

3.3. Sensitivity of the Results to the Temperature Depen-
dence of Electron Thermalization DistancesBased on the
simple relationMFP = 1/(oN) already discussed in section 2,
if scattering cross sections of subexcitation electrons were @
constant, then their thermalization distances would be inversely
proportional to the density of pressurized water, which decreases 1 T T i T " T

[N VS Y
LD B L B B I

—_

with increasing temperature. However, because the degree of % r 1
structural order diminishes as the temperature of water is S - 1
increased, the scattering cross sections of subexcitation electrons S L ]
are expected to increase with temperaf@ré;?°2lresulting in = r ]
a decreaseof electron thermalization distances. It is difficult N - (b) .
to estimate to what extent order might affect thermalization s oL . ! : | s ! ]

distances, but this effect could be strong enough to reduce those 2
distances significantly.

Different temperature dependences for the electron thermal-
ization distancesr{,) were therefore incorporated into our 1
simulations to determine their impact on the radiolytic yields.
Besides the reference case (b) whegevalues were kept

LI S B B

NS B RS |

constant with temperaturé) (three other temperature depend- 0
ences (a, c, and d) were tested, namely: 0 100 200 300
Temperature (°C)
p(25°C)

Figure 5. Sensitivity of our Monte Carlo simulations to the temperature
o) dependence of electron thermalization distancgps Simulated yield

wherep is the density of water results (in part./100 eV) at 10 s for (a) g(e,y). (b) g(H2), and (c)
[g(H) + g(H2)] over the range 25300°C, are shown as the following

— o lines: —, ri(t) = rin(25 °C) = constant; - - -ru(t) = rn(25 °C) [p(25
(B) ri(®) = r(25°C) °C)/lp(t)], where p(t) is the density of water at the temperaturén
25°C Qegrees _Ce[sius); ----- , 'n(300 °Cz = _rm(25 °(°:)/2, I'th decreasi_ng
oy Ml ) . . . linearly witht; and— - — - — -, rn(300°C) = rin(25 °C)/4, r, decreasing
(€) rin(300°C) = 2 rin(t) decreasing linearly with linearly with t. The error bars show the 95% confidence intervals of
the simulation results. Symbols, representing experimental data, are
(25°C) the same as in Figure 1.

o (25
(d) rn(300°C) = 4 distribution of g is determined by the distance the secondary

r(t) decreasing linearly with electron travels until it is hydrated (that is, by the thermalization
distance), which may well be strongly temperature-dependent.
In the case (a), no structural order effect was assumed, so thafTheir best fit to experiment was obtained for an activation-
rin values are only affected by the variations in water density controlled increase of the initial spur radius of the hydrated
(see section 2). For the other cases-@lp, order affects in electron (%) from 2.3 nm at 25C to 5.8 nm at 300C and a
varying degree thermalization distances. For the cases (c) andemperature-independent initial spur radius for all the other
(d), the resulting temperature dependencesgfavere assumed  species I°), which is kept at 0.85 nrf
to vary linearly witht. Swiatla-Wojcik and Buxtotf have also scaled the initial spur
Our simulated results are shown in Figure 5 fye,), radii r% and r°, respectively, of g and of the other species
g(H2), and p(H) + g(H2)] only, since the calculated yields (H*, H, OH, H, and HO,), with temperature. In their
g(OH) andg(H20,) are found to be insensitive to the temper- calculations, instead of havingg(t) proportional to the inverse
ature dependence of, over the studied range 25300°C. When of the densityp(t) (see section 2), they used a law p{t)] ~13.
thermalization distances increase with temperature, instead ofThe values 0f°(25 °C) andr°(25 °C) were obtained, for each
being constantgy(e,) is enhanced whereagH) and [g(H) + initial spatial distribution function (Gaussian, exponential, and
g(H»)] are diminished at higher temperatures. As can be seencentral minimum) considered by the authors, by fitting the
in Figure 5, experimental data fe(e,) andg(Hy) are better ~ calculatedg-values to the observed ones at 25. For the
reproduced ifry, values decrease with increasing temperature, Gaussian distribution, for example, the best fit was found with
the temperature dependence (c) appearing to give the best fits/% = 2.3 nm andr® = 0.85 nm}°® the same values as those
For [g(H) + g(H,)], all simulated curves are almost appropriate used by LP® SWB? further noted that the use of a law in
and describe the experimental data reasonably well. The presente(t)] 2 for r(t) results inr% values increasing by no more
simulation results seem therefore to indicate that inclusion of a than 11.5% up to 300C, compared with more than 150% in
temperature effect in,, and therefore in the low-energy electron the model employed by LF.
scattering cross sections, to account for the loss of structural Our result that electron thermalization distances should
order in liquid water as temperature increases, offers a betterdecrease with increasing temperature is in contradiction to that
agreement of the calculated radiolytic yields with experiment. of spur model studies. However, according to our findings, the
LaVerne and Pimblotf have performed deterministic diffu- ~ most sensitive parameter to the temperature dependenge of
sion—kinetic model calculations to show how scaling of the is g(Hz). As already mentioned, [?Plargely underestimated
radii of the initial spatial distributions of the various reactive 9(H2) above 150°C due to the use of CS déteor the rate
species with temperature affects the calculatedlues. As these  constant of the disproportionation reaction gf @eaction R3).
authors pointed out, the temperature dependence of the initialFortunately, they chose to rely og(e,) to determine the

(@) r(t) =r(25°C)
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temperature dependence f. To account for an observed T T T ™
increase ofy(e,,) of ~40% from 25 to 300°C, these authors ‘
had to increasey, by more than 150%¢ Their need for such a
large increase imy, is due to the fact that they underestimated
g(e,y at elevated temperatures. Indeed, as pointed out by
SWB,'9 LP?6 assumed that the reaction betwegpamd OH is
diffusion-controlled, whereas it is now known to be activation-

i34

B ey

g(OH) (part./100 eV)
(98]
T

controlled?”4! As this reaction is an important reaction in the s »C ]
spur, the use of the correct temperature dependence of the rate i ]
constant is expected to change the results. 1F .
In fact, LP® made some ftrial calculations in which the rate 0 [
constants for reactions R1 and R4 were scaled using an 107 10" 10 100 10*° 107 10°

Arrhenius equation with an activation energy of 12.6 kJAthol Ti

instead of the self-diffusion in water(L5.5 kJ/mol). They found ime (s)

that there is no observable effect gfii,) andg(H.0,), whereas Figure 6. Time decay of OH radicals for the radiolysis of liquid water
— . . i i i 2

the yields of g and OH radicals are increased by about 0.25 at 2t 25, 50, 100, 150, 200, 250, and 3UR in the time interval 16"

o 107% s. Simulated yield results are obtained from averages over 150
300 °C. These authof$ also reported that, at 308C, the tracks of 300-MeV protons (average LEY 0.3 keVim) (except at

activation-energy-scaled rate constants of reactions R1 and R4s5 and 5¢°C where the simulated number of proton tracks is 40). The
are 60% of those obtained by scaling to the self-diffusion in error bars show the 95% confidence intervals of the simulation results.
water. However, the rate constant value at 30precommended In the simulations, electron thermalization distanagg ére taken as

by Elliot,2” k; = 6.3 x 101°M 1571 (see section 3.2.3), is9.5 constant over the whole temperature range and equg(25 °C). Note

times smaller than the diffusion-controlled value used byt P that there are, at present, no experimental data reported for the temporal
" variation ofg(OH) at high temperatures with which to compare our

We can, therefore, roughly estimate that the valug(e;(,) results.
~ 2.5 calculated by L for the temperature-independent initial
spur radiug® = 2.3 nm was probably underestimated by about
1.4 at 300°C. This is consistent with the extertg(e,,) of
reaction R1, which decreases (in absolute value)~dy3
between 25 and 30T (see section 3.1.1 and Figure 1a) instead
of remaining approximately constant for a diffusion-controlled
reaction. This also explains wig(OH) is greatly affected by
variations in the value af in the LP model (increase 6f0.57

for a 150% increase in%),?® which is in disagreement with %
our finding (increase 0f0.04 for a 100% increase in,). In =
fact, in our case, reaction R1 is completely quenched at 300 §
°C, so that the same relative variation in thg value of this g
reaction has little impact og(OH) andg(e,y). On that account, :U
we find that about 70% of the variations gfe,) induced by a %)

decrease imn comes from reactions of gwith itself (reaction
R3), whereas about 15% and 10% come from reactiongqof e
with OH radicals (reaction R1) and H atoms (reaction R4),
respectively. This is not the case for Esince reaction R3 is
completely quenched at 30C due to the use of CS data.

Since SWB?® have introduced a temperature-dependent initial
yield of H, to fit the experimental g(k values above 200C . . . . .
(see sections 3.1.5 and 3.2.1) and since the remaining radiolytic o0t 10t 107 100 107 10¢
yields are probably not sensitive enough to discriminate between Time (s)

= : 0

Zns(yg:tSIB;(r)egZirgf;;;\llt&é?rmr?]?):jaet?r;)eré:(L:I:iL(;'?o/:]gpsrtg)jl(écr)lot beFigure 7. Sensitivity of the time Fiecay .of hydrated electrons at 25,

= ’ . 0, 100, 150, 200, 250, and 300, in the time range 10°-10°s, to
sensitive enough to determine the temperature dependence Ofhe temperature dependence of electron thermalization distanges (
the radius of the initial spatial distribution of gwithin the (@) rn(t) = rin(25°C) [p(25 °C)/p(t)], wherep(t) is the density of water
spur. at the tempzratureg(gig gizgreeéSCe(IS;zs); gb)h(t) = rth|('25 °(|:) :.th
. _ . . constant; an °C)=r ° ,I'nh decreasing linearly wi
3.4. Time Decays of g and OH Radicals as a Function t. Note that, f(()crnlthrge sake of gomparisont,hﬂyevaluesgat 25°Cyare

of Temperature. Figures 6 and 7b show, respectively, the taken to be the same for the three considered cases, so that the temporal
results of our Monte Carlo calculations for the time-dependent yariation of g(e;) at 25 °C can be viewed as a reference curve,

yields of OH radicals and of hydrated electrons, over the range identical in the three figures. The error bars show the 95% confidence
10-12-107% s, assuming that electron thermalization distances intervals of the simulation results. There are at present no experimental
do not depend on temperature. Due to the fact that “contact data reported for the temporal variationgt€,) at high temperatures
reactions” are less important when the density of water is With which to compare our results.

smaller, the yields of both OH radicals ang, at ~1071? s contributions in the OH and,gyield decays (reactions R1, R2,
(after “contact reactions” have been allowed to take place) R3, R7, and R8) occur generalBssas temperature is increased
slightly increase as temperature increases (see Table 3). After(see Figures 2a and 2b), so tigfOH) andg(e,, decay less
~10711s, bothg(OH) andg(e,) start decreasing with time. As  rapidly at higher temperature. After10~7 s, the yield of
discussed in previous sections, the reactions making the largeshydrated electrons decreases dramatically at high temperatures

[ r,(300°C) =r, (25 °Cy/4

O = N W R O~ N W R L OO = N W R O
r ; . -

—_
<
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TABLE 3: Calculated Yields (in part./100 eV) of the perature for three types of spurs: (i) “Type-1 spur” where all
Various Species Present at-10"** s (“Initial” Yields) and at initial spur radii are kept constant at their 26 values (% =

~10712 s (After “Contact Reactions” Have Been Allowed to _ ; Ly "
Take Place) Obtained from Our Monte Carlo Simulations of 2.3 nm,r° = 0.85 nm, see section 3.3); (ii) “Type-2 spur” where

Short (~100 #m) Track Segments of 300-MeV Protons all initial spur radii are temperature-scaled according to the self-

(Average LET ~ 0.3 keVjpm) in Liquid Water, over the diffusion in water (° (300°C) = 10.0 nm,r° (300°C) = 3.7

Range 25-300°C nm); and (iii) “Type-5 spur” where the radius of the initial spatial
t(°C)  gey) 9H) 9(H2) g(OH) g(H02) distribution of g, is determined by an Arrhenius-like scaling

“initial” yields 25-300 536 072 014 611  0.062 [r% (300°C) = 5.8 nm] and the radii of all the other reactive
after “contact 25 513 055 019 574 0092 SPeciesare kept constant. These three dlf_ferent types of spurs
reactions”, 300 524 065 020 6.02 0071 give very different temporal variations ofe,y). For a type-1
at~101%s spur,g(e,,) decreases with increasing temperature over most of
(above 156-200°C), due to the reactions ofgwith H,0 and the time range studied, but for temperatures greater than 150
with H* ions homogeneously distributed in the solution (see °C. less & decay is observed after107° s, so thatg(e,)

top of section 3). exhibits a minimum around 15C. This is due to the quenching
Figures 7a7c display the influence of the temperature Of the self-reaction of the hydrated electron resulting from the
dependence ofy, on the time-dependent yields of gin the use of CS dat# for the rate constant of this reaction (see section
q

range 1021076 s. It should be noted that the valuesrgfat 3.2.1). Changing the radii from a type-1 to type-2 spur
25 °C are taken to be the same for the three figures, whereasCompletely reverses the relative temperature dependence of
they increase with temperature in Figure 7a, remain constantd(€;) at subnanosecond times; for a type-2 sp(e,y) in-

(at their 25°C values) in Figure 7b, and decrease in Figure 7c. creases with increasing temperature over the whole time range.
This latter figure shows that, due to the decreasg,jthe decay A type-5 spur gives results similar to that of a type-2 spur, except
of g(e,) at 300°C starts earlier than what is observed a5 that the variations of the computed yields with temperature are
As a consequence, the set of decay kinetics,gbbtained in somewhat less pronounced. As already mentioned, afGp0
this case (Figure 7c) significantly differs from the other two the decrease in the initial spur radius of hydrated electrons from

sets (Figures 7a and 7b). The earlier start of thedecay ~ 10-0 nm (type-2) to 5.8 nm (type-5) leads to a fasfgecay
kinetics is expected since a decrease in thermalization distance&inetics and a larger decreaseggg,) with time.

implies that electrons get hydrated closer to the other reactive

species; as a result, (i) less time for diffusion is required before 4. Conclusions

encounters occur and (ii) encounters are more probable so that ) _ ) _
more intraspur reactions involvinggtake place. Indeed, as I this paper, Monte Carlo simulations were used to inves-
can be seen in Figure 7c, at subnanosecond tirges, tigate the gffects of temperature on the primary y!egsisla(lues)
decreases with increasing temperature. There is subsequently & the radical and molecular products of thoe radiolysis of pure,
reversal of behavior, the(e,,) decay curve obtained at 30C deaerated liquid water over the range-ZB0°C. To reproduce
crossing above the corresponding curve af@5around 10° the effects oiffCo y-radiolysis, the initial energy deposition
s. Hence, in the time intervat10°—107" s, g(e,,) increases (prior to 10" s) was approximated by considering short
as temperature is increased. Unfortunately, there are at preserﬁegmentsﬁelOOym) of 300-MeV proton tracks, corresponding

no data reported for the decay gf,at high temperatures with to an average LET obtalne_d m_the S'mU|at'OnSA€ﬁ.'3 kgV/
which to compare our results. um. The independent reaction times (IRT) approximation was

Based on these results, it appears that experimental studie§Ubs‘e.quently used. to smula}e the npnhomogeljeous chemical
on the time dependence gfe,) as a function of temperature evolution of the various reactive species formed in these tracks
al i i 12 n
would be most valuable as they could give information on the atthe end of the physicochemical stagd 0"**s). Ourg-values

temperature dependencergf Indeed, electron thermalization for the ““?duc_'”g" (g‘}’ H, and H) and “oxidizing” (O_H_a_nd
distances in liquid water at 25 used in this work®:7 were H»0,) radiolytic species, calcul_atgd at10s after the ionizing
scaled so that the time dependence of the yield of hydrated €Vent, suggest an increase gfe,y, 9(OH), and p(H) +
electrons fitted the available experimental @ata>+53between  9(H2)] and a decrease ig(H,0;) with increasing temperature,
~30 ps and 160 s5* Given experimental data, such a scaling [N agreement with most of the available experimental data over
could therefore be applied at different temperatures to determinethe whole range of temperature.
the temperature dependencergf The sensitivity of our calculateghvalues to the rate constant
Swiatla-Wojcik and Buxtotf also studied the time-dependent values of the most important spur reactions and to the temper-
yields of e, and of OH radicals as a function of temperature. ature dependence of electron thermalization distances was also
Their results for the hydroxyl radical are in good agreement examined. We confirmed, in particular, that the temperature
with those obtained here (Figure 6). As for thg yeld decay dependence of the bimolecular self-reaction gfees reported
curves, they are similar to those presented in Figure 7c, which by Christensen and Sehesteis inappropriate in near-neutral
correspond to the case of decreasing electron thermalizationpH water at temperatures above T&D The present calculations
distances as temperature increases. This could be due to thehow that the yields of & H, and B are dependent on the
fact that thery, values used by SWBremain small at elevated  thermalization distances of subexcitation electrons. The best
temperatures (see section 3.3). It should also be noted thatagreement with experiment is found to occur when the distances
reactions of g with the medium have not been incorporated in  of electron thermalizatiodecreasawith increasing temperature,
the model developed by SWB,sog(e,,) does not decrease at ~ a result that is at variance with the predictions of previous
high temperatures betweerl0~7 and 10° s (see top of section  deterministic diffusior-kinetic modeling studie¥>?6 Physically,
3). such a decrease in, as the temperature increases could be
LaVerne and Pimblotf have also examined the time- linked to an increase in the scattering cross sections of
dependent yields of hydrated electrons as a function of tem- subexcitation electrons that would account for the corresponding
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decrease in the degree of structural order of water molecules
due to the increasing breaking of hydrogen bonds with tem-

perature.

The impact of the lack of ionic strength effect in the
bimolecular self-reaction of ;¢ has also been estimated by
modeling the temperature dependence of the rate congant
by the Smoluchowski equation, which applies to diffusion-

controlled reactions where Coulomb forces do not play any role.

Results of simulations show that the variations of ghealues
with temperature, and especially that gfH,), are better
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Finally, the time-dependent yields of.,eand OH radicals
have been given as functions of temperature, in the rangé-410

106 s. The major conclusion to be drawn here is that the

temporal variation ofy(e,) at elevated temperatures is sensi-
tive to the temperature dependencefExperimental studies

of the decay of hydrated electrons as functions of time and
temperature could therefore be a very useful source of informa-

tion on the thermalization of subexcitation electrons.
The good overall accord of our calculated yield values with

the experimental data available from the literature demonstrates

that Monte Carlo simulation methods offer a most promising

avenue at present to further develop our understanding of

temperature effects in the radiolysis of water. Currently, work
is in progress at our laboratory to calculate ghealues in liquid
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