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The structural dependence of the coupling constant in a series of [L3Cu(µ-C2O4)CuL3]2+complexes is analyzed
by means of ab initio difference-dedicated configuration interaction (DDCI2) calculations on the model (µ-
oxalato)bis[triamminecopper(II)] cation, [(NH3)6Cu2(µ-C2O4)]2+, in which the nitrogen-coordinated ligands
have been substituted by NH3. Two types of geometrical structures have been considered: three differentC2h

geometries and four crystallographic centrosymmetric geometries taken from [(Et5dien)2Cu2(µ-C2O4)](BPh4)2

and [(Et5dien)2Cu2(µ-C2O4)](PF6)2 (Et5dien) 1,1,4,7,7-pentaethyldiethylenetriamine), [(tmen,2-MeIm)2Cu2-
(µ-C2O4)](PF6)2 (tmen ) N,N,N′,N′-tetramethylethylenediamine and 2-MeIm) 2-methylimidazole), and
[(dien)2Cu2(µ-C2O4)](ClO4)2 (dien) diethylenetriamine). The results show that the antiferromagnetic coupling
is strongly underestimated when pure DDCI2 calculations are performed, but when the CI space includes the
relaxation of the oxalato-copper charge transfer, quantitative agreement with the experimental results is reached
with an error smaller than 5 cm-1. The role of the external ligands in the model is also discussed by means
of broken symmetry DFT calculations. At this level of theory, a very different influence of the ligands is
predicted by different exchange-correlation functionals. Therefore, the use of DFT to investigate this effect
should be considered with caution.

1. Introduction

Among the large number of transition metal polynuclear
complexes with weak interactions between the metallic centers,
many bridged copper Cu(II) binuclear compounds with a wide
variety of bridging ligands (chloro,1 azido,2 hydroxo,3 oxalato,4

etc.) have been described that show a strong dependence
between the magnetic behavior and the structural factors such
as the copper coordination, the nature of the external ligands,
the geometrical structure of the Cu-bridge-Cu unit, etc. From
the early seventies5,6 successful qualitative interpretations of the
magneto-structural correlations were established for copper
dimers. In the eighties, first quantitative approaches to evaluate
the exchange coupling constant also dealt with copper binuclear
complexes: a second-order perturbative treatment was proposed
by de Loth et al.7 for biradicals, giving reasonable agreement
with experiment for a number of bridged copper dimers.
Noodleman’s broken symmetry approach8 was also applied to
this family.

Among copper dimers,µ-oxalato Cu(II) binuclear complexes
constitute a very rich family since there is a wide variety of
compounds with different external ligands.4,9-13 Most frequently,
copper is pentacoordinated,9-13 in complexes with [L3Cu(µ-
C2O4)CuL3]2+ generic formula, where L3 stands for external
ligands, from three monodentate to a single tridentate ligand,
usually coordinated by nitrogen or oxygen centers. In parallel
with the volume of experimental information,µ-oxalato Cu(II)
binuclear complexes have also been favored by the attention of
theoreticians at different levels of theory.5,14-16 A particular
subset of the synthesized compounds belonging to this family

involves a variety of aminic ligands. Several complexes of this
type have been crystallographically and magnetically charac-
terized.9-12

To fit the experimental susceptibility versus temperature data,
the spin interaction is usually described through the phenom-
enological Heisenberg Hamiltonian:

where Ŝ1 and Ŝ2 are the local spin operators andJ is the
exchange coupling constant. The energy difference between two
states ofS andS - 1 total spin is given by

In this formulation, a negative value of the coupling constant
indicates antiferromagnetic coupling, usually interpreted through
Anderson’s17 superexchange mechanism. Other terms such as
biquadratic exchange terms may be added to (1) to obtain better
data fitting. Only when the contribution of these additional terms
becomes important may the energy transitions deviate from
expression (2).

The theoretical estimation ofJ consists thus in evaluating
the energy difference between states of different multiplicity.
The magnetic interaction in copper (d9) binuclear complexes
leads to two possible states, a triplet and a singlet, and thus

where S and T stands for the singlet and the triplet states,
respectively. The purpose of the present work is to give an
accurate evaluation of the exchange coupling constant versus
the structural changes in [L3Cu(µ-C2O4)CuL3]2+, where L3 are
N-coordinated ligands, by means of the difference-dedicated
configuration interaction (DDCI2) method.18
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On the basis of the second-order perturbative treatment by
de Loth et al.,7 in previous papers,18-22 we presented a
variational method especially conceived to determine energy
transitions in these and more complex magnetic systems, referred
by the acronym DDCI2 since it is the version specifically suited
for magnetic systems of the more general difference-dedicated
configuration interaction method (DDCI).23 The method starts
by giving a simple zeroth-order description of the energy
difference. Differential second-order contributions are then
added variationally. DDCI2 has been applied successfully to
organic biradicals,20,24 to transition metal binuclear complexes
with different types of bridging ligands,18,21,22and to various
families of ionic solids.25-27 A summary of the DDCI2 method
is given in section 3.

In this paper, the DDCI2 method has been applied to the
model (µ-oxalato)bis[triamminecopper(II)] cation, [(NH3)6Cu2-
(µ-C2O4)]2+, to analyze the structural dependence of the coupling
constant found in a series of [L3Cu(µ-C2O4)CuL3]2+complexes,
in which the nitrogen-coordinated ligands have been substituted
by NH3. Two types of geometrical structures have been
considered: (i) threeC2h geometries that correspond to limit
coordination types of copper as will be discussed in terms of
orbital analysis in section 2 and (ii) four centrosymmetric
geometries for which the structural parameters have been taken
from the crystallographic data of [(Et5dien)2Cu2(µ-C2O4)](BPh4)2

(1)9,11 (Et5dien ) 1,1,4,7,7-pentaethyldiethylenetriamine),
[(Et5dien)2Cu2(µ-C2O4)](PF6)2 (2)9,11and [(tmen,2-MeIm)2Cu2-
(µ-C2O4)](PF6)2 (3)12 (tmen) N,N,N′,N′-tetramethylethylene-
diamine and 2-MeIm) 2-methylimidazole), and [(dien)2Cu2(µ-
C2O4)](ClO4)2 (4)10 (dien) diethylenetriamine). The results are
presented in section 4.

Finally, the effect of external ligands has been studied by
unrestricted Hartree-Fock (UHF) and density functional theory
(DFT) calculations within Noodleman’s broken symmetry
approach8 on the real [(Et5dien)2Cu2(µ-C2O4)]2+ complex and
on the [(NH3)6Cu2(µ-C2O4)]2+ model in the same geometry. It
is worth pointing out that the use of a single unrestricted Slater
(or Kohn-Sham) determinant does not permit us to obtain pure
spin eigenfunctions, instead symmetry-adapted high spin (HS)
and broken symmetry low spin states (BS) are obtained. The
former is a reasonable approximation to the real triplet state
(T) whereas the later corresponds to a fake state whose energy
is midway between the singlet and triplet.28,29In this approach,
the coupling constant for a biradical has to be evaluated through
the expression

with E(BS) andE(T) the energies of the unrestricted spin broken
symmetry low-spin state and of the triplet, respectively, and
Sab the overlap between the magnetic orbitals. Since the alpha
and beta spin orbitals are nearly orthogonal, the equivalent of
eq 4 is

whereE(S) is the energy of the true singlet or

The broken symmetry approach has been extensively applied
to magnetic systems with considerable success16,30although the
choice of the exchange-correlation functional is a delicate point28

and results have to be interpreted with caution.29 The DFT

analysis of the effect of modeling the external ligands is
discussed in section 5.

2. Orbital Analysis of the Magneto-Structural
Dependence

The structures of pentacoordinatedµ-oxalato copper(II)
complexes described in the literature are intermediate between
three limit geometries, depending on the external ligands, as
represented in Figure 1:

(a) a trigonal bipyramid (TBP), in which the trigonal plane
is defined by two nitrogen atoms of the external ligands and
one oxygen atom of the oxalato group, the apical positions being
occupied by the remaining oxygen of C2O4

2- and the nitrogen
of the third external ligand;

(b) a square basis pyramid (NNOO), in which the basal plane
is defined by both oxygen atoms of the oxalato group and two
nitrogen atoms of the external ligands, the axial position being
occupied by the remaining nitrogen external ligand. Both cis
and trans configurations are possible. Since the trans configu-
ration is frequent with H2O ligands in the axial position, this is
the only case considered here.

(c) a square basis pyramid (NNNO), in which the basal plane
is defined by the three nitrogen atoms of the external ligands
and one oxygen atom of the oxalato group, the axial position
being occupied by the remaining oxalato oxygen.

Many previous works have shown that changes in the external
ligands and in the counterion lead to changes in the geometry
of the copper coordination affecting the exchange interac-

Figure 1. Schematic representation of [(NH3)6Cu2(µ-C2O4)]2+ structure,
in the three limit coordinations: NNOO, TBP and NNNO.
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tion.1b,9-13,16 Single electron considerations give a simple
rationale to the trend of variation of the exchange interaction:
Figure 1 shows for the three cases (TBP, NNNO, and NNOO)
the metal orbital interacting with the appropriate symmetry-
adapted lone-pair orbitals of the oxalato group.

In the NNOO structure, the magnetic orbitals can be described
by dx2-y2 symmetric and antisymmetric combinations interacting
with the oxalato bridge. The coplanar topology maximizes the
overlap between the metal and the oxalato group orbitals. The
smallest interaction occurs in the NNNO structure in which the
magnetic orbitals can also be described by dx2-y2 combinations
parallel between them but perpendicular to oxalato bridge.
Finally, in the TBP structure, the magnetic orbitals can be
described by symmetric and antisymmetric combinations of dz2

type orbitals with an intermediate overlap with the oxalato
bridge.

With this qualitative description of the magnetic orbitals and
their overlap with the appropriate oxalato group orbitals, the
magnitude of the exchange coupling constant is expected to
decrease following the trend:

When trying to synthesize the most important variations
between the three geometries with a small number of structural
parameters, it is easy to see that a single parameter, the angle
between two nitrogen atoms in the plane orthogonal to the
oxalato bridge, theR angle defined in Figure 1, summarizes
these changes, sinceR ) 90° in NNOO, 120° in TBP, and 180°
in NNNO. Upon increasingR, the geometry is induced to change
from the NNOO square basis pyramid to the TBP structure and
finally to the NNNO one. In conclusion, asR increases,|J|
decreases. This trend will be confirmed, for the models as well
as the real complexes, by the present results as will be shown
in section 4.

3. CI Method To Evaluate the Exchange Constant

3.1. DDCI2 Method. The DDCI2 method, the reduced
version of DDCI specifically designed for magnetic systems,
is based on the early perturbative work by De Loth et al.7 It
was first derived to evaluate singlet-triplet gaps in biradicals18a

and was later generalized for systems with a higher number of
unpaired electrons.19 The DDCI2 method is based on the
definition of a minimal model spaceS, defined from then singly
occupied “magnetic orbitals”. This model space is generated
by the neutral determinants, in the valence bond (VB) terminol-
ogy, i.e., the subspace of the complete active space (CAS)
generated from then localized orbitals and then electrons
defined with determinants built from different spatial orbitals.
For biradicals such as Cu(II) dimers, in which the copper
configuration is d9, the space would be formally generated by
the neutral determinants|abh〉 and |baj〉 built from the d singly
occupied orbitals, a and b, i.e., Cu(d9)-Cu(d9) determinants.

In the framework of the quasi-degenerate perturbation theory,
it has been demonstrated18a that of all the double excitations
that contribute to the second-order development of the corre-
sponding effective Hamiltonian, only those with at most two
inactive orbitals (occupied or virtual) are significant for the
spectrum. The model space and these double excitations that
contribute to the energy differences define the DDCI2 space,
which is a subspace of the CAS single double configuration
interaction (CAS*SDCI). To include higher orders of perturba-
tion, the DDCI2 space is then treated variationally and the value
of the exchange coupling constant is determined from the

difference between two roots through eq 2. The physical effects
that are considered in the DDCI2 treatment include all the
contributions up to second order as discussed by de Loth et al.:
potential exchange, kinetic exchange, dynamic spin polarization
and charge transfer. The variational treatment, however, intro-
duces higher-order effects which include the contributions
enabling the relaxation of the ionic determinants|aaj〉 and |bbh〉
(i.e., Cu(d10)-Cu(d8) determinants), in the VB terminology, that
appear only at the fourth order. This last effect is important
because the magnetic orbitals are well adapted to describe the
neutral determinants, in which they are singly occupied, but
not the ionic ones, whose energy is largely overestimated.

Complementary determinants are added to ensure that the
wave functions are eigenfunctions ofŜ2 and space symmetry is
also taken into account. Unitary transformations of the active
MOs keep the wave function invariant and the magnetic orbitals
are only needed for a formal purpose because the selection
criterion is based on a VB formalism. The DDCI2 space thus
includes (1) the CAS generated from then unpaired electrons
and then active symmetry-adapted MOs, which are essentially
bonding and antibonding combinations of d atomic orbitals
centered on the magnetic center with small contributions of the
neighbor ligands, i.e., a CAS (2,2) in the present system, and
(2) all singles and doubles on the CAS involving at most two
inactive orbitals, either holes or particles. The main character-
istics of the DDCI2 method may be summarized in four
points: (i) it is a strictly variational method and for this reason
(ii) it is an uncontracted method which allows the external
correlation to modify the coefficients of the CAS; (iii) the
DDCI2 matrix is invariant under rotations of the molecular
orbitals (MOs) in the active, doubly occupied or virtual subsets
and therefore the method takes advantage of working with
symmetry adapted MOs; and (iv) the number of determinants
in the DDCI2 space is proportional to the square of the
dimension of the MO set, instead of to the fourth power as it is
in a CAS*SDCI calculation.

3.2. Role of the Relaxation of the Bridge-Ligand to Metal
Charge-Transfer Configurations. Recently, Calzado et al.31

have shown that in systems in which important charge transfer
from the bridging ligand (BL) to the metal (M) occurs, DDCI2
systematically underestimates the antiferromagnetic coupling.
As is well-known, in the Anderson mechanism the mixing of
the ionic forms|aaj〉 and|bbh〉 with the singlet state is responsible
for the antiferromagnetic coupling. DDCI2 includes this interac-
tion as well as the indirect superexchange mechanism through
BL f M charge transfer. But these authors also observe that
the stability of the singlet increases and the weight of the charge-
transfer configurations is enhanced when increasing the DDCI2
list of determinants with their instantaneous repolarization
(determinants with two inactive holes and one inactive particle,
not included in the original list, i.e., single excitations on BL
f M charge transfer, SLMCT, configurations). The interpreta-
tion of this effect is given in the VB context, since the inclusion
of SLMCT contributions allows a better instantaneous relaxation
of the ionic forms,|aaj〉 and|bbh〉, whose weight is consequently
increased in the singlet state wave function. The energy of the
singlet is stabilized in this way. The CI space has to be enlarged
with these determinants and the resulting space will be called
hereafter DDCI2+SLMCT. A second alternative31b,c is to
perform a complete DDCI23 calculation, which includes all
doubles with up to three inactive determinants and among them
the significant contributions here discussed. Calzado et al.31a

have shown the additional determinants of DDCI not to be
significant for the magnetic exchange coupling. Since the price

|JNNOO| > |JTBP| > |JNNNO|
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of a DDCI calculation is to enlarge the CI space considerably
(the complete DDCI space dimension is proportional to the third
power of the basis set dimension), the generation of the charge
transfer determinants has been implemented in the DDCI/DDCI2
code. As will be shown below, the difference in the results
arising from the repolarization of the charge-transfer contribu-
tions with the oxalato bridging ligand is substantial.

3.3. Molecular Orbital Choice. Since the results may be
dependent on the molecular orbitals (MOs) used in the CI step,
an iterative improvement in the active orbitals has been
proposed23c,d to avoid this difficulty. In this iterative technique
(IDDCI) an average density matrixRh is obtained by adding
the density matrices of the singlet (RS) and of the triplet states
(RT): Rh ) 1/2(RS + RT). Average natural orbitals adapted to
both states are obtained by diagonalizingRh . The method is
completely general and does not depend on the structure of the
CI space used in the calculation. We have used this procedure,
iterating the natural orbitals obtained after the DDCI2+SLMCT
calculation.

4. DDCI2 Exchange Coupling Constant in
[(NH3)6Cu2(µ-C2O4)]2+

4.1. Computational Details.Two series of calculations have
been performed on the [(NH3)6Cu2(µ-C2O4)]2+ complex, the first
one using the limit geometries, corresponding to the highly
symmetric NNOO, TBP, and NNNO structures, all belonging
to theC2h point group, and the second one using the structural
parameters of four centrosymmetric compounds that have been
crystallographically and magnetically characterized. The ge-
ometries of the NNOO, TPB, and NNNO models have been
generated from the crystallographic data of the characterized
complexes, by increasing the symmetry. Table 1 gives the most
relevant parameters. In all DDCI2 calculations, NH3 ligands
have been used to model the external ligands since the
complexes studied have in general saturated amine-type ligands
and the external ligands have little influence on theJ value,
provided that the coordination of the metal and the electro-
negativity are preserved. A discussion of this point is given in
section 5.

All electron calculations on [(NH3)6Cu2(µ-C2O4)]2+ have been
performed by using ANO (atomic natural orbitals) basis sets
with a (6s5p3d1f) contraction for Cu and (3s2p) for the second
row atoms. The external ligands are expected to play a small
role in the magnetic coupling because of the local character of
the interaction. If a DZ basis set is used for NH3 ligands, the
complete DDCI2 calculation is not possible because the size of
the two electron molecular integrals file exceeds the storage
capabilities of our equipment. The truncation of the MO set is
always a delicate problem since in general the energy ordering
is not a good criterion to evaluate the role of the orbitals in the
correlation energy. An alternative giving a rational way for the

truncation is to use projection techniques to concentrate the MOs
playing a small role in the correlation and then to freeze them
at the integral transformation level. In the [(NH3)6Cu2(µ-
C2O4)]2+ complex, the doubly occupied MOs have been
projected onto the occupied MOs of the (NH3)6 fragment as a
whole obtained from a separate calculation. Several tests have
been performed on the models with a small basis set (STO-
6G) for the NH3 groups to analyze the effect on the exchange
coupling constant of truncating the MO set after the localization
procedure. The results reported in Table 2 show that the effect
on J is small, less than 4 cm-1. Within a comparable accuracy,
the reduction of the two-electron integrals file size and of the
CI spaces dimension are quite significant: the size of the
integrals file decreases from 300 to 100 Mb and the dimension
of the CI space from 21000 (DDCI2) and 100000 (DDCI2+TC)
to 13000 and 60000, respectively. This technique makes the
calculation feasible when larger basis sets are used.

In contrast to previous studies using DDCI2, the choice of
the starting MOs has proven to be crucial for the quality of the
results, since the oxalato MOs are very sensitive to the CASSCF
procedure. The MOs implicated in the charge transfer process
are the oxygen lone pairs and copper d orbitals. The MOs quality
when starting the IDDCI optimization is very important for a
fast convergence. To evaluate the size of the active space at
the CASSCF level to get meaningful MOs, several tests have
been performed adding or not the oxalato lone pairs and their
correlation in the active space. This enlarged CAS (10,10)
includes then: the bonding and antibonding d combinations as
discussed previously included in the CAS(2,2), the four sym-
metry compatible combinations of the sigma oxalato-lone pairs
and the four oxalato virtual orbitals of the same irreducible
representations. Nevertheless, it must be pointed out that the
DDCI2 space is in all cases selected from two active orbitals
only, the bonding and antibonding d combinations obtained
when the CASSCF(10,10) triplet is converged. Table 3 shows
the DDCI2 and DDCI2+SLMCT results for the TBP model.
The large increase ofJ suggests that a CAS (10,10) must be
used at this level.

All the calculations until the transformation to the molecular
two-electron integrals have been performed by using the
MOLCAS 4.1 package.32 The DDCI-SCIEL33,34programs have
been used in the CI calculations. In all cases, the lowest triplet
and singlet have been calculated, andJ has been evaluated by
eq 3: E(S) - E(T) ) 2J.

4.2. Extraction of the Exchange Coupling Constant.A set
of calculations on the magneto-structural dependence have been
performed on the three model structures of the [(NH3)6Cu2(µ-
C2O4)]2+ complex indicated in Figure 1: NNOO, TBP, and

TABLE 1: Most Significant Bond Lengths (in Ångstrom)
Used for the Different Models, NNOO, TBP, and NNNOa

model

bond length NNOO TBP NNNO

Cu-Cu 5.495 5.410 5.433
Cu-O1 2.122 2.074 1.962
Cu-O2 2.122 2.074 2.235
C-C 1.570 1.527 1.549
Cu-N1 2.163 2.011 1.983
Cu-N2 2.163 2.139 1.993
Cu-N3 2.042 2.139 1.993

a See Figure 1 for details.

TABLE 2: Effect on J (cm-1) of Freezing the MO Set after
Localization of the Orbitals of the (NH3)6 Fragment at the
DDCI2 and DDCI2+SLMCT Levels, for Two Models, TBP
and NNNO, with a STO-6G Basis Set for the NH3 Ligandsa

complete MO set truncated

model JDDCI2 JDDCI2+SLMCT
b JDDCI2 JDDCI2+SLMCT

b

TBP -8.2 -49.7 -6.0 -53.2
NNNO +0.2 +1.4 +1.0 +2.2

a Starting MOs obtained from a CASSCF (10,10) calculation.
b Iterated MOs

TABLE 3: Exchange Coupling Constant,J (cm-1), of TBP,
as a Function of the Starting MOs

MOs DDCI2 DDCI2+SLMCT DDCI2+SLMCT (IDDCI)

CASSCF (2,2) -6.4 -35.8 -38.3
CASSCF (10,10) -6.9 -49.1 -71.8
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NNNO. All these structures belong toC2h symmetry point
groups. According to the above qualitative analysis, the active
MOs are symmetric and antisymmetric combinations of the
appropriate d orbital of the copper centers with contribution of
the symmetry adapted oxalato lone pairs. Thus, the active MOs
belong to the ag and bu irreducible representations (IR) for TBP
and NNNO and to au and bg IR for NNOO. The singlet and
triplet states are thus1Ag and3Bu for the three models.

The size of the DDCI2 space is around 20000 determinants
in all cases. The results are reported in Table 4. One main feature
emerges from the table: the calculated exchange coupling
constant follows the expected trend. According to the definition
of R (see Figure 1), the antiferromagnetic coupling decreases
with increasingR, i.e. from NNOO (R ) 90°) to NNNO (R )
180°). The last coupling is found to be 0.1 cm-1, at the limit of
the calculation precision, and both states must be considered
degenerate.

In a second step, four geometries corresponding to experi-
mentally described complexes have been used in the calcula-
tions. The geometrical parameters of the oxalato bridge and the
position of the external ligands have been taken from the crys-
tallographic data of a structure very close to TBP, [(Et5dien)2Cu2-
(µ-C2O4)](BPh4)2 (Et5dien) 1,1,4,7,7-pentaethyldiethylenetri-
amine) (1), with R ) 130°, and three intermediate structures
between TBP and NNNO structures, [(Et5dien)2Cu2(µ-C2O4)]-
(PF6)2 (2), [(tmen,2-MeIm)2Cu2(µ-C2O4)](PF6)2 (tmen) N,N,
N′,N′-tetramethylethylenediamine, 2-MeIm) 2-methylimid-
azole) (3), both withR ) 153°, and [(dien)2Cu2(µ-C2O4)](ClO4)2

(dien ) diethylenetriamine) (4), with R ) 160°. A plot of the
[(Et5dien)2Cu2(µ-C2O4)]2+ complex structure in compound1 is
given in Figure 2. The corresponding [(NH3)6Cu2(µ-C2O4)]2+

models will be referred hereafter asM1, M2, M3, and M4,
respectively.

All the structures are centrosymmetric and belong toCi point
group. The active orbitals belong to the ag and au IR. The
dimension of the1Ag and3Au DDCI2 spaces is around 27000
determinants. The results reported in Table 4 show the same
trend as that of the models: the largest coupling corresponds
to the smallestR angle. When compared with the experimental
data, the sign and the trend of the coupling are correctly
reproduced, but all the constants are strongly underestimated.
As mentioned before, this is the same trend as observed in the
calculated exchange constant in ionic solids with important BL
f M charge-transfer contributions to the wave function. The
effect of the polarization on the charge transfer determinants
on the C2h models is dramatic: as shown in Table 4,
DDCI2+SLMCT multiplies the value of the exchange coupling

constant by a factor of around seven. The effect onM1-M4 is
also very significant, since the addition of these determinants
increases the value of the coupling constant by a similar factor.
When comparing these results to experiment, the agreement is
excellent. The addition of complementary determinants only
enlarges the DDCI2+SLMCT spaces by a factor of around 4
compared to the DDCI2 ones, so that the method reaches a very
high degree of accuracy but remains economic.

5. Role of the External Ligands

The role of the external ligands is a matter of discussion16,35

although it is in general assumed that, if the type of coordination
and the electronegativity of the ligands are preserved, they have
minor influence on the exchange coupling constant. From one-
electron considerations35 as well as from DFT calculations,16 it
has been concluded that the largerσ donor character of the
ligands gives rise to stronger antiferromagnetic compared with
NH3 ligands. Since the external ligands of the complexes
analyzed here are tertiary amines, and since it is assumed that
the σ donor character of a tertiary amine is larger than the
ammonia one, the expected result of the comparison is that the
calculatedJ values presented in the precedent section are slightly
underestimated. Higher values are expected if the complete
calculation was possible at the DDCI level. These calculations
are not feasible in the real complexes discussed here, but this
analysis can be carried out by means of DFT based methods
within the broken symmetry approach, as discussed above. To
obtain an estimate of the importance of the error of the DDCI
values induced by the modeling, DFT calculations have been
performed on1 chosen as a representative system.

5.1. Details of the DFT Calculations.Two sets of DFT
calculations have been performed. The first set was carried out
on theM1 model used in the DDCI calculations described in
the preceding section, in which the external ligands are
substituted by NH3 groups. In the second set of calculations
the real ligands of compound1 (see Figure 2) at the experimental
geometry have been considered. For comparison, two different
functionals have been used: the commonly used B3LYP36 and
BF:LYP defined by Martin and Illas.30 Both functionals are of
the hybrid type and differ on the amount of Hartree-Fock
exchange introduced but use the same definition of the correla-
tion functional. B3LYP uses∼20% Fock exchange whereas BF:
LYP uses a 50% mixture of Fock and Becke’s gradient-corrected
exchange functional. Two basis sets have been used in the DFT
calculations depending on whether NH3 or real ligands are
considered. The quality of these basis sets differs only in the
most external atoms. For the complex with NH3 ligands,M1,

TABLE 4: Exchange Coupling Constants,J (cm-1), of
Different [Cu 2(ox)(NH3)6]2+ Structuresa

complex
structure coordination a JDDCI2 JDDCI2+SLMCT Jexp

model NNOO 90 -16.9 -138.6
model TBP 120 -6.95 -71.8
model NNNO 180 +0.1 -1.8
M1 ∼TBP 130 -9.7 -38.1 -37.4b

M2 intermediate 153 -2.1 -13.1 -9.6b

M3 intermediate 153 -1.3 -7.4 -7c

M4 ∼NNNO 160 0.0 -1.7 < |-0.5|d
a The original geometry, the type of coordination and the N2CuN3

bond angle,R (deg), are indicated for each structure. The geometries
M1, M2, M3, andM4 of the complex correspond to the crystallographic
data of: [(Et5dien)2Cu2(µ-C2O4)](BPh4)2 (1), [(Et5dien)2Cu2(µ-C2O4)](PF6)2

(2), [(tmen,2-MeIm)2Cu2(µ-C2O4)](PF6)2 (3), and [(dien)2Cu2(µ-
C2O4)](ClO4)2 (4), respectively.b References 9 and 11.c Reference 12.
d Reference 10.

Figure 2. Structure of [(Et5dien)2Cu2(µ-C2O4)]2+.

Coupling in (µ-Oxalato)dicopper(II) Complexes J. Phys. Chem. A, Vol. 104, No. 44, 20009987



we have used a 6-3111+g basis augmented with an f function
(exponent) 0.5203) for Cu and 6-31G** for C, N, O and H.
For the complex with the real ligands the basis is the same
except on C and H atoms of the most external ligands described
by means of a 6-31G basis. All DFT calculations have been
carried out with the Gaussian98 package of programs.37

5.2. Results.From the summary of results presented in Table
5 several points emerge. The first is that the results obtained
with different exchange-correlation functionals,EXC[F], cor-
roborate the strong dependence of the magnetic coupling
constantJ with respect to the choice ofEXC[F]. In particular,J
increases monotonically with the increase of DFT exchange in
agreement with results reported for a variety of ionic solids.30

This is a well-known effect that arises from the tendency of
LDA, and even GGA, to underestimate the HOMO-LUMO
gap, thus favoring closed shell metallic systems above the proper
biradical character of these compounds. From the comparison
with full CI (FCI) calculations on models28 it has been shown
that B3LYP overestimates the antiferromagnetic coupling when
taking into account the small overlap between the magnetic
orbitals in eq 6. This trend is related to a strong delocalization
of the spin density. Polarized neutron diffraction experiments
on oxamato and oxamido bridged Mn(II)-Cu(II) compounds38

are in line with the observation that DFT predicts too low spin
densities on the metal. According to this evidence, it is expected
that by increasing the Hartree-Fock character inEXC[F], a better
description of the spin density is obtained. This trend is
confirmed by the spin densities reported in Table 6. Since the
spin densities and the Mulliken charges are virtually identical
for both the triplet and the broken symmetry states only the BS
ones are reported.

A second important feature is the strong dependence of the
role of the external ligands on the particular choice ofEXC[F].
Substituting the real ligands by NH3 molecules has a 13% effect
on the UHF calculatedJ which becomes 26% for the BF:LYP
method and reaches 66% for the B3LYP method.39 This
dependence with respect toEXC[F] can also be related to
delocalization, since Table 6 shows that the difference of the
spin density between the model and the real complex increases
from UHF to B3LYP calculations, which induce a larger
delocalization of the spin density toward the external ligands.
The bridge atom spin densities are not significantly changed.
Not easily understood, however, is the trend induced by the
ligands. As argued above, the donor character of the real ligands
suggests an increase ofJ. However, results in Table 5 do not

support this apparently too simple reasoning. The changes in
the net charges on copper and the bridging-ligand obtained from
a Mulliken population analysis do not bring much additional
information, since no noticeable changes appear between the
model and the real complex. The decrease inJ when NH3 are
substituted by real ligands is accompanied by a decrease in the
spin density of the magnetic centers without any noticeable
change in the charge distribution within a given choice of
EXC[F], as shown in Table 6. Hence, it becomes difficult to
decide whether the significant effect of the ligands predicted
by the DFT models has physical significance or responds to
the tendency of these methods to overestimate delocalization
effects. Since the BF:LYP value on the real complex seems to
be in a better coincidence with the experimental one, and since
the coupling constant predicted by this method on the model is
in reasonable agreement with DDCI results, the magnitude of
the effect of the ligands onJ found by this method, around 6
cm-1, seems to be more reliable. Furthermore, from compari-
sons28,40 with exact spin densities on some models shows that
UHF gives the smallest deviation and, among hybrid DFT
methods, B3LYP the largest. As shown in Table 5, at the UHF
level, the effect is really small. This indicates that the values
calculated at the DDCI level would not be significantly changed
if the effect of the external ligands could be included at this
refined level of theory.

6. Conclusions

The results show that the DDCI2 method, which has
previously been proven to give estimations of the exchange
coupling constant in good agreement with the experiment on a
variety of systems, systematically underestimates the coupling
in µ-oxalato-Cu(II) binuclear complexes. Nevertheless, by
enlarging the CI space only with those configurations that
allow the instantaneous relaxation of the configurations con-
nected to the charge transfer excitations from the bridging ligand
to the metal, excellent results are reached. Not only do the
DDCI2+SLMCT results show the expected trend for the
NNOO, TBP, and NNNO models but also the magnitude of
the exchange coupling is quantitatively reproduced for four
[(NH3)6Cu2(µ-C2O4)]2+ model complexes reproducing the ex-
perimental structure. By introducing only this strictly necessary
part of the correlation in a DDCI2+SLMCT calculation, the
amount of computation requirements is limited since the
dimension of the CI space remains small. The localization
technique used before freezing the molecular orbitals of the

TABLE 5: Effect of Modeling the External Ligands on the Exchange Coupling ConstantJ (cm-1) of
[(Et5dien)2Cu2(µ-C2O4)](BPh4)2 (1) at the DFT Level, Using the Broken Symmetry Approach (BS)

broken symmetry

complex UHF BF:LYP B3LYP JDDCI2+SLMCT Jexp

[(NH3)6Cu2(µ-C2O4)]2+, M1 -5.3 -28.1 -148.6 -38.1
[(Et5dien)2Cu2(µ-C2O4)]2+, 1 -4.7 -21.6 -89.5 -37.4a

a Reference 9 and 11.

TABLE 6: Spin Density and Mulliken Charges on [L2Cu2(µ-C2O4)]2+, with L ) (NH3)3, Et5diena

spin density Mulliken charges

complex method Cu O1 O2 Nb Cu O1 O2 N

[(NH3)6Cu2(µ-C2O4)]2+, M1 UHF 0.93 0.02 0.01 0.06 1.56 -0.85 -0.76 -0.92
BF:LYP 0.84 0.05 0.01 0.12 1.37 -0.71 -0.64 -0.85
B3LYP 0.70 0.09 0.02 0.18 1.21 -0.61 -0.55 -0.79

[(Et5dien)2Cu2(µ-C2O4)]2+, 1 UHF 0.93 0.02 0.01 0.07 1.60 -0.84 -0.76 -1.07
BF:LYP 0.82 0.04 0.01 0.14 1.37 -0.70 -0.63 -0.87
B3LYP 0.66 0.07 0.01 0.24 1.18 -0.60 -0.55 -0.75

a The four oxygen atoms in the oxolato bridge are two by two different.b Sum over the three N atoms.
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external ligands allows a considerable reduction of the storage
requirements and is proven to be quite efficient since the
deviation from theJ values obtained in from the full calculation
ones is very small.

The effect of the external ligands is found to depend largely
on the method used, although a reasonable estimate is that the
effect on J is not larger than 8-10 cm-1 in the most
antiferromagnetic complex here presented, hence supporting the
use of simple models and accurate methods, in particular the
DDCI2+SLMCT as described above. However, a point that
remains to be properly understood is the reason the effect
predicted by DFT methods of substituting the tertiary amine-
type external ligands by NH3 is to increase the antiferromagnetic
character in contradiction with the result expected from the
smallerσ-donor character of NH3.
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