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Effect of Water Density on Hydrogen Peroxide Dissociation in Supercritical Water. 1.
Reaction Equilibrium
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Recent experiments showed that the rate of dissociation,0% kh supercritical water (SCW) is density
dependent and faster than its high-pressure limit rate in the gas phase. These observations suggest that water
molecules play a role in this reaction in SCW. We performed density functional theory (DFT) calculations
and molecular dynamics simulations to investigate the role of watep@ Hissociation. We generated the
potential energy surface for,B,—water and OHwater complexes by DFT calculations to determine the
parameters in an analytical intermolecular potential model, which was subsequently employed in the molecular
dynamics simulations. These simulations were performed at different water densities. They provided the
structural properties (pair correlation functions) of dilute mixtures gdHand OH in SCW, from which we

were able to calculate the number of excess solvent molecules and partial molar volumes for each solute. We
used the partial molar volumes for,®, and OH to calculate the reaction volume fog®4 = 20H and

thereby determined the density dependence of the equilibrium constant for this reaction. The results show
that at the reduced temperature Hf= 1.15 (695 K) the equilibrium constant for,8, dissociation is a
function of the water density. The mean value of the equilibrium constant changes by less than 5% between
0.25 < pr < 1, but it decreases by an order of magnitude between d& < 2.75. Knowing the density
dependence of the equilibrium constant for this reaction will allow more accurate mechanism-based models
of supercritical water oxidation chemistry to be developed. The computational approach applied herein for
H,O, dissociation is general and can be profitably employed to discern the density dependence of the equilibrium
constant of any elementary reaction in SCW. There is currently no experimental approach that will provide
this information for reactions involving free radicals.

1. Introduction 1.1. Effect of Density on Equilibrium Constant. The effect

The oxidation of organic compounds in water above its critical .Of pressure R) on a reaction equilibrium constark), Wh'c.h
is the ratio of forward and reverse rate constamts/k;), is

temperature and pressuré & 374 °C, P > 218 atm) has . : PN
attracted intense interest, primarily as a waste treatment technol-XPressed in terms of the reaction volundegy):

ogy, but also as a means of chemical synthk%iss a result 51n K
of this interest, the oxidation rates of many organic compounds ( °) = —
in supercritical water (SCW) have received scrutiny. Some of CLaA

these investigations examined the effect of isothermal changeswhereZVi is the sum of the stoichiometric coefficients for the

in the system pressure (and hence water density) on the reaCtio'?eaction andr is the isothermal compressibility. The reaction

e s, Shomaea i 1 cercny s pL0UMe s Geined a5 he sum of e product of he oo
thepoxidatidn rates diffger)gntl fo?diﬁerent compounds )I/:or some metric coefficient and the partial molar volume)(for each
y P ) species in the reaction. In the case ofd4 dissociation, the

compounds the rate increases with increasing defisitjor - .
others it decreasés® and for yet others the rate is independent reaction volume is
of the water density.1° - - o -
In this article we explore the influence of water density on Al = zvivi = 2Uon ~ Uno, @
the reaction equilibrium constant, and we use hydrogen peroxide . o )
dissociation (HO, = 20H) in SCW as the model reaction. We For a compressible fluid, isothermal changes in pressure cause

Erxn
RT + KTZ Vi (1)

will refer to water above its critical temperature as “supercritical” €hanges in density. The effect of densgtyn the equilibrium
regardless of its pressure or density. We report results from aconstant is given By
molecular dynamics simulation study of water density effects 9l —_

X X . n K, 1 [(9InK, 1 Avy,
on the structural properties of dilute mixtures of hydrogen ( ) :_( ) 2_(___|_ zv) (3)
peroxide (HO,) and hydroxyl radical (OH) in SCW. We then do |3 per\ 9 |+ e\ Rk '
used these simulation results to determine the water density
effects on the reaction equilibrium constant fos04 = 20H. Thus, the effect of density on an equilibrium constant can be
This study is a first step toward a better understanding of the €asily characterized using the reaction volume, which can be
water density effects on4@, dissociation and, ultimately, water ~ determined from the partial molar volumes of reactants and

density effects on supercritical water oxidation (SCWO). products. The difficulty in using egs 2 and 3 with experimental
data is that experimental measurements of partial molar volumes
* Corresponding author. E-mail: psavage@umich.edu. are challenging? For mixtures containing free radicals, this
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difficulty is compounded by the low concentrations and short 20

lifetimes of these highly reactive species. It is possible, however, . {#34.0MPa

to measure the equilibrium concentrations of molecular reactants 1.5 3 m24.5 MPa

and products using spectroscopic techniques and thereby directly

determine equilibrium constants at various densities without 10 #

using reaction volumes. This approach has been used to study 2

density effects on reaction equilibria and kinetics in supercritical M

fluids.2>715 This approach is suited for single-step reactions £ 00 L]

involving only molecular reactants and products:Oql dis- '

sociation, however, involves free-radical products (OH). There 05 | 3 {'

have been no reports of experimental measurements of free .

radical concentrations in SCW. 1.0 ]
An alternative approach to experimental measurements of 1.40 1.45 1.50 1.55

partial molar volumes or equilibrium constants is theoretical 1000/T (1/K)

determination of these quantities. A formalism that is useful Figure 1. Experimental rate constants for,® dissociation in

for this purpose is Kirkwooe Buff fluctuation theory:® This supercritical water (ref 26).

theory and its extension have been widely applied to describe
dilute supercritical fluid mixture$’=21 In this formalism, the studying this reaction is that whatever insights we gain into the
partial molar volume at infinite dilutionz{}) can be calculated  kinetics and equilibrium of kD, dissociation in SCW should
as help reduce the overall uncertainty in the mechanism-based
models of SCWO kinetics.

pvy = 1= p(Gyy — Gyy) 4) 2. Method
where Gyy and Gyy are solute-solvent and solventsolvent To conduct molecular dynamics simulations of dilute solu-
fluctuation integrals, respectively. The subscript U refers to the tions of O, and OH in SCW, one needs quantitative models
solute and V to the solvent. The superscriptindicates the for the HO,—water, OH-water, and waterwater intermo-
infinite dilution limit. These fluctuation integrals are a function lecular interactions. One may also include intramolecular forces,

of pair correlation functionsg(r)): and we have chosen to do so.
2.1. Potential Model for Water. We used the flexible water
G = 4ﬂf°°[gij(r) —1]r%dr (5) model proposed by Teleman et &l.which we refer to as the
0

TJE model, to describe both the intermolecular and intramo-
lecular potentials for water. This model is the rigid simple point
charge (SPC) mod@ retrofitted with harmonic potentials that
describe the intramolecular interactions. We selected a flexible
model (one in which the ©H bond lengths and the HO—H
molar volumes are easily determined from theory angle can be distorted) wi_th the hope that by so _doing we would
1.2. Significance of HO, Dissociation Dissociatior; of HO, capture the effgcts of the mtramoleqular dynamics of real water
o : molecules, which of course are flexible. There are two reasons

ng)cgégr]hlsﬁere:f;gtecgr: :g:iﬁf cl\sle?gl? rgggigyme;g?aenrg?;yofwe selected the TJE model from among the different flexible
P P models that have been developed for water. First, it is a simple

EIEZYISS ngnrseifil\(;ittlonalrs]acl)f g(raesat Ienrqucr)gaer:jciénrt’?:calgr?iiln?-%\a,\\ge) dmodel that is easily implemented. Second, the TJE model is
: y Y P the only flexible model that has been tested extensively for

kinetics models for SCWO show  that calculated reactant simulating SCW¥® 34 and for which the critical point has been
conversions and product yields are extremely sensitive to the ... = 29

o o 25 .
mg‘:;‘;zo?fstgl\?vgngli(;l/ergﬁgr:ag iit?é rz;:tzr égﬁtsatgﬁzﬁ;oltl The TJE model describes the interaction between water mole-
! ? 9 2 cules as a sum of electrostatic and Lennard-Jones interactions:

dissociation results in a 55% change in the predicted carbon
dioxide concentratio®? For SCWO of hydrogen, roughly two-

Thus, partial molar volumes depend on the relative strengths
of the solute-solvent and solventsolvent interactions. Pair

correlation functions can be calculated directly from molecular
simulations or integral equation methods. Therefore, partial

. N : mJ| a9 o\ [0y |°
thirds of the total uncertainty in the predicted hydrogen V. = zz +ae|l—] —[= (6)
concentration comes from the uncertainty in the rate constant oL L Arrey I r r
for H,O, dissociatior?®

_In addition to its influence on global SCWO kinetics,®} The indices andj refer to atomic sites on moleculesandn,
dissociation in SCW is also significant because its rate in SCW andrj is the distance between siteandj. The parameterg;
is faster than the gas-phase high-pressure limit*fateldition- andg; are partial charges on atomic sites, and they account for

ally, the authors of this experimental study stated that the global electrostatic interactions. Only the oxygen atoms interact through
rate constant for b, decomposition in SCW is pressure- the Lennard-Jones potential. Hydrogen atoms interact with each
independent, but their data clearly show that the rate constantother and with oxygen atoms through the electrostatic potential.

is consistently lower at the higher pressure (see Figure 1). Thus,The intramolecular potential of a water molecule is described
the kinetics of HO; dissociation in SCW are influenced by the  py a harmonic potential of the form:

water density.

Given the tremendous impact the kinetics gdissociation k 2
has on the global SCWO kinetics and the experimentally Vi =§(X_ Xe) @)
observed density dependence of its kinetics, investigation of
this reaction in SCW should elucidate some aspects of the waterln eq 7,x refers to an internal coordinate of a molecule, i.e.,
density effects on SCWO kinetics. An additional advantage for either a bond length or an angle, and represents the
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equilibrium geometry. The literatut€?® provides numerical
values for the partial chargeg)and Lennard-Jones parameters
(0i, €;) in eq 6 as well as the equilibrium geometry and force
constantsk) in eq 7.

2.2. Potential Model for H,O,—H>0 and OH—H0 In-
teractions. The literature provides no potential model for the
H,O,—water or OH-water interactions, so it was necessary to
develop one for this study. This solutevater intermolecular
potential model was obtained as an analytical function that was
fit to the potential energy surface for the®,—water and OH-
water dimers generated by density functional theory (DFT)
calculations.

We used the following functional form to describe the sotute
solvent intermolecular potential:

a9, A B

m j
an = T (8)
,Z Z Al r%Z rij6 0.9609

The indices andj refer to atomic sites on moleculesandn,
andrj is the distance between siteandj. The partial charges  Figure 2. Optimized geometries for #D,—water dimer and OH
for water were taken from the TJE model (section 2.1). The water dimer. Distances shown are in angstroms.

partial qharges .for bO2 and OH were taken.from th? DET TABLE 1: Optimized Angles (degree) for H,O,—Water and
calculations for isolated ¥D, and OH, respectively, using the o _\water Dimers

method described below in section 2.2.1. The parametgrs

andB; are adjustable, and their values were determined by fitting H20,—water OH-water

eq 8 to the DFT interaction energies, as described in the balance H3—03—-H4 105.1469  H2:02-H3 105.1469

of this section. H1-01-02 100.8982 OtH1-02 179.9882
2.2.1. DFT CalculationsWe used density functional theory ~ ot 92~H2 100.8982  HEO2-H2 127.4429
L . ; 0O1-H1-03 144.7969 H+02—H3 127.4102

with the B3LYP functionaP—37 and the 6-311+G(3df,2p) basis H1—03—H3 80.5965 OFXH1-02—H2 179.9952

set for all calculations. These choices were made because H1-03-H4 119.8135 0O%H1-02-H3 0.0048

electron correlation must be taken into accé®iand a large, 03-H3-02 123.6581

polarized basis set is heces$affto describe HO, adequately. H3-02-01 89.1180

Although second-order MglleiPlesset theory (MP2) suf- gi:gi:gg:ﬂg 11;?2’5;

ficiently accounts for the electron correlati$hhybrid density O1-H1-03-H4  105.3114

functionals, which are computationally more efficient, can 02-01-H1-03 5.1740

reproduce the MP2 and G2(MP2) results foiGd dimer and H1-03-H3-02 7.2050

H,O,—water dimer, provided that large basis sets are ¢%ed.

The B3LYP functional has been used previously for-Okhter TABLE 2: SCF Energies for Optimized Structures

dimer?! We used Boys and Bernardi's counterpoise method structure SCF energy with BSSE correction (hartree)
to correct for basis-set superposition error. We calculated the  H,0, —151.612 199 866
partial charges for each atom in®, and OH using the CHelpG H.0O —76.464 104 480
method*3 This method finds the discrete partial atomic charges ~ H20:—Hz0 —228.085629 175
that best reproduce the quantum mechanical electrostatic H —75.766 233423
. . . 4 H,O —76.464 205 183
potential of the molecul&aussian94Revision B.3}* was used OH—H,0 —152.237 820 522

for all calculations.

2.2.2. Potential Energy Surfac&0o generate the potential OH-—water dimer geometries. Thus, a total of 400 geometries
energy surface for pD,—water and OH-water dimers, we were accumulated. The monomer geometries were fixed to the
chose to sample energy-distributed geometries, or geometriesoptimized values, and the dimer “bond” length and angles that
that are representative of the relevant (low energy) portion of define the intermolecular separation and orientation were
the potential energy surface. Our approach, which follows that generated by scaling random numHBéisetween 0 and 1. The
of Jorgenser® is outlined below. length was scaled by 10 A, which was the cutoff used to

The minimum energies of J#D,—water and OH-water calculate the nonbonded forces in the molecular dynamics
dimers were determined by performing geometry optimization simulation. Angles were scaled ly and dihedral angles were
from various starting configurations. See Figure 2 and Table 1 scaled by 2.
for optimized geometries. The interaction energy was calculated For each dimer configuration that was generated, its interac-
by taking the difference between the dimer energy and monomertion energy was estimated using a potential model of the form
energies and accounting for the basis-set superposition errorgiven in eq 8. The parameterd; and B in eq 8 were
See Table 2 for SCF energies of all optimized species. The approximated asejo'? and &; 038, respectively, where; and
resulting minimum interaction energy is24.5 kJ/mol for oj are Lennard-Jones parameters. The Lennard-Jones parameters
H.O,—water and-19.4 kJ/mol for OH-water, so we randomly  for water were taken from the TJE model (section 2.1). The
generated geometries for both dimers with (estimated) interac- Lennard-Jones parameters fos®4 and OH were taken from
tion energies ranging from25 to 25 kJ/mol. We divided this  the values used in a previous molecular dynamics simulation
energy range into 20 bins at 2.5 kJ/mol increments, and for of HO, in SCW3° We used the LorentzBerthelot combining
each bin we accumulated 10 configurations eOk+water and rules for Lennard-Jones parameters of dissimilar atom types.
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TABLE 3: Parameters for the Solute—Water Potential

Model
parameter site pair value

Ajj (kJ Aﬂ/mol) Q—qzoz—OHzo 3.58x 10°
OHzoz_HHzo 6.68 x 1@
HHzoz_OHzo 1.03x 104
HHZOZ_HHZO 5.95x 102

B; (kJ Aé/mol) Oh,0,—On,0 —9.79x 1¢?
OHzoz_HHzo 0.00x 10)
HHzoziono 0.00 x 10)
Hh,0,—Hh,0 2.19x 10

g (elementary charge) . —0.366
Hh,0, 0.366
Oh,0 —-0.81
Hh,0 0.42

This approximate potential model was used simply to assign
the randomly generated dimers to the appropriate energy bin,

Akiya and Savage

25

= om o
o] o

20 1 a ©
E o &° D. a .;Eﬂq
32 15 o og o e,
= g feis LS ok, O

080l a5 [ ]
> 101 oo "
o2 0gq On .
o 54 oo o
[~ o
L 0 o
— -
[0 : -
g - a3l
E -10 4 L (Y o E‘. . .
% as| " R aE At
- [] Og

2L 20 e "
DO- - m)

.25 e , : o

-25 -15 -5 5 15 25

DFT Energy (kJ/mol)

Figure 3. Parity plot for @) H,O,—water and [0) OH—water
interaction energies calculated from the potential model (eq 8) and from

and thereby provide an adequate number of energy-distributedPF T calculations.

dimers. DFT calculations were subsequently performed on all
the dimers to determine the potential energy surfaces fGpH
water and OH-water interactions.

2.2.3. Parameters for the Intermolecular Potentiafter ob-
taining the DFT interaction energies for the 400 energy-dis-
tributed HO,—water and OH-water dimers, we next used these
energies to determine the parametéfsand B in eq 8. As
mentioned above, the partial charges were taken from the DFT/
CHelpG calculations (kD,, OH) and the TIE model (water).

We used a weighted nonlinear regression routine to fit eq 8
to the DFT interaction energies of the various configurations
of both HO,—water and OH-water dimers. Separate data
fitting for H,O,—water and OH-water dimers did not produce
a better fit. We used the following weighting function, which
is designed to enhance the fit of low-energy data points:

AE, — AEO)

vvi=1+aexp(— RT

)

wherea is an adjustable parametéd; is the interaction energy
of dimeri, andAE, is the reference interaction energy, chosen
to be approximately that of the minimum energy dimer. We
choseAEy = —25 kJ/mol for HO, data and—20 kJ/mol for
OH data. Following the examples of JorgerfSeand Swami-
nathan et al*/ we usedo. = 100. We chosd@ = 700 K, which
is a representative temperature for experimental studies of
SCWO.

The optimal values of the parametégsandB; and the partial

charges are given in Table 3. We emphasize that the values 01:9.75, 0.88, 112, 1.25 1.75 2.25. and 2.75. The critical

these parameters are simply those that produced the best fit an
that one should not attach any physical meaning to them. Figure
3 shows a parity plot that compares the interaction energies for
H,O,—water and OH-water dimers obtained from the DFT
calculations and those calculated from eq 8 with parameters
given in Table 3.
2.3. Intramolecular Potential Model for H>O, and OH.
The intramolecular dynamics of an,8, molecule were
described by the potential model of Getino et®® This model
assumes that the potential is separable in internal coordinates
V= Vstretch+ Vbend+ Vtors (10)
The first term is a sum of Morse functions describing bond
stretching:

3

\Z D{1— exp[- B(r, — N}

stretch™—

(11)

wherer; andr° are the length of bond and its equilibrium
value, respectively. Paramet&sandg; are empirical constants
for bondi. The second term is a sum of harmonic potentials
that describe angle bending:

2
Voend= O-SZs(roo)S(rOH)Kj(Gj - ®j0) (12)
=

where ©; and ©;° are the magnitude of anglg and its
equilibrium value, respectivel¥; is the force constant of angle
j. The third term is the torsional potential described by a four-
term Fourier series:

3
Vtors = S(roo) ZOAn COS("IgD) (13)

whereg is the dihedral angle. The switching functio&%oo)
andS(ron) are used to attenuate the force constéGtand A,

as HO; dissociates. We used the Morse potential (eq 11) with
O—H bond parameters to describe the intramolecular dynamics
of an OH radical.

2.4. Molecular Dynamics Simulation ProcedureAll simu-
lations were conducted in a canonical ensembleT), which
comprised a single #D, or OH in a simulation box with 499
water molecules (i.e., mole fraction 0.002) to approximate
infinitely dilute mixtures. We used a reduced temperaturé; of
= 1.15 and reduced densities pf = 0.25, 0.33, 0.42, 0.50,

properties of TJE water were used to calculate these reduced
properties. The critical point for TJE water 1§ = 604.3 K
andp. = 269.4 kg/ni2®whereas the critical point of real water

is Tc = 647.1 K andp, = 322.0 kg/m.

We used the reversible reference system propagator algorithm
(r-RESPA¥%51to handle the dynamics that evolve at different
time scales. We took the long time step to be 1 fs and the short
time step to be 0.1 fs for all simulations. The Nestoover
method?53 was used for temperature control to ensure that a
tanonical ensemble was obtained. The method was implemented
with a single thermostat with a fluctuation period of 10 fs. For
each simulation, we equilibrated the system for at least 400 ps
and accumulated data for 1.8 ns.

Standard simulation procedures including the Verlet neighbor
list, periodic boundary conditions, and the minimum image
convention were use:>>All interactions were truncated at 10
A. The long-range electrostatic interactions were treated with
the reaction field methotf->¢ The dielectric constant of the
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Figure 4. H,O,—water pair correlation functions & = 1.15 andp;
= 0.25, 0.50, and 0.88.
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Figure 5. H,O,—water pair correlation functions & = 1.15 andp;

= 1.25, 2.25, and 2.75.
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Figure 6. OH—water pair correlation functions @ = 1.15 ando, =
0.25, 0.50, and 0.88.

dielectric continuumeRF was chosen to be 80, as any value of
eRFbetween the value of the true dielectric constant and infinity
is acceptable for moderately and highly polar substabfcEke
dielectric constant of SCW is lower than that of ambient water,
which is about 80.

3. Results and Discussion

3.1. Structural Properties. Figures 4-7 show the solute
solvent pair correlation functions forB,—water and OH

J. Phys. Chem. A, Vol. 104, No. 19, 2008437
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Figure 7. OH—water pair correlation functions @ = 1.15 ando, =

1.25, 2.25, and 2.75.
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Figure 8. Water—water pair correlation functions a = 1.15 andp,
= 0.25, 0.50, 0.88, 1.25, and 2.25.

Figures 4-7 is also apparent in results from other molecular
dynamics studies of dilute supercritical mixtuf€87-59 The
correlations for subcritical and supercritical solvent densities
are shown separately for clarity. These figures show that the
pair correlation functions exhibit different density dependences
at subcritical and supercritical densities. Below the critical
density of water, the peak height decreases with increasing
density. On the other hand, above the critical density, the peak
height increases with increasing density. Figure 8 shows the
corresponding watetrwater pair correlation functions obtained
from simulations for both bD,—water and OH-water mixtures.
In contrast to the solutewater correlation functions, the water
water correlation functions show a monotonic decrease in peak
height with increasing water density. These contrasting trends
for solute-water and waterwater correlations suggest that the
strengths of solutewater interactions relative to watewater
interactions may be sensitive to changes in the water density.

To better understand the interplay between setutater and
water—-water interactions at different water densities, we
calculated the number of excess solvent moleciNgd,(defined
as®

N = p(Gyy — Gw) (14)

whereGyy andGyy are calculated from eq 5. The integration
in eq 5 was carried out to= 10 A. N**was calculated at each

water pairs. The correlations were determined using center-of-200 ps interval during the simulation. Since we had multiple
mass separations. We sampled pair correlation functions everydeterminations ofN®* at each state point, we were able to

50 fs using a sampling bin width of 0.5 A. The choppy
appearance of the solutevater pair correlation functions in

calculate the mean and the standard deviatioN%ffor each
state point. The definition in eq 14 gives the number of solvent
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Figure 10. Number of excess solvent molecules for OH in wateF.at
= 1.15. tional to the solvent density and directly proportional to the

. solvent isothermal compressibili#§:6
molecules around the solute molecule in excess of the number

that would be there if the solute molecule were simply another K 9P
solvent molecule. This definition differs slightly from a more 17‘3 = —T(]_ — Xu)(_) (16)
common one for the number of excess solvent molecui¥s, P My 1V

= pGyy.2%80We use eq 14, however, because it measures the
extent of perturbation of the solvent structure due to the presencewherexy is solute mole fraction. AT, = 1.15, k1 decreases
of the solute. Figures 9 and 10 show the number of excess watefmonotonically with density. Also, note the magnitude of the
molecules (from eq 14) around,8, and OH at different partial molar volume. A typical value for liquid mixtures is on
densities. The negative sign & indicates that there is a  the order of 10 crifimol. At the temperature and densities that
depletion of water molecules around® and OH compared  We studied, the partial molar volume is an order of magnitude
to that around another water molecule. Thus, selwater higher, reflecting the compressible nature of supercritical water.
interactions are less attractive than watemter interactions. The positive sign of;; means that solutewater interactions
For both HO, and OH, the magnitude df* or the extent of are less attractive than watewater interactions and hence the
water depletion around the solute appears to go through aaddition of a solute to the mixture results in an increase in the
maximum neap, ~ 1. mixture volume. NegativeNe* and positivez;, suggest that
The number of excess solvent molecules as defined by eqdilute mixtures of HO, in water and OH in water are
14 is related to the solute partial molar volume at infinite “repulsive,” according to the classification by Debened@tff

dilution, 7;. Combining egs 4 and 14, we obtain 3.2. Density Effects on Reaction Equilibrium.In this section
we use the mixture properties that we have calculated to gain

w1 —N¥ some insight into the reaction equilibrium constant faObl
Y= o (19) dissociation in SCW. Since we have determined the partial molar

volumes of HO, and OH in SCW, we can calculate the reaction
Figures 11 and 12 show the solute partial molar volumes for volume for HO, = 20H in SCW and thereby elucidate the
H,O, and OH in water al; = 1.15 and different water densities  water density effects on the equilibrium constant from eq 3.
as calculated from eq 15. We determined the uncertainties for Figure 13 shows the reaction volume calculated faOH
all the partial molar volumes and other calculated properties dissociation at different water densities. The reaction volume

that we report in this paper from the uncertainty f# and has the same water-density dependence and the same order of
the propagation of errors formula. The partial molar volume magnitude as the partial molar volumes fosG4 and OH.
decreases with increasing water density for bog®+and OH Having determined the reaction volume, we can now quantify

at this temperature. This density dependence is somewhatthe density dependence of the equilibrium constant by integrat-
expected, since the partial molar volume is inversely propor- ing eq 3. We used the trapezoid rule to do the integration and



H,0, Dissociation in Supercritical Water. 1 J. Phys. Chem. A, Vol. 104, No. 19, 2000439

600 : dissociation at low densitieg(< ~1.25) atT, = 1.15, although
- this conclusion must be tempered by a recognition of the
g 500 1 uncertainties in the calculated equilibrium constants.
3 We have demonstrated that molecular simulation can be used
3 %7 . to determine the effect of water density on an equilibrium
E 200 | ! constant afl, = 1.15. A much larger number of.s.tate points
g need to be examined to develop a database sufficiently large to
S 200 - be useful in detailed chemical kinetics models of SCWO.
;‘.‘i 100 | } + 4. Conclusion
] . We have elucidated the water density effects on the reaction
0 ‘ ‘ ‘ ‘ equilibrium constant for KD, dissociation in SCW af, = 1.15
0.0 0.5 1.0 1.5 2.0 25 3.0 "
Reduced Density and_,or = 0.25-2.75. We calculated the rgactlon volume from
partial molar volumes for kO, and OH obtained from molecular
Figure 13. Reaction volume for bD; dissociation in SCW al, = dynamics simulations and KirkwoedBuff theory. Both partial
115 molar volumes and reaction volumes decreased monotonically
14 with increasing water density. We used the reaction volume to
quantify the water density dependence of the equilibrium
1.2 1 constant for HO, dissociation in SCW. The mean value of the
10 l { [ Ideal Gas equilibrium constant for KD, dissociation changes by less than
‘ ]' T 5% between 0.25 p, < 1, but it decreases by an order of
3 08 magnitude between ¥ p, < 2.75.
% From this study arises a systematic approach for improving
X 061 the input parameters used in mechanism-based kinetics models
04 - : of SCWO. One can first perform sensitivity analyses on the
kinetics models to identify key elementary reaction steps in the
0.2 + overall reaction mechanism. Then, water density effects on the
00 ‘ ‘ ‘ S I equilibrium constants, which are essentially manifestation of
0.0 0.5 1.0 15 2.0 25 3.0 thermodynamic nonidealities, can be determined by the approach

demonstrated in this study. The computational method is not
limited to molecular dynamics simulation. Monte Carlo simula-
tion and integral equation approaches are equally applicable,
since only pair correlation functions are required.

A natural extension of this work is to determine activation

thereby determine relative values of the equilibrium constant Volumes from simulation and use them to determine the density
at various water densities. Figure 14 displays these relative dependence of the rate constants. We discuss this extension in

equilibrium constants. The lowest density state was arbitrarily the following paper.
chosen as the reference poiit. (). Figure 14 shows that the
equilibrium constant for kD, dissociation is a function of the
water density. The mean value of the equilibrium constant (filled
squares in Figure 14) changes by less than 5% between<0.25
pr < 1, but it decreases by an order of magnitude as the reduce
density continues to increase to 2.75. Note that this density
dependence for the equilibrium constant arises from both the
solute-solvent interactions (reaction volume) and the bulk
solvent properties (density and isothermal compressibilisgee (1) Savage, P. EChem. Re. 1999 99, 603. _
eq 3). We speculate that the effects due to sefstévent c A(Izc)hgat]\/i%%’apéifligz?alan' S.; Mizan, T. I.; Martino, C. J.; Brock, E.
interactions domlnat_e at Iow_densmes_, while th_e_ effects due to (3) Koo, M.. Lee, W. K.; Lee, C. HChem. Eng. Scil997 52, 1201.
bulk solvent properties dominate at high densities. (4) Holgate, H. R.; Tester, J. W. Phys. Chem1994 98, 800.

Figure 14 also displays the effect of the fluid density on the (5) Thornton, T. D.; Savage, P. BIChE J.1992 38, 321.
relative equilibrium constant for ¥, dissociation in an ideal Sup(eGr)(:riCt)SE:LrHc?’sl\S()éstsfhZIZI Toda, M.; Chommanad, T.; Koda, B.
gas. In this case there is no density dependétftaVe compare (7) Steeper, R. R.; Rice, S. F.; Kennedy, I. M.; Aiken, J.JDPhys.
the simulation results to the ideal gas system because thermo-<hem.1996 100, 184.

dynamic nonidealities are typically ignored when calculating (g)eIIDc>e”‘OéCOI’nPI.r;nFoogf'c‘)3r.\isVwmsanpr:;’c EsLe. L. Ely, 3. Patterson,
T - . B o u W, . valtl | u |1] ulas: |
the equilibrium constants used in mechanism-based model|ngTechnolongutchenson, K. W., Foster, N. R., Eds.; ACS Symposium Series

of SCWO kinetics. The equilibrium constants are then used to 608; American Chemical Society: Washington, DC, 1995.
calculate the reverse rate constants. Assuming ideal-gas behavioLI (9)d L&Zte?-lgé):?l:gék,zz S.; Nam, Y. W,; Kim, Y. C.; Lee, C. Bl
(i-e. fugacity coefficients equal to unity) in detailed chemical a(zf‘c;) ‘Chang. K. C.s Lh L. X.: Gloyna, E. Fl. Hazard. Mater1993 33
kinetics models of SCWO is a practical necessity. The only g,

current alternatives are to use a cubic equation of state with  (11) Hamman, S. D. liigh-Pressure Physics and ChemistBradley,
assumed critical constants for free radi®dlshich is convenient ~ R. S., Ed.; Academic Press: London, 1963.

but not very accurat®, or to use a molecular simulation gs(ﬁ)gfec"' D. G.; Mehta, A. J.; Johnston, K..P.Phys. Cheml989
approach as outlined here and by Mizan ef&Qur results (13) Kimura, Y.; Yoshimura, YJ. Chem. Phys1992 96, 3085.
show that the ideal-gas approximation may be adequate;fos H (14) Kimura, Y.; Yoshimura, YJ. Chem. Phys1992 96, 3824.

Reduced Density

Figure 14. Relative equilibrium constants for,B. dissociation in
SCW atT, = 1.15. @) Mean values from simulation ane-j ideal gas
case.
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