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Effect of Water Density on Hydrogen Peroxide Dissociation in Supercritical Water. 2.
Reaction Kinetics

1. Introduction

Naoko Akiya and Phillip E. Savage*

Department of Chemical Engineering, Warsity of Michigan, Ann Arbor, Michigan 48109-2136

Receied: June 23, 1999; In Final Form: December 3, 1999

We performed density functional theory (DFT) calculations and molecular dynamics simulations to determine
how water influences the kinetics of,8, dissociation (HO, = 20H) in supercritical water (SCW). We
assumed that the reaction mechanism in SCW is identical to that in the gas phase. We generated the gas-
phase potential energy surface foj@d dissociation by DFT calculations and thereby determined the reactant
geometry and partial charges as functions of the oxy@eiygen separation distance, which we chose to be

the reaction coordinate. From the results of these calculations, we postulated the structure of the transition
state (TS) for HO, dissociation. We next conducted two sets of molecular dynamics simulatiohs=at

1.15. The first were simulations of dilute solutions of the TS in water, from which we calculated the partial
molar volumes for the TS in water. We used these partial molar volumes for the TS and those determined for
H,0, from the preceding study to calculate the activation volume fgDHlissociation in SCW, which in

turn provided the density dependence of the rate constant. The results show that the rate constani &t
increases by about 12% as the reduced density of waden¢reases from 0.25 to 0.75. Between 07 %;

< 1.25, the rate constant is insensitive to changes in density. As the water density increases fprtier to

2.75, the rate constant decreases by about 40%. The second set of simulations calculated the change in free
energy of solvation along the reaction coordinate feOpdissociation afl, = 1.15 andp, = 1.25. These
simulations revealed that the energy barrier feDkdissociation is 2.1 kd/mol lower in SCW than in the gas
phase. This difference in the activation barrier results in the rate constant=at.15 for HO, dissociation

in SCW being 1.4 times higher than the high-pressure rate constant in the gas phase. The key results from the
present study are that the rate constant goes through a maximum with increasing water density and that the
rate constant in SCW is larger than the rate constant in the gas phase. Both of these results are consistent
with the limited experimental data for this reaction in SCW.

functional theory (DFT) calculations to determine the effect of

Oxidation of organic compounds in supercritical water (SCW) Water density on the reaction equilibrium constant foOb
is a means of waste treatment and chemical synthes@; id dissociation in SCW. In the present article we report results
formed during supercritical water oxidation (SCWO), and its from a molecular dynamics simulation study to elucidate the
dissociation into highly reactive OH radicals is one of the most role of water in the reaction kinetics of,8, dissociation in
important elementary reaction steps in the mechanism. A recentSCW. We assumed that the reaction mechanism fgD,H
experimental study of pD, dissociation in SCW indicated that  dissociation in SCW is identical to that in the gas phase. We
SCW influences the kinetics of this reactibhe rate constant  quantified the effect of water density on the rate constant by
for this reaction in SCW is not only pressure dependent (see determining the activation volume. We also quantified the effect
Figure 1 in the preceding pagebut also higher than that for  of solvation on the activation of #D. dissociation by calculating

the gas-phase reaction at the high-pressure limit based on RRKMthe changes in the free energy of solvation along the gas-phase
(Rice-RamspergerKasset-Marcus) calculations. This pres-  minimum energy path. DFT calculations were conducted to
sure dependence and the difference between SCW and gas-phasgudy the gas-phase reaction and to obtain information needed
rate constants suggest that the kinetics gbidissociation is  to conduct both sets of simulations. Both the density effect on
affected by the presence of water in a way that cannot be the rate constant and the solvation effect on the activation can
accounted for by gas-phase kinetics models. This demonstrateche characterized within the framework of conventional transition
effect of water in HO, dissociation is both scientifically  state theory, which is a convenient and proven tool for describing
interesting and technologically significant. The rate of this one he kinetics of an elementary reaction. This approach of
elementary reaction has a tremendous influence on global SCWimmersing the gas-phase reaction system in SCW to quantify
o_xidatio_n rates. These co_nside_raﬁon_s motivated our molecularthe solvent effect was used previously by Melius et al. to study
smulz;tlon study. of 10, dissociation |.nkSCW. i th the water gas shift reactidiThese authors used an equation of
colrg btini dp:/(ji(iﬁ dr':glepciﬁ’z}rw deyﬁjri?cglgi%vgg ?i—anus ;ngo(;insi ty state to calculate the activation volume and the solvent contribu-

tion to the free energy of activation, whereas we used molecular

* Corresponding author. E-mail: psavage@umich.edu. simulation in the present study.
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Figure 1. Gas-phase reaction energy fos®4 dissociation. Figure 2. Gas-phase reaction free energy foi(d dissociation.
1.1. Solvation Effects on Activation.For an elementary solution ) becomes
reaction, the rate constard derived from transition state theory KT F{_W(rﬂ;))
is = k——€ex 3
= oA Ry 3
# . .
k= K(E)eXF(—AG ) 1) wherer* represents the value of the reaction coordinate at the
h RT transition state. If a change in the potential of mean force is the

only outcome of transferring a reaction from the gas-phase to
where« is the transmission coefficienks is the Boltzmann solution, the rate constant for the solution-phase reaction can
constanth is the Planck constant, aniG* is the free energy ~ be rewritten in terms of the gas-phase rate constjt (
of activation®> When a chemical reaction takes place in a gas :
phase, the free energy barrier is completely determined by the _ —AA()
interactions among the reactants. When a reaction takes place k= k9 ex RT
in solution, however, the free energy barrier is also influenced
by the forces exerted by the solvent molecules. In our treatment Thus the change in the free energy of solvation can be used to
of solvent effects, we examine the case wherein the solventMéasure the effect of the solvent on the activation of a reaction.

system is always equilibrated with the reaction system at all  1-2- Effect of Density on Rate Constantin conventional

points along the reaction coordinate, and we assume thattransition_state theory, the Qens_,ity) (dependence of a rate
constant is related to the activation volumes{) by®

conventional transition state theory adequately describes the
reaction. That is, we will account only for the solvent-induced (

(4)

modifications to the gas-phase free energy profile along the
reaction coordinate. This type of solvent effect is referred to as
the equilibrium solvation effect. We do not consider possible
solvent-induced modifications to the transmission coeffickent. wherexr is the isothermal compressibility of the solvent, and
Such effects, termed nonequilibrium solvation effects, are Yreac?i IS the sum of the stoichiometric coefficients of the
outside the scope of this report. reactants. For unimolecular reactions, such as the one considered
The equilibrium solvation effect can be quantified in terms here, this sum is 1, so the last term in brackets is equal to zero.

of the potential of mean force, which is the reversible work Further, we are considering only the equilibrium solvation

needed to bring two reactants in solution from infinite separation effects in this study, so the.seco.nd. term in brackgts W.'" be
to a separatiom in the presence of the solvent. The potential neglected. Therefore, for 3, dissociation SCW, eq 5 simplifies

of mean force\(r) has two contributions:

| AV
W(I’) = AA's.ol(r) + AEgas(r) (2) (aar;)k)T - pR-Z;—KT (6)

kil  RT

react

aln k) 1 A (aln K
= +
TP

” = )T+KT(1— zvi)} (5)

wherer represents the reaction coordinaiéy,(r) is the change  The activation volume is calculated as the difference in the
in free energy due to the presence of the solvent, &Bg{r) partial molar volumes of the transition state (“TS”) and the
is the corresponding gas-phase reaction energy. We used theeactant (HO,):

Helmholtz free energy instead of the Gibbs free energy since

the simulations were conducted in a canonical ensemble (see AV = Urs— DH202 @)
section 3.2).

The potential of mean force is an equilibrium quantity As we did in the preceding papéwe will use Kirkwood-
calculated for fixed separation distances between the reactingBuff theory? to calculate the partial molar volumes from the
molecules and averaged over equilibrium distributions of solvent Pair correlation functions for infinitely dilute mixtures.
molecules. In other words, the potential of mean force incor- .
porates the direct interaction between the reactants and the?" Gas-Phase Reaction
indirect effective interaction due to the solvénin terms of To use molecular dynamics simulations to determingand
the potential of mean force, the rate constant for a reaction in AAse(r), one needs a model that describes the potential energy
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Figure 3. Changes in OH bond distance during®d dissociation.

DFT data pointsM) are fitted using eq 8-).

TABLE 1: Bond Dissociation Energies for H,O, Dissociation

ref

energy (kJ/mol) method

212 B3LYP/6-31#G(3df,2p) this study
190 PMP2/6-31G(d) 15

209 G2MP2 16

205 G2 16

206 CBSQ 16

204 exptl 17

surface of HO, as it dissociates. Since we assume that the
reaction mechanism of 4, dissociation in SCW is identical

to that in the gas phase, a potential model based on the gas-

phase reaction will suffice. Therefore, we performed DFT
calculations for an isolated 4@, molecule to obtain the gas-
phase reaction energy profile for,8, dissociation. We
constructed the reaction energy profile by conducting a series
of partial geometry optimizations along an assumed reaction
coordinate followed by thermochemistry calculations and atomic
charge analysis. We chose the oxygemygen (OO) separation

distance as the reaction coordinate and fixed it to a desired value

during each partial geometry optimization routine. To describe

the changes in the energy, geometry, and partial charges of an

isolated HO, molecule as it dissociates, we took the simplest
approach, which is to make these quantities a function of only

the reaction coordinate (see for example ref 9). The energy and

geometry profiles were used to postulate the structure of the
transition state. As in the preceding paper, we used the B3LYP
functional®-12 with the 6-313-G(3df,2p) basis set for all
calculations. We used the CHelpG metktto calculate partial
atomic charges for pD,. All calculations were performed by
Gaussian 94, Revision B!3.The balance of this section
provides more details regarding these DFT calculations.
Figure 1 shows the reaction energy profile faQd dissocia-

tion in the gas phase. The reaction energy profile lacks a saddle

point and hence reveals no obvious transition state, which is
consistent with a previous computational stdélyThe free
energy profile obtained from thermochemical calculations
(Figure 2), on the other hand, shows a small maximum near
roo = 3 A. Table 1 compares the bond dissociation energy we
calculated with those from previous theoretical and experi-
mental studie$>~17 This comparison suggests that B3LYP/
6-311+G(3df,2p) is adequate for describing®} dissociation.
Figures 3-5 show the changes in the OH bond length, the
HOO angle, and HOOH dihedral angle, respectively, with
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Figure 4. Changes in HOO angle during:@; dissociation. DFT data
points @) are fitted using eq 9-).
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Figure 5. Changes in HOOH angle during.8, dissociation. DFT
data points M) are fitted using eq 10-¢).
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Figure 6. Changes in geometry during,&, dissociation.

TABLE 2: Geometries of the Reactant and Transition State
for H,0, Dissociation

geometry HOZ TS
roo(A) 1.4464 3.0000
rou(A) 0.9659 0.9743
OHOO (deg) 100.8982 78.9222
OHOOH (deg) 111.9324 179.6744

to increase, the HOO angle becomes smaller and the structure
becomes more planar. This change in geometry also reduces
the distance between an oxygen atom and the hydrogen atom
to which it is not bonded. Beyontho = 3 A, however, there

is very little change in molecular geometry except the lengthen-
ing of the OO bond. In other words, the OH groups become
farther apart from each other with little change in their
orientation. Considering these changes in geometry as well as
the location of the maximum in the free energy profile, we chose

changes in the OO distance, and Figure 6 provides a schematidche geometry atoo = 3 A to approximate the transition state
representation of these geometry changes. There are markedtructure for HO, dissociation. Table 2 summarizes the

changes in molecular geometry betwaeg = 1.4464 A (the
equilibrium distance) and 2-53 A. As the OO distance begins

geometries of the reactant and the transition state.
Figure 7 shows the changes in the partial charge on a
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0.390 — - that describes both J@,—water interactions and OHwater
interactions. This potential model is based on the DFT potential
0385 I energy surface for §D,—water and OH-water dimers. We used
© 0380 this same potential model to describe the-I&ter interactions
g for the present simulations. The intermolecular potential contains
5 0375 electrostatic and Lennard-Jones terms:
£ nofoag A B
O 0.365 | Vo= Zz T . (12)
J i L PR o o
0.360 | I
0.355 w w ‘ — The indices andj refer to atomic sites on moleculesandn,
0 1 2 8 4 8 6 andrj is the distance between siteand;j. The parameters;;
OO0 Distance (angstroms) and Bj retained the same values used previctiydescribe
Figure 7. Changes in partial charges during®4 dissociation. DFT H>O,—water and OH-water interactions. These parameters
data points M) are fitted using eq 11-). were held constant in all simulations. Partial charggsd),

] ) ~on the other hand, were varied with the reaction coordinate
hydrogen atom along the reaction coordinate. The correspondingaccording to eq 11. As in the preceding work, we used the TIE
partial charge on an oxygen atom is equal to the values shownmqdef® to describe the intermolecular and intramolecular
for hydrogen but of opposite sigg{ = —qo). The variation of potentials of water.
the partial charge along the reaction coordinate is small (between' 3 > - simulation Procedures.The system used to calculate
0.36 and 0.39), but there is clearly a sharp maximumy@t=  the partial molar volume of the transition state species comprised
2.5 A. This behavior must be associated with the way 5@H 5 single transition state structure fop®} dissociation in a
geometry changes along the reaction coordinate, which wassjmylation box with 499 water molecules (i.e., mole fractien

shown schematically in Figure 6. 0.002). The simulations were conducted at a reduced temperature
The DFT calculations provided the molecular geometry and of T, = 1.15 and reduced densities af = 0.25, 0.33, 0.42,

partial charges at discrete points along the reaction coordinate.0_50' 0.75,0.88, 1.12, 1.25. 1.75, 2.25, and 2.75. These reduced
We fit _these data to continuous a_nalytlcal functions of only the properties are based on the reported critical properties for TIJE
OO distance for convenience in the subsequent molecularyateri9 These simulation conditions are identical to those used

simulations. in our previous studdto calculate the reaction volume fop®h
35 , dissociation. For each simulation, we equilibrated the system
—2.4447x 10 "rgo+ 1.5720x 10 “roo + for at least 400 ps and accumulated data for 1.8 ns.
Co 9.4913x 107! foo < 3.5 A ®) The system used to calculate the changes in the free energy
OH of solvation initially comprised a single #, molecule at its
0.9741 r>35A equilibrium geometryoo = 1.4464 A in a simulation box of

499 water molecules. We used the perturbation méthtml
calculate the incremental change in the free energy of solvation

Ooo = 0.031 expt-1.83(oo — 5.11)1+ 77.73  (9) along the reaction coordinate for,®, dissociation:

_ [57.155455 + 27.9999 1 < 2.6577 A N F4or) — Vo A(r
¢HOOH_{179.9 roo > 2.6577 A (10) SA(r) = _kBTDE PMuv( kBT) o )]D (13)
r
Oy = —Uo = . . : :
0.0226 -+ 0.3318 o <25A wherer is the reaction coordinate aMy is the solute-solvent
{ ' 00 ) oo; 2'5 A} (12) interaction energy. Her@A(r) is the change in free energy of
0.03 expf-1.2¢ o0 — 2.5)] + 0.3587 Too ' solvation when the OO separation distance is perturbed from

to r + or. The brackets indicate a configurational average

- - ; evaluated over the ensemble representative of the specified point
3 — 5and 7. These functions were used instead of the discrete,ong the reaction coordinate. The range of the OO separation
data points to calculate the geometry and partial charges®f H distance of interest is from its equilibrium value for,®%

at a spepified value of the OO distance during the free energy (1.4464 A) to 6 A, beyond which D, resembles two distinct
calculations. OH groups. This total range was divided into 34 windows of
sizedr (Or = 0.1 Aforroo < 3.4A,0r=0.2 Aforroo > 3.4
A) that were sufficiently small to ensure the numerical accuracy
We performed molecular dynamics simulations to calculate of eq 13. The system was perturbed in both forward and
two key quantities. One is the partial molar volume of the backward directions to obtain two values of the free energy
transition state species from which we can then calculate thechange per window, except for the end windows. The values
activation volume for HO, dissociation in SCW. The second reported are the means of the forward and backward results.
quantity is the change in free energy of solvation along the The geometry and partial charges of®4 were changed from
reaction coordinate. This quantity allows us to compare the rateswindow to window according to eqs-8.1 to model dissociation.
of H,O, dissociation in the gas phase and in SCW. This section The simulations were conducted at a reduced temperature of
provides some details regarding these molecular dynamics= 1.15 and a reduced density @f = 1.25. The starting
simulations. configuration was equilibrated for 500 ps. Subsequent simula-
3.1. Potential Models.In the preceding papemwe sum- tions were conducted successively along the reaction coordinate.
marized the development of the intermolecular potential model At each value of oo the system was equilibrated for 10 ps and

These functions are plotted along with the DFT data in Figures

3. Molecular Dynamics Simulation
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functions exhibit different density dependences at subcritical
and supercritical densities. Below the critical density of TIE
water, the peak height decreases with increasing density. On
the other hand, above the critical density, the peak height
increases with increasing density. These trends are consistent
with those observed for #D, and OH in TJE water and suggest
that the relative strengths of FSvater and waterwater
interactions are sensitive to changes in water density, as reported
in the previous papér.
The shape of the TSwater pair correlation functions is
. different from that of HO,—water pair correlation functions
6+ 2 3 4 5 6 7 8 9 10 (see Figures 4 and 5 in the previous paper). There are two major
r (angstroms) differences. First, the center-of-mass separation distance at which
Figure 8. TS—water pair correlation functions @t = 1.15 ando, = the TS—water pair correlation functions first be_come nonzero
0.25, 0.50, and 0.88. (~2.0 A) is smaller than that for ¥D,—water pair correlation
functions 2.3 A). Second, the yD,—water pair correlation
LR — functions show a sharper peak, which indicates a more clearly
14- defined solvent structure around the solute. These differences
arise from the different structures of the TS angDpl Because
of the greater distance between the oxygen atoms in the TS,
there is more room around the center of mass, and water
molecules have greater access to the center of mass of the TS.
That is, water molecules can get closer to the center of mass of
the TS than that of bD,, despite the larger size of the TS due
to OO bond stretching. As a result, the T®ater pair
correlation functions have their first nonzero value at a smaller
separation distance than the,®—water pair correlation
functions. Although this minimum T-Swater separation distance
remains constant for all water densities examined, the pair

16 l - | separately for clarity. These figures show that the pair correlation
1.4

r (angstroms) correlation functions increase much more slowly than those for
Figure 9. TS—water pair correlation functions &t = 1.15 andp, = H20, at higher densities. The TS structure being much more
1.25, 2.25, and 2.75. elongated than that of 0, makes it difficult for the water

molecules surrounding the TS to form a radial solvation shell

perturbed byr for 40 ps. The total simulation length, including  as clearly defined as that around®}. As a result, the TS
equilibration, was 2.19 ns. water pair correlation functions have either broad peaks (at low

All simulations were conducted in a canonical ensemble densities) or no peaks at all (at higher densities). These
(NVT). We used the reversible reference system propagatorObservatiOnS suggest that the TS in water is less solvated than
algorithm (r-RESPA3L22to integrate the equations of motion.  H202 at higher densities.
We took the long time step to be 1 fs and the short time stepto  The partial molar volumes{j were calculated from Kirk-
be 0.1 fs for all simulations. The Nos¢loover methoéf24was wood—Buff theory? using the pair correlation functiorg (r)
used for temperature control to ensure that a canonical ensembleéccording to eqs 14 and 15:
was obtained. The method was implemented with a single
thermostat with a fluctuation period of 10 fs. The solute o 1 1— N
geometry was kept rigid using the RATTLE algorit/#n. LT (Guv = Gw) =

Standard simulation procedures, including the Verlet neighbor
list, periodic boundary conditions, and the minimum image G. =47rf°°[g--(r) — 1Jr?dr (15)
conventions, were useé@27 All interactions were truncated at I e
10 A. The long-range electrostatic interactions were treated with
the reaction field methotf.28 The dielectric constant of the
dielectric continuume¢gr was chosen to be 80, as any value of
err between the value of the true dielectric constant and infinity
is acceptable for moderately and highly polar substaffcEse
dielectric constant of SCW is lower than that of ambient water,
which is about 80.

(14)

where N®* in Equation 14 is the number of excess solvent
molecules discussed in the previous paj€he integration in
eq 15 was carried out o= 10 A. Nexwas calculated at each
200 ps interval during the simulation. Since we had multiple
determination ofN®* at each state point, we were able to
calculate the mean and the standard deviatioN%ffor each
state point. We determined the uncertainties for all the partial
molar volumes and other calculated properties that we report
in this paper from the uncertainty fd and the propagation
4.1. Density Effects4.1.1. Structural Propertiestigures 8 of errors formula. Figures 10 and 11 show the number of excess
and 9 show the solutesolvent pair correlation functions for ~ water molecules around TS and the partial molar volume of
water molecules around the transition state (TS) fe©i= TS in SCW at various water densities. Botf andz;; have a
20H. The correlations were determined from center-of-mass water density dependence similar to that af0z and OH in
separation distances. We sampled pair correlation functions SCW2 The results suggest that TS in SCW is also a repulsive
every 50 fs using a sampling bin width of 0.5 A. The correlations mixture229i.e., TS-water interactions are less attractive than
for subcritical and supercritical water densities are shown water—water interactions.

4. Results and Discussion
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600 — Having determined the activation volume at different water
= densities, we can now integrate eq 6 to determine the density
£ 500 - dependence of the rate constant faOx dissociation in SCW
8 at T, =1.15. According to eq 6, the water density dependence
g 4004 H, of the rate constant is a function of the water density itself, the
2 ‘ + isothermal compressibility of water, and the activation volume.
= 300~ + Both density and isothermal compressibility are the properties
t_§ 200 - + % % of the solvent. The activation volume accounts for the setute
= solvent interactions, and the partial molar volumes from which
.Té 100 - ' : it is calculated also depend on solvent density and isothermal
s . compressibility, as discussed in the previous section. Therefore,

0- ‘ R the water density effects that we report here arise from both
0.0 0.5 1.0 15 20 . 25 3.0 solute-solvent interactions as well as the bulk solvent proper-
Reduced Density ties. We speculate that the effects due to setsmvent

interactions dominate at low densities, while the effects due to

bulk solvent properties dominate at high densities.

150 : ! Figure 13 shows the results of the numerical integration of
‘ | the relative rate constant as a function of the water density. The

Figure 11. TS partial molar volume in water & = 1.15.

g 100° rate constant for the lowest density state was arbitrarily chosen
g % ‘ as the reference poinkd). The uncertainty in the rate constant
o 0 } { + # at higher densitiesp{ > 1.5) is large, because the partial
E . derivative of the rate constant with respect to density is inversely
g -50 - proportional to the isothermal compressibility (see eq 6), which
5 100 becomes very small at these densities. The mean value of the
£ 150 rate constant af; =1.15 increases by about 12% as the reduced
% density of water ) increases from 0.25 to 0.75. Between 0.75
< -200 - < pr < 1.25, the rate constant is insensitive to changes in
250 1 : : density. As the water density increases furthes,ter 2.75, the
0.0 05 1.0 15 2.0 25 3.0 rate constant decreases by about 40%. The maximum in the
Reduced Density rate constant with increasing water density is due to the transition

from negative to positive activation volumes.

The qualitative density dependence in Figure 13 is consistent
with the limited experimental data available fos®} dissocia-
tion in SCW. These data show that the rate constant f@.H
dissociation in SCW is higher than the gas-phase rate coristant.
That is, the rate constant must increase as the water density is
increased from zero in the gas-phase to a nonzero value in SCW.
On the other hand, the experimental data also show that the

Figure 12. Activation volume for HO; dissociation in SCW at, =
1.15.

4.1.2. Density Effects on Reaction Kinetidfie activation
volumes in Figure 12 were calculated from the partial molar
volumes of the TS and #D; (from the previous pap&rin SCW
using eq 7. There is considerable scatter in the calculated value
at lower densities, but if the mean values are a reliable indicator, 5o constant for bO, dissociation in SCW decreases with

the activation volume undergoes a transition from negative 0 jycreasing water densifyEor these two trends to be consistent
positive values as the density increases. This transition from there must be a maximum in the rate constant at an intermediate
negative to positive activation volume with increasing density water density. It is difficult to make a more direct comparison

occurs because the relative solvation of the TS ap@.Hn of our results with the experimental data, however, since our
SCW changes with density, as indicated by the comparison of simulations were not conducted at the same conditions that were
the pair correlation functions for FSvater and HO,—water used for the experimental study.

systems. The significance of preferential solvation in the density ~ Mechanism-based kinetics models for SCWO are generally
effects on rate constants is discussed in depth by Chialvo etconstructed from chemical reactions and kinetics parameters
also drawn from the gas-phase combustion literature. These models
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Figure 14. Potential of mean force for #, dissociation in SCW at Figure 15. Change in free energy of solvation for®h dissociation
T, = 1.15 andp; = 1.25. in SCW atT, = 1.15 andp, = 1.25.

do incorporate the eﬁgqt of water but only by including water arrhenius parameters for 49, dissociation in SCWand the
as a reactant or a chI|S|on partner. Gas-phase reaptlon model$ecommended parameters for the reaction in the gas phase at
cannot capture physical effects such as setst@vent interac-  pigh_pressure limit! we calculate the rate constant in SCW to
tions and bulk solvent properties, which are responsible for the po'3 57 times higher than that in the gas phase at 744 K. If one
density effects shown in this study. One can, however, use the ;.cquns for the reported uncertainties in the rate constafus (
computational approach demonstrated in this work to quantify kscw = 0.1, Alog kgas= 0.5), however, this ratio of the SCW
the water density dependence of the rate constant and thugate constant to the gas-phase rate constant can be as high as
effectively incorporate the water density effects on the SCWO 19 g and as low as 1.01. Since the ratio we calculated from the
kinetics in mechanism-based kinetics models. ] simulation is consistent with the experimental ratio (considering
4.2. Potential of Mean Force in Supercritical Water.Figure uncertainty) we conclude that the enhanced rate eOH
14 shows the potential of mean force foj®3 dissociation in — gissociation in SCW is consistent with a solvation-induced
water atTy = 1.15 andpr = 1.25. The contribution of the free raqyction in the energy barrier for this reaction. One can thus
energy of solvation to the potermal of mean force is such thgt use the free-energy calculation approach employed in this study
there is less than 3.0 kJ/mol difference between the potential g jncorporate the solvation effects into the activation barrier
of mean force in SCW and the corresponding gas-phase reaction,,q improve the values of the kinetics parameters used in

energy profile. ) ~ mechanism-based kinetics models.
The change in free energy of solvation along the reaction

coordinate is plotted _separa_tely in Figure 15. T_he_change iN 5 Conclusion
free energy of solvation being less than zero indicates that
H,O,—water interactions become increasingly attractive as the We have elucidated the role of water in the kinetics eOii
reaction proceeds. This result is consistent with the modestdissociation in SCW al; = 1.15 by using DFT calculations
increase in the rate constant with increasing water density atand molecular dynamics simulations combined with Kirkweod
low densities (Figure 13). The change in the free energy of Buff theory. We quantified the density dependence of the rate
solvation is partially due to the change in the partial charges asconstant by calculating the activation volumepgat= 0.25—
H,O, dissociates. We point this out because we believe that 2.75. We also quantified the difference between the activation
the sharp change that appearsgg= 2.5 A is an artifact from barriers of the gas-phase and SCW-phase reaction by calculating
the choice of analytic functions used to describe the dependencethe changes in the free energy of solvatiopat= 1.25 along
of partial charges on the reaction coordinate. Recall from Figure the reaction coordinate, which we took to be the oxygen
7 that the magnitude of the partial charge shows a sharp peakoxygen separation distance of®b.
atroo = 2.5 A. The rate constant for 4@, dissociation is a function of the
Our results indicate that solvation lowers the activation barrier water density. It increases by approximately 12% as the reduced
for H,0, dissociation afl, = 1.15 andp; = 1.25 by 2.09+ density of water increases from = 0.25-1, and then it
0.012 kJ/mol, where the uncertainty reported is determined from decreases by approximately 40% as the reduced density
half the hysteresis. The uncertainty per window did not exceed increases further tp, = 2.75. The observed density dependence
+0.09 kJ/mol. We can use conventional transition state theory of the rate constant is qualitatively consistent with available
to estimate the change in the rate constant that would resultexperimental data for #D dissociation in SCW.
from this much difference in the activation barrier. Assuming  The activation barrier for kD, dissociation in SCW is about
that the pre-exponential factor is unaffected, we obtain from eq 2.1 kJ/mol lower than that in the gas phase. This difference
4 translates to a rate constant fop®3 dissociation that is 44%
higher in SCW T, = 1.15, o, = 1.25) than in the gas-phase at
kscw= ex 2.09+ 0.01 the high-pressure limit and at the same reduced temperature.
kgas F( RT The ratio of SCW-phase to gas-phase rate constant that we
obtained from simulations agrees with the ratio calculated from
which means that for the same reduced temperature and densitythe literature rate constari&twithin the published uncertainties.
the rate constant for #D, dissociation in SCW is 44% higher The present and precedmgtudies present a systematic
than that for the gas-phase reaction. The reduced temperatur@pproach that can be used to improve mechanism-based kinetics
and density used in our simulations correspond to 744 K and models of SCWO. Generally, the kinetics and thermochemical
403 kg/n# for real water. Using the experimentally determined data for these detailed chemical kinetics models are drawn from

j = 14440003 (16)
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the combustion literature. Applying such gas-phase models to  (5) Laidler, K. J.Chemical Kinetics3rd ed.; Harper Collins: New

SCWO conditions, however, completely neglects solvent density Yo”zé)lg\’/zz{ der Zwan, G.; Hynes, J. T, Chem. Phyel08a 78, 4174
effects, which arise from the solutsolvent interactions and (7) Billing, G. D.; Mikkelsen, K. V.Molecular Dynamics and Chemical

bulk solvent properties. The present and preceditgdies Kinetics John Wiley and Sons: New York, 1996.

elucidated the density effects on the rate constant and theE A(Iffc)hgajval%%ép‘il'f-:l%ospalan, S.; Mizan, T. I.; Martino, C. J.; Brock, E.
equilibrium qonstant for bD, dlssomathn. The preser_lt s;udy ‘ ©) Chandrasekhar, J.- Smith, S. F.: Jorgensen, W, lAm. Chem.
also sheds light on the effect of solvation on the activation of soc.1985 107, 154.

this reaction. Our results indicate that these density and solvation (10) Becke, A. D.J. Chem. Physl993 98, 5648.

effects influence (by less than an order of magnitude) the 19&11)15@%2?“ B.; Savin, A.; Stoll, H.; Preuss, KChem. Phys. Lett.
kinetics of HO, dissociation, which is an important step in the (12) Lee, C. T.: Yang, W. T.; Parr, R. ®hys. Re. B 1988 37, 785.

overall reaction mechanism of SCWO. (13) Breneman, C. M.; Wiberg, K. B.. Comput. Chent99Q 11, 361.

Additionally, the results presented herein show that the _ (14) Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Gill, P. M. W.;

changes in solvation along the reaction coordinate and changeé\o.h&sozqég}]g; Robb, F“{L;g/?{;ﬂlﬁiﬁe man, . R Keith, T.; Petersson, G.

in solvation with density are consistent with the experimentally v. G.; Ortiz, J. V.; Foresman, J. B.; Peng, C. Y.; Ayala, P. Y.; Chen, W.;
observed effect of water on B, dissociation rates in SCW.  Wong, M. W.; Andres, J. L.; Replogle, E. S.; Gomperts, R.; Martin, R. L.;

Given the fact that global SCWO rates are extremely sensitive Fo%: D- J.. Binkley, J. S.; Defrees, D. J.; Baker, J.; Stewart, J. P.; Head-
; L Gordon, M.; Gonzalez, C.; Pople, J. A5aussian94 Revision B.3;
to the rate of HO; dissociation, we conclude that one way that Gayssian: Pittsburgh, 1995.

changes in the water density influence global SCWO rates is  (15) Benassi, R.; Taddei, Fetranedron1994 50, 4795.

through density-induced changes in the differential solvation 1é12)27|35380h, R.D.; Ayala, P. D.; Schlegel, H. 8. Am. Chem. So996
of reactants, products, and transition states. Thus, changes i (17) Luo, X.; Fleming, P. R.: Rizzo, T. Rl. Chem. Phys1992 96,

differential solvation must be added to the list of partial and s5e59,
potential causes of water density effects on global SCWO rates. (18) Teleman, O.; Jwsson, B.; Engstra, S.Mol. Phys.1987 60, 193.

This list includes cage effectd33 water acting as a collision 10(1191)9 Mizan, T.I.; Savage, P. E.; Ziff, R. M. Supercrit. Fluids1997
partner and/or a reactatt,3” and water molecules interacting (20) zwanzig, R. W.J. Chem. Phys1954 22, 1420.

with transition state383° (21) Martyna, G. J.; Tuckerman, M. E.; Tobias, D. J.; Klein, MMol.

One must also keep in mind that the bulk solvent properties Phys.1996 87, 1117.

also play an important role in the observed density dependence97(Zlg)goT_“Ckerma”’ M.; Beme, B. J.; Martyna, GJJChem. Phys1992

of the rate constant and the equilibrium constant. This observa- (23) Hoover, W. GPhys. Re. A 1985 31, 1695.
tion underscores the need to consider the system as a whole (24) Nose S.Mol. Phys.1984 52, 255.

; ; ; i (25) Andersen, H. CJ. Comput. Phys1983 52, 24.
when attempting to rationalize the observed water densﬁy_effects (26) Allen. M. P Tidesley, D. JComputer Simulation of Liquids
on SCWO kinetics. One must account for changes in the oyord University Press: Oxford, 1987.

behavior and properties of water as well as those of the selute (27) Haile, J. MMolecular Dynamics Simulation: Elementary Methpds
water interactions with changing water density. John Wiley and Sons: New York, 1992.
(28) Neumann, MJ. Chem. Phys1985 82, 5663.
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