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A combination of quantum mechanics and molecular mechanics QM/MM has been used to study the capture
of ethylene by Brookhart’s Ni diimine catalysts of the type (ArNdC(R′)-C(R′)dNAr)Ni II-propyl+ with (1)
R′ ) H and Ar ) H, (2) R′ ) H and Ar ) 2,6-C6H3(i-Pr)2, or (3) R′ ) CH3 and Ar ) 2,6-C6H3(i-Pr)2. The
study made use of both conventional “static” density functional theory (DFT) based calculations as well as
slow growth first principle molecular dynamics (FPMD) DFT methods to examine the capture of ethylene.
Examination of the static potential energy surface of all three catalyst models1, 2, and3 reveals that there
is no enthalpic barrier to the capture process. However, both the static and molecular dynamics simulations
suggest that there is an entropic barrier to the association that originates from the loss of rotational and
translational entropies upon association. The FPMD QM/MM slow growth barriers were calculated to be 7.5,
10.3, and 10.8 kcal/mol at 300 K for catalysts1, 2, and3, respectively. An analysis suggests that the trend
in the barriers can be related to the size of the active site. The free energy barrier for the pure QM model of
1 has also been estimated from a series of frequency calculations. This approach provides a barrier of 7.7
kcal/mol (and 6.8 kcal/mol without quantum dynamical contributions), which is in fair agreement with the
7.5 kcal/mol barrier (without quantum dynamical contributions) calculated from the slow growth simulations.
Analysis of the estimate from the frequency calculations suggests that this barrier estimate represents an
upper limit, since the components of the vibrational entropy that compensate the loss of rotational and
translational entropy upon association are partially neglected in the treatment.

1. Introduction

There have been an abundant number of computational studies
of olefin polymerization catalysts including pure molecular
mechanics studies,1-5 conventional electronic structure calcula-
tions,6,7 and most recently, Car-Parrinello molecular dynamics
(MD)8 and combined quantum mechanics and molecular
mechanics (QM/MM) simulations.9 Virtually all of the theoreti-
cal studies have focused on the insertion and chain termination
processes. One part of the chain propagation that has been
overlooked to some degree in theoretical (and experimental)
studies is the monomer capture process. The reason for this is
that the capture of the monomer is not considered to be the
rate-determining step under normal polymerization conditions.10

The specific case of Brookhart’s Ni(II) olefin polymerization
catalyst11 is unique in that the capture process is believed to
play an integral role in controlling the chain branching.

Also, the reverse of the capture process, the monomer
ejection, has been neglected, although it plays a role in the chain
termination. In most single-site catalytic systems,â-hydrogen
elimination has been experimentally implicated to be the
dominant chain termination process.10 Whether theâ-elimination
process is a unimolecularâ-hydrogen transfer to the metal (not
shown) or a bimolecularâ-H transfer to the monomer (Figure
1), the process is not completed until the olefin terminated
polymer chain is ejected. The rate-determining step has been
assumed to be the hydrogen-transfer process and not the ejection
of the π-bound polymer chain. As depicted in Figure 1, the
ejection of the polymer chain can occur in a purely dissociative

manner or by the associative displacement by the monomer.
Detailed theoretical studies of the termination process generally
neglect the ejection process even though the olefin binding
energies are often calculated to be in excess of 30 kcal/mol.
Although there is an entropic cost to association that offsets
the strong enthalpic tendency for olefin complexation, this has
a limiting value of 12-15 kcal/mol (T∆S° at 298 K) for typical
sized catalyst systems.12 Thus, in some cases the ejection of
the chain may in fact be the rate-limiting process and not the
hydrogen transfer. We shall in the present study investigate the
free energy surface for both the olefin capture and the olefin
elimination in Brookhart’s Ni(II) olefin polymerization catalyst,
(ArNdC(R′)-C(R′)dNAr)Ni II-R+, as an extension of a previ-
ous study in which we explored the influence of the R′
substituent on the enthalpy of olefin capture/elimination.13

The free energy of the olefin capture/ejection process can be
mapped out by performing a series of frequency calculations
on the static potential energy surface. Since these are compu-
tationally expensive calculations, even with density functional
methods, these calculations are sparse. Furthermore, only the
free energies of the overall capture process have been examined
in this way.14 To date no one has examined the “whole” free
energy profile of the capture/ejection process to determine if
there is a barrier to the process. The mapping of the entire free
energy profile of the capture is hampered by the fact that the
free energy transition is likely to lie in the weak bonding regime
where there may be difficulties in applying a frequency
calculation.15 Furthermore, since the process has a large entropic
contribution, the maximum on the zero-temperature energy
surface is not likely to match the position of the free energy
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transition state. Thus, a number of expensive frequency calcula-
tions along the surface would be necessary to locate the
maximum on the free energy surface. Finally, this is all further
complicated when considering the process in solution where
entropies of molecules are subject to more uncertainties.16 An
alternative to the static approach to examining the free energy
profile of the process is to use molecular dynamics or Monte
Carlo methods. Here, the PAW QM/MM method provides us
with a unique tool to explore the process.

In this investigation we map out the free energy surface of
the monomer capture process for Brookhart’s Ni(II) olefin
polymerization catalyst, (ArNdC(R′)-C(R′)dNAr)Ni II-R+ us-
ing a combination of static and dynamic methodologies. Our
previous QM/MM calculations9a revealed that there was no
enthalpic capture barrier for the Ar) 2,6-C6H3(i-Pr)2, R′ )
CH3 catalyst system. However, the existence of a free energy
barrier cannot be precluded. If a significant free energy barrier
exists, then this may have possible implications to the chain
termination and branching processes.

2. Computational Details

For the model QM system1 (ArNdC(R)-C(R)dNAr)Ni-
X+; Ar ) R ) H) all static DFT calculations were carried out
by the Amsterdam density functional program package ADF.17

The electronic configurations of the molecular systems were
described by a triple-ú basis set on nickel18 for 3s, 3p, 3d, 4s,
and 4p. Double-ú STO basis sets were used for carbon (2s, 2p),
hydrogen (1s), and nitrogen (2s, 2p), augmented with a single
3d polarization function except for hydrogen where a 2p function
was used. The 1s22s22p6 configuration on nickel and the 1s2

shell on carbon and nitrogen were assigned to the core and
treated within the frozen core approximation. A set of auxiliary18c

s, p, d, f, and g STO functions centered on all nuclei was used
in order to fit the molecular density and present Coulomb and
exchange potentials accurately in each SCF cycle. Energy
differences were calculated by augmenting the local exchange-
correlation potential by Vosko19 et al. with Becke’s20 nonlocal
exchange corrections and Perdew’s21 nonlocal correlation cor-
rection. Geometries were optimized including nonlocal correc-

tions. First-order scalar relativistic corrections22 were added to
the total energy, since a perturbative relativistic approach is
sufficient for 3d metals. In view of the fact that all systems
investigated in this work show a large HOMO-LUMO gap, a
spin-restricted formalism was used for all calculations.

All stationary points for the real species2 (2,6-C6H3-
(i-Pr)2)NdC(H)-C(H)dN(2,6-C6H3(i-Pr)2))Ni-X+ and3 (2,6-
C6H3(i-Pr)2)NdC(CH3)-C(CH3)dN(2,6-C6H3(i-Pr)2))Ni-X+

have been optimized with the ADF QM/MM program using a
modified version23 of the original IMOMM coupling scheme
of Maseras and Morokuma.24 Figure 2 depicts the QM/MM
partitioning of the full Ni diimine catalyst3. Carbon atoms in
Figure 2 labeled with asterisks represent the MM-link atoms at
the QM/MM boundary. Use has been made of a link bond
ratio,23 R, of 1.385 for the N-C(aryl) link bond in order to
reproduce the average bond distance of 1.44 Å observed in
related experimental X-ray crystal structures.25

An augmented AMBER95 force field26 was utilized to
describe the molecular mechanics potential. When the AMBER
atom type labels as described in the litterature26 were employed,
the diimine carbon was assigned with atom type “CM”
parameters, the diimine N with “N2”, the aryl ring carbon atoms
with “CA”, the aryl ring hydrogen atoms with “HA”, and the
remaining carbon and hydrogen atoms of the MM region with
“CT” and “HC”, respectively. For the propagation and termina-
tion processes, the reacting ethene monomer was assigned with
sp2 “C” van der Waals parameters through to the transition state
structure and changed to sp3 “CT” parameters in the product.
A similar procedure was followed for the isomerization process.
Alkyl carbon and hydrogen atoms of the active site were
assigned “CT” and “HC” van der Waals parameters, respec-
tively. Ni was assigned the “Ni 4+ 2” van der Waals parameters
of Rappé's UFF.27 Electrostatic interactions were not included
in the molecular mechanics potential.

In this study, structural optimization of the QM/MM com-
plexes involved a global minimum search of the MM subsystem13b

with the QM subsystem frozen.13 The global minimum search
involved performing 100 ps of molecular dynamics on the MM
subsystem at 800 K where structures were sampled every 2 ps.

Figure 1. Full chain termination process including the loss of the olefin-terminated polymer chain.

Figure 2. QM/MM partitioning of the Ni diimine catalyst (ArNdC(CH3)-C(CH3)dNAr)Ni-R+ used in this study: (a) so-called “real system”
where the link bonds are labeled with asterisks; (b) QM model.
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Each of the 50 sampled structures was then partially optimized.
The best 10 of these partially optimized structures was then
fully optimized. The resulting lowest energy structure was
considered to be the “global” minimum for the particular frozen
QM geometry. During the full optimization of the QM/MM
system, the global minimum search was performed once at the
beginning to provide the “best” initial MM structure for the
given QM structure. The global search was not used in
subsequent geometry optimization cycles. However, upon
convergence of the geometry optimization, the global search
was repeated in order to ensure that a new global MM minimum
did not evolve as the QM subsystem changed. If the resulting
structure was found to be more stable than the original by 0.2
kcal/mol, then the whole QM/MM optimization process was
repeated starting from this new structure.

Ethene binding energies were calculated as the total energy
of the olefinπ-complex subtracted from the total energy of the
free metal alkyl complex plus the free ethene. For all complexes,
the growing chain was modeled by a propyl group. The propyl
group has been previously shown8a to be an appropriate model
for the growing chain, since it accounts for theâ- andγ-agostic
interactions with the metal center.

For the static linear transit ADF calculations reported, all
degrees of freedom were optimized except for the reported
reaction coordinate. Both forward and backward scans were
performed within the critical sections of the potential energy
surface (i.e., stationary points or similar). QM/MM frequency
calculations were performed using a method described else-
where.13a With QM/MM and pure QM frequency calculations,
a two-point numerical differential of the energy gradient was
performed in order to determine the Hessian matrix. Thermo-
dynamic properties were evaluated according to standard
textbook procedures.28a,bSince the vibrational entropy computed
from the harmonic frequencies is extremely sensitive to varia-
tions in frequencies under 200 cm-1, it is recommended practice
to replace the harmonic approximation for low-lying modes with
a more realistic expansion of the potential surface.28b However,
in the present case the low-lying modes involved cannot be
described within one of the well-known approximations such
as the hinder-rotor model. Unless otherwise specified, modes
under 50 cm-1 have been removed from the analysis, the default
setting in ADF. We estimate errors in our relative free energy
calculations due to this approximation to be(4 kcal/mol for
T∆Svib, (1.2 kcal/mol for∆Hzpe, and(0.5 for∆Hvib at 298 K.
The error bars were estimated by examining the variation in
these properties as a function of the cutoff used in our frequency
analysis.

All reported molecular dynamics simulations were carried
out with the Car-Parrinello29 projector augmented wave (CP-
PAW) code developed by Blo¨chl30 and extended by Woo et
al.9b to combine quantum mechanics and molecular mechanics
(CP-PAW-QM/MM). The density functionals, QM/MM parti-
tioning (Figure 2) and MM force fields employed for the QM/
MM-ADF calculations, were used in the CP-PAW-QM/MM
simulations as well.

The molecular mechanics region was oversampled by a 20:1
ratio over the QM region236 to enhance the sampling of the large
and “floppy” aryl rings. Time steps of 7 and 7/20 au were used
for the QM and MM subsystems, respectively. Masses of the
nuclei were set to 50.0 amu for Ni, 2.0 amu for N and C, and
1.5 amu for H in the QM region (including the MM link atoms).
MM atoms directly bonded to the MM link atoms were rescaled
10-fold such that the masses of hydrogen and carbon were 0.15
and 0.2 amu, respectively. The masses of all other MM nuclei

were rescaled 400-fold to 0.005 amu for carbon and 0.00375
amu for hydrogen. Since we do not discuss time-dependent
properties and since configurational ensemble averages remain
unchanged under a rescaling of the masses, this technique is
appropriate. Unless otherwise specified, the electronic structure
calculation of the QM model system involved a unit cell spanned
by the lattice vectors ([0.0 9.5 9.5][9.5 0.0 9.5][9.5 9.5 0.0]).
Separate thermostats were used for the QM and MM regions.

The free energy barriers were calculated using the “slow
growth” technique, which has been detailed and demonstrated
on other olefin polymerization catalysts.8a-d With the slow
growth technique, a reaction coordinate (RC) is constrained
during the dynamics and slowly varied from a value charac-
teristic of the initial state to a value characteristic of the final
state of interest. The Helmholtz free energy difference∆F
between two arbitrary pointsλ ) 0 andλ ) 1 along the RC is
determined as

where the number of samples at each pointλ equals 1 in the
slow growth limit. The slow growth reaction coordinate used
in all simulations was the Ni-olefin carbon midpoint distance.
In the simulations that are presented here, the total scan time
chosen was about 39 000 time steps for each direction.

The PAW QM/MM simulations sample from theNVT
ensemble and therefore the profiles correspond to Helmhotz free
energies. We use∆F to refer to the Helmholtz free energy
determined from the PAW simulations. The frequency calcula-
tions correspond to Gibbs free energies,∆G, at 1 atm constant
pressure. In the vacuum, gas-phase limit, the Helmholtz and
Gibbs free energies are equivalent, and therefore, the constant
pressure correction can be added to our PAW free energies to
compare to the corresponding Gibbs free energies of the
frequency calculations.

3. Results and Discussion

We have examined the free energy surface of the capture
process for three variations of the Brookhart Ni diimine catalyst,
(ArNdC(R′)-C(R′)dNAr)Ni II-propyl+. The first catalyst model
1 lacks any of the bulky substituents such that Ar) H and R′
) H. For the last two catalyst models2 and3, the bulky aryl
rings Ar ) 2,6-C6H3(i-Pr)2 are modeled by a MM potential.
With catalyst model2 R′ ) H, while for 3 the R′ ) CH3 group
is also partitioned to the MM region. In all three cases, the
electronic structure calculation is performed on the same model
system where Ar) H and R′ ) H.

Static Capture Profiles. We first examine the “static”
potential energy surface of the olefin capture process. In our
previous pure QM and QM/MM studies of the Brookhart Ni
diimine catalyst, it was noted9a that no ethalpic barrier to the
capture process could be located. Here, we present a more
detailed examination of the potential energy surface in order to
relate it to the free energy surface. Figure 3 shows the calculated
enthalpy profiles of the ethene capture process for catalyst
models1-3. The profiles were determined from a series of static
linear transit calculations where the reaction coordinate is
defined as the distance between the midpoint of the olefin double
bond and the metal center. The energies plotted are relative to
that when the Ni-olefin midpoint distance is 7.0 Å.

Without the influence of the bulky aryl rings, olefin capture
in 1 shows a gradual stabilization of the complex as the olefin
approaches the metal center. The long-range stabilization is due
to the favorable electrostatic interactions of the electropositive

∆F ) ∫0

1〈∂E
∂λ〉|λ,T dλ (1)
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metal center and the olefin. The short-range and strong
stabilization is attributed to theπ-donor-acceptor interactions
between the olefin and metal center. In catalyst models2 and
3 the strong stabilizing interactions are offset by the repulsive
steric interactions between the olefin and the aryl rings that force
the rings to less favorable perpendicular orientations. Thus, the
addition of the bulky rings in the hybrid QM/MM potentials in
2 and3 produces two notable changes in the capture profiles.
First, the exothermicity of the olefin binding decreases as
discussed previously.9a Second, although there is no clear
transition state, there is a plateau with a steep enthalpic cliff
leading to theπ-complex. The ledge of the plateau occurs at
approximately 2.9 Å for2 and slightly more inward at 2.8 Å
for 3. Again, this can be rationalized in terms of an increased
steric hindrance to the formation of theπ-complex that delays
the net stabilization due to the electronic interaction between
the olefin and the metal center.

Slow Growth Free Energy Profiles. To explore the free
energy surface of the capture process at 300 K, we have
performed a series of molecular dynamics simulations of the
process for catalyst models1-3 using the slow growth method.
The slow growth reaction coordinate utilized in all simulations
was the olefin midpoint to Ni distance. For all three catalyst
models, forward and reverse scans were performed where the
reaction coordinate was continuously varied from 4.0 to∼2.3
Å. Plotted in Figure 4 are the resulting free energy profiles of
the forward scans (capture). The profiles for all three models
are plotted relative to the state at the beginning of the simulation
where the reaction coordinate is 4.0 Å. Extension of the profile
beyond the RC) 4.0 Å mark was only performed for model3,
which amounts to 3.5 kcal/mol. The profiles of2 and 3 are
plotted in Figure 4 assuming the same long-range behavior of
the free energy profile.

The baseline used in Figure 4 demands some explanation.
Extension of the free energy profile beyond the 4.0 Å point is
complicated by the fact that the demands of the electronic
structure calculation grow with the cell size and at large reaction
coordinate values, a relatively large simulation cell is required.
For the RC) 2.3-4.0 Å simulation window, the electronic
structure calculation is already quite demanding, and extension
of the free energy profile for larger reaction coordinate values
requires an even larger simulation cell, thereby putting enormous
strains on the computational resources. For these reasons, only
the free energy profile of3 was extended beyond the 4.0 Å

point. In this extended simulation window a unit cell spanned
by the lattice vectors ([0.0 11.5 11.5] [11.5 0.0 11.5] [11.5 11.5
0.0]) in angstroms was utilized. Only the outward scan was
performed were the reaction coordinate was varied from 4.0 to
6 Å over 16 000 time steps. At approximately the 5.5 Å mark,
the free energy begins to level out where it is 3.4 kcal/mol lower
than at the 4.0 Å mark. For all three model systems, the free
energy was still dropping at the RC) 4.0 Å mark. However,
we note that the slopes of profiles begin to converge at the 3.70
Å point. Comparison of the absolute constraint forces during
the simulations reveals that there is also a convergence of the
absolute value of the force. This further suggests that in the
long-range region, the behavior of the profiles of the three
models is similar. This is a reasonable assumption for models
2 and3, which have nearly identical structures. However, for
model1, which does not have the large bulky aryl rings, this
assumption is more approximate and the extended profile for
this model is likely to drop off more quickly, likely resulting
in an overestimation of the barrier in this case.

With the approximation that the same baseline is used for
all three model systems for both forward and reverse scans, the
slow growth capture barriers are reported in Table 1, with error
estimates based on the hysteresis. Also provided in Table 1 are
the locations of the free energy maxima in terms of the reaction
coordinate. The capture barriers follow the expected trend with
1 < 2 < 3. Without the bulky aryl rings the capture barrier of
1 lies about 3 kcal/mol lower than that of either2 or 3. The
free energy barrier of3, with R′ ) CH3, is slightly larger than
2 with R′ ) H. Since the R′ group is treated in the MM region,
the enhanced barrier of3 is only steric in nature. Our earlier
study13 of the electronic and steric effects of the R′ substituents
suggests that the inclusion of electronic effects in model3 may
further enhance the barrier.

Figure 3. “Static” linear transit energy profiles of the capture process.
The reaction coordinate of the linear transit calculations was the distance
between the Ni and the midpoint of the olefin double bond. Energies
are plotted relative to the stability of the conformations at RC) 7.0
Å.

Figure 4. Slow growth free energy profiles of the capture process at
300 K for models1-3. Free energies are all plotted with the same
baseline at a reaction coordinate value of 4.0 Å, where only the profile
of 3 is extended.

TABLE 1: Free Energy Barriers Including Hysteresis from
Slow Growth Simulations of the Capture Process

structure description
∆Gq

capture
a,b

(kcal/mol)

barrier
distanceb

(Å)

4 Ar ) H, R′ ) H 7.5( 0.4 2.93( 0.05
5 Ar ) 2,6-C6H3(i-Pr)2, R′ ) H 10.3( 0.2 2.75( 0.08
6 Ar ) 2,6-C6H3(i-Pr)2, R′ ) CH3 10.8( 0.5 2.66( 0.10

a Assuming the baseline at a reaction coordinate value of 4.0 Å can
be used for all trajectories as discussed in the text.b Error bars
determined from hysteresis.
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The location of the free energy maxima also follows the
expected trends. As the steric congestion about the metal center
increases, the location of the maximum decreases. These trends
are in line with the trends observed with the potential “ledges”
in our static calculations of the potential surface given in Figure
3. Some other noteworthy observations can be made that relate
the free energy profiles with the static potential energy profiles.
For example, the gradual slope of the static potential of1 is
translated into a broad free energy barrier. This contrasts with
the profiles of2 and 3, which have steep enthalpic “ledges”
and also steeper behavior of the free energy surface near the
maximum. Consistent with the notion that the ethalpic tendency
to form theπ-complex is offset by entropic factors, the free
energy maxima of2 and3 lie slightly more inward (∼0.2 Å)
than the steep ledges of their respective ethalpic profiles shown
in Figure 3. There is one noticeable difference between the
“static” profiles and the free energy barriers of Table 1. The
olefin capture energies of models2 and 3 differ by 2.4 kcal/
mol, whereas the free energies are approximately the same.
Thus, the uptake and capture barriers in this case may be
controlled by different factors.

Nature of the Free Energy Barrier. Even without the bulky
aryl rings the free energy barrier of capture for model complex
1 is significant, amounting to 7.5 kcal/mol at 300 K according
to our slow growth simulations. The slow growth free energy
profile of 1 has a maximum at approximately 2.93 Å. At this
point the static capture profile of Figure 6 shows that the olefin
catalyst complex is only stabilized by 3.5 kcal/mol. If the
entropic cost of the association at this point is large, then this
could account for the large barriers observed. To further

understand the nature of the capture barrier, we have attempted
to elicit a free energy barrier of1 from static frequency
calculations. Full ADF frequency calculations of the optimized
π-complex and the free alkyl have been performed. Additionally,
a constrained frequency calculation has been performed on the
linear transit structure at RC) 3.0, approximately where we
estimate the free energy maximum to be from the PAW MD
simulations. In this frequency calculation the degree of freedom
associated with the reaction coordinate is constrained.

The resulting free energies relative to the free metal alkyl
and ethene are reported in Table 2. The free energy of olefin
complexation is estimated to be exergonic∆G°capture) -3.1
kcal/mol at 298.15 K. On the basis of the constrained frequency
calculation of the transition-state complex where the reaction

Figure 5. Possible indirect steric effect of the R′ diimine substituents on the monomer capture process.

Figure 6. (a) Deviation of the plane angle from perpendicular orientation of the aryl rings relative to the diimine ring extracted from the slow
growth simulation of the capture process for models2 and3. (b) Definition of the angleæ.

TABLE 2: Thermodynamic Data at 298 K for the Olefin
Complexation for Model Catalyst 2 Relative to the Free
Species

contribution to∆G° (kcal/mol)

quantity π-complex RC) 3.0 Å

-T∆Strans +10.6 +10.6
-T∆Srot +5.2 +5.1
-T∆Svib -3.2 -5.7
-T∆Stotal +12.5 +10.0

∆Htrans -0.889 -0.889
∆Hrot -0.889 -0.889
∆Hvib +1.6 +2.3
∆HZPE +1.6 +0.5
∆Ecomplexation -16.9 -3.4
∆Htotal -15.6 -2.3

∆G at 298 K -3.1 +7.7
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coordinated is fixed to a value of 3.0 Å, the capture barrier is
estimated to be 7.7 kcal/mol at 298 K, which is in reasonable
agreement with the barrier predicted from the slow growth
simulation. (We will discuss the comparison in more detail later.)
Table 2 reveals that the entropic cost of association at this point
amounts to 10 kcal/mol, whereas the ethalpic stabilization at
this point is only 3.4 kcal/mol. Thus, on the basis of this
approximation, the capture barrier can be considered to be an
entropic barrier resulting in the loss of translational and
rotational degrees of freedom upon association.

At this point let us examine the effect of the approximations
made in this analysis. We have assumed that the six rotational
and translational degrees of freedom are completely converted
into vibrational degrees of freedom. When the olefin is weakly
bound, the resulting vibrations associated with the olefin metal
bond will be of low frequency. Classical statistical thermo-
dynamics28b reveals that the absolute vibrational entropy as-
sociated with a particular normal mode vibration is inversely
proportional to its frequency. Thus, when the olefin is weakly
bound, the potentially large loss of rotational and translation
entropies is offset because they are transformed into vibrational
degrees of freedom with high entropies associated with them.
Oppositely, when the olefin is more strongly bound, the
vibrations are of higher frequency and therefore have lower
absolute entropies associated with them. Thus, the more strongly
bound the complex, the higher the entropic cost of association.
In general terms, there is an inverse relationship between the
exothermicity and the entropic cost of association.31

In comparing the relative free energy of theπ-complex where
the olefin is strongly bound and is the transition-state structure,
we notice that the results exhibit this inverse relationship. At
the transition-state structure, the enthalpic stabilization amounts
to only 3.4 kcal/mol and the-T∆Svib compensation is-5.7
kcal/mol. In comparison, at theπ-complex where the enthalpic
stabilization is about 17 kcal/mol, the compensatory component
is diminished to-3.2 kcal/mol. Since all frequencies under 50
cm-1 were removed in the thermodynamic analysis, we suggest
that the estimated capture free energy barrier of 7.7 kcal/mol
provides an upper limit. This is because, in this case, the lowest
four vibrational modes were discarded in each calculation, and
therefore, potentially four of the six vibrational modes associated
with the olefin complexation were removed. Since most of the
high entropy vibrational modes that would offset the loss in
rotational and translation entropy have been removed from the
analysis, we are overestimating the entropic cost of association.

In our treatment we have assumed that the translational and
rotational entropies of the interacting components are completely
lost and replaced with the vibrational terms. In the limit of no
bonding, these vibrational degrees of freedom will become
indistinguishable from the lost rotational and translational ones.
Thus, it has been suggested that a better approach to treating
the entropic cost of weak associations (as in our transition-state
structure) is to assume that the translation and rotational
entropies of the separate components is not completely lost upon
association.32 In this way, the entropic cost of association is
treated as some fraction of the 15.7 kcal/mol maximum (T∆Srot

+ T∆Stransof Table 2) that is dependent upon the exothermicity
of the association.16,31 Unfortunately, this approach is also
problematic, since there is no satisfactory relationship to
determine what fraction to use.

To compare the capture barriers from the static calculations
and the molecular dynamics simulations, we must correct the
static barrier estimate for terms not accounted for in the MD
simulation. The thermodynamic components given in Table 2

that are not accounted for in the PAW slow growth simulation
are∆HZPE, ∆Hvib, ∆Htrans, and∆Hrot..33 When these components
are removed from the static barrier, it drops from 7.7 to 6.8
kcal/mol. This compares to the 7.5 kcal/mol slow growth barrier
of the capture process for complex1. As discussed before, we
suggest that the static barrier estimate represents an upper limit,
and thus, it seems that the slow growth method has overesti-
mated the barrier. One possible explanation is that the extended
tail of the free energy profile, which was taken from the
simulation of3, is not exactly the same as for the pure QM
model1.

The calculated slow growth barrier for the pure QM model
1 was estimated to be 7.5 kcal/mol, whereas for models2 and
3, they are 10.3 and 10.8 kcal/mol, respectively. Thus, the
addition of the bulky aryl rings increases the barrier by only 3
kcal/mol. Since the barrier is entropic in nature, the difference
must arise from the constriction of the active site cavity of the
metal center by the aryl rings, which would enhance the loss
of rotational and translational entropy of the complexing olefin.
From Table 2, we note that for model2 the entropic cost of
association at the transition state is 10 kcal/mol. The same
quantity for theπ-complex where the olefin is strongly bound
is 12.5 kcal/mol, a difference of 2.5 kcal/mol. We would expect
that the entropic cost of association at the transition states of2
and3 would be somewhere between that of theπ-complex and
transition state of1. With this argument, the difference of 3
kcal/mol observed for the barriers of2 and3 with that of 1 is
reasonable, albeit somewhat high.34

The small but observable barrier difference in capture between
models2 and 3 can be qualitatively rationalized on similar
grounds. We suggest that the R′ ) CH3 substituent in3 acts to
close off the active site due to the interaction with the aryl rings
more so than does the R′ ) H group in2. This has been depicted
in Figure 5. The openness of the coordination site can be directly
related to the angleæ as defined in Figure 6b. Theæ angle is
related to the plane angleθ except that it measures the angular
deviation from the perpendicular orientation of the aryl ring
with the central Ni diimine ring as opposed to the deviation
from the parallel orientation. Thus, the larger theæ angle, the
more open one of the axial coordination sites of the Ni center
is, as shown in Figure 5. Plotted in Figure 6b are theæ angles
for models 2 and 3 during the course of the slow growth
simulation of the capture process. We notice that for complex
3 the æ angles remain under 20° throughout the simulation,
whereas in model2 one of aryl rings has a much largeræ angle.
Thus, Figure 6 offers a crude rationalization of the barrier
difference as arising from a more adverse entropic cost to
association in3 due to the restriction of the translational and
rotational degrees of freedom of the ethene molecule in the more
hindered active site compared to that of2.

Stability of the Olefin π-Complex. On the basis of experi-
mental NMR studies, the olefinπ-complex is believed to be
the catalytic resting state with Brookhart’s Ni diimine catalyst
system.11 We can estimate the free energy of capture from our
molecular dynamics simulations if the trajectory is continued
inward until the formation of theπ-complex. For model system
3, for which the free energy surface was mapped outward until
it leveled off, a slow growth simulation has been performed
where the reaction coordinate has been varied from a value of
1.8 to 2.75 Å over 15 000 time steps. Thus, the entire free energy
profile has been mapped out from the olefinπ-complex to the
“free” species over three simulation windows. The full and
piecewise free energy profile is given in Figure 7. Since the
outermost slow growth simulation where the reaction coordinate
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was varied from 4.0 to 6 Å corresponds to the reverse scan, it
was decided to also perform the reverse scan of the innermost
simulation window from theπ-complex to free energy transition
state. Thus, plotted in Figure 7 is the full unidirectional slow
growth free energy profile of the olefin ejection process from
theπ-complex outward. The corresponding forward scan of the
entire capture process has not been performed because of
computational expense of the simulation, particularly for the
outermost simulation window.

Figure 7 reveals that the olefin capture is favorable with
∆F°capture) -2.6 kcal/mol. Thus, the slow growth simulation
suggests that (without quantum dynamical effects accounted for)
the olefinπ-complex is stable in the gas-phase limit at 300 K.
This agrees with the experimental observations.11 This result
also agrees with our previous molecular dynamics simulation
of the olefinπ-complex.8a By use of the same methodology,35

the olefinπ-complex of3 was simulated for 1 ps36 where no
constraint was used to tether the olefin to the metal center.
Within this simulation time, the olefinπ-complex was found
to be stable. This contrasts with previous ab initio molecular
dynamics simulations of the zirconocene olefin polymerization
catalyst8a,b where during simulations of theπ-complex it was
observed that the olefin would immediately detach itself from
the metal center at 300 K if a constraint were not imposed.
Interestingly, the catalytic resting state in these complexes is
considered to be the free alkyl complex.10

We have also estimated the free energy of capture from QM/
MM frequency calculations of the free alkyl and theπ-complex
of 3. From this we can compare the results from the methods
and correct the slow growth estimate for quantum dynamical
effects. Table 3 details the various components of the free energy
of complexation resulting from this analysis. The entropic cost
of association is estimated to be-T∆S) 12.9 kcal/mol, which
is similar to that presented in Table 2 for model catalyst1 where
-T∆S ) 12.5 kcal/mol. The similarity in the results suggests
that the free energy of olefin uptake and therefore the equilib-
rium between theπ-complex and metal alkyl is controlled
primarily by the ethalpy of binding. The entropic cost of olefin
complexation has been measured experimentally by Rix and
Brookhart37 for a similar Pd(II) ethylene-CO copolymerization
catalyst and found to be-T∆S ) +10.8 kcal/mol at 300 K.
(∆Scomplexation) -36 eu). The agreement between the experi-
mental and theoretical results is fair, but they reaffirm our

analysis that we are overestimating the entropic cost of
association in our static calculations. At the same time, the
overestimate is not too severe.

The total free energy of olefin complexation is calculated to
be endergonic with∆G°capture ) +1.9 kcal/mol. Thus, in the
gas phase our static QM/MM model implies that the olefin
π-complex is not stable, which contradicts our molecular
dynamics simulations. However, the terms of the static free
energy estimate not included in the classical MD simulations
amount to+2.7 kcal/mol. When these terms are removed from
the static estimation of the free energy, it also becomes negative
with ∆G° ) -0.8 kcal/mol. Thus, when the free energies are
properly compared, there is good agreement. Additionally, as
previously stated, we are likely overestimating the entropic cost
of association in the static calculations. Thus, when this is
considered, the agreement between the static and dynamic
calculations improves.

When the quantum effects are corrected in the slow growth
estimate of the free energy of capture, the capture becomes
endergonic with∆F°capture ) +0.1 kcal/mol. Thus, both the
PAW and the ADF QM/MM estimates of the free energy of
complexation are slightly endergonic in the gas phase. This does
not agree with the experimental results, which identify the olefin
π-complex to be the catalytic resting state. When the electronic
effects of the R′ substituents are accounted for,13 we can expect
the estimate of the capture free energy to become even more
endergonic. Since these experiments are performed in dichlo-
romethane, the discrepancy between the calculated and experi-
mental results may be due to the solvation. For the low dielectric
solvents used for polymerization, we estimate that the effect of
solvent upon the free energy of olefin capture will be small.
On enthalpic grounds, the solvation will slightly weaken the
olefin binding energy. On the basis of continuum solvation
calculations using the COSMO38 implementation within ADF,39

we predict that the olefin binding energies will diminish by less
than 2.7 kcal/mol in dichloromethane.40 On entropic grounds,
the binding will be slightly more favorable in solution, since at
standard states the free species have less volume available to
them in solution than in the gas-phase. The value of the entropic
adjustment can be estimated from the solvent density,41 and in
the case of dichloromethane, it amounts of 3.2 kcal/mol at 300
K. Thus, we suggest that the effect of solvation is to shift the
free energy balance toward that of the complexed species.

The results of the static and dynamic calculations are in good
agreement with one another. Although the calculated free
energies of capture are estimated to be positive, values are close
to zero. Aside from sampling errors in the dynamics simulations
and the errors due to the low-frequency modes in the normal
mode analysis, there is another possible explanation to account

Figure 7. Slow growth free energy profile of the olefin ejection process
for model catalyst system3. The total profile consists of three separate
simulation windows: the innermost window spanning a reaction
coordinate range 1.8-2.75 Å, the middle window spanning a range
2.75-4.0 Å, and the outermost window spanning the reaction coordinate
values of 4.0-6 Å.

TABLE 3: Thermodynamic Data at 298.12 K for the Olefin
Complexation for Model Catalyst 3 Based on a QM/MM
Frequency Calculation

quantity
contribution to
∆G° (kcal/mol)

-T∆Strans +10.7
-T∆Srot +5.6
-T∆Svib -3.2
-T∆Stotal 12.9
∆Htrans -0.889
∆Hrot -0.889
∆Hvib +1.8
∆HZPE +2.7
∆Ecomplexation -13.7
∆Htotal 11.0
∆G° at 298 K +1.9
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for the calculated positive free energies of complexation. As
discussed elsewhere,13 the so-called indirect steric effect may
be overestimated in our QM/MM model because of an overly
strong torsional potential used for the N(diimine)-C(aryl) bond.

4. Conclusions

In this section we have attempted to map the free energy
surface of the olefin capture and ejection events in the catalytic
cycle of olefin polymerization by Brookhart’s Ni diimine
catalysts of the type (ArNdC(R′)-C(R′)dNAr)Ni II-propyl+.
We have used both conventional “static” frequency calculations
and slow growth molecular dynamics methods to examine the
process for three model catalytic systems. The pure QM model
1 with R′ ) H and Ar ) H does not possess the bulky aryl
rings. In models2 (R′ ) H) and3 (R′ ) CH3), where ArdAr
) 2,6-C6H3(i-Pr)2, the aryl rings and the R′ substituents are
accounted for via a molecular mechanics potential. In all three
models, the electronic structure calculation involves the
(HNdCH-CHdNH)NiII-propyl+ molecule.

Examination of the static potential energy surface of all three
models,1-3, reveals that there is no enthalpic barrier to the
capture process. However, both the static and molecular
dynamics simulations suggest that there is an entropic barrier
to the association that originates in the loss of rotational and
translational entropies upon association that is not compensated
by the enthalpy of coordination. The PAW QM/MM slow
growth barriers were calculated to be 7.5, 10.3, and 10.8 kcal/
mol at 300 K for catalysts1, 2 and3, respectively. Our analysis
suggests that the trend in the barriers can be related to the size
of the active site. The more constricted the active site, the greater
the loss of entropy before the system can be stabilized by the
coordination. From this simple picture the PAW slow growth
simulations of the olefin capture exhibit the expected trends in
the capture barriers. Catalyst1 lacks the bulky aryl rings that
can block the coordination sites of the metal center, resulting
in a 3 kcal/mol smaller barrier than that of either2 or 3. The
small difference in capture barriers between2 and 3 can be
rationalized in terms of the interaction of the R′ group with the
aryl rings that in3 acts to close off the active site. The free
energy barrier for the pure QM model1 has also been estimated
from a series of frequency calculations. This approach provides
a barrier of 7.7 kcal/mol (and 6.8 kcal/mol without quantum
dynamical contributions), which is in fair agreement with the
7.5 kcal/mol barrier (without quantum dynamical contributions)
calculated from the slow growth simulations. Analysis of the
estimate from the frequency calculations suggests that this
barrier estimate represents an upper limit, since the components
of the vibrational entropy that compensate the loss of rotational
and translational entropy upon association are partially neglected
in the treatment.

We have also examined the stability of theπ-complex in the
Brookhart catalyst system3, which is believed to be the catalytic
resting state. The PAW QM/MM slow growth profile of the
capture process suggests that theπ-complex is more stable than
the free metal alkyl and ethene molecule in the gas phase with
∆G°capture) -2.6 kcal/mol at 300 K. This agrees with our PAW
QM/MM dynamics simulation of theπ-complex, which reveals
that the olefin does not detach within the 1 ps simulation. On
the other hand, our ADF QM/MM calculations suggest that the
free energy of olefin complexation is positive with∆G°capture

) +1.9 kcal/mol at 298 K. When quantum corrections are added
to the PAW slow growth estimate of the free energy of capture,
it also becomes slightly positive, thereby improving the agree-
ment between the two methods. The calculated endergonic gas-

phase free energies are in contrast with the experimental result
that the olefinπ-complex is the catalytic resting state. The
discrepancy may be due to solvation effects.
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