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We have investigated the influence of different substitutions and solvent effects oikthalpes of the
hydroxy group for a set of pyrone and dihydropyrone HIV-1 protease inhibitors. Absolute and reléfive p
values were calculated for model compounds using a combination of density functional theory (DFT) and
continuum solvation methods and were compared to experimental data for related compounds. The theoretical
results shed light on the unusual pH dependence of the inhibition constants for these compounds and may
lead to the design of new, improved pyrone and dihydropyrone inhibitors of HIV-1 protease.

Introduction a

lonization processes are of fundamental importance in many
areas of chemistry and biochemistry. The determinatiorkgf p
values is of special interest for studying the role of ionizable
groups in enzymatic reaction mechanisms, in proton-transfer
processes, and for understanding the binding of inhibitors to
enzymes. Experimental determination of individuklpalues
can be quite complicated in complex systems such as proteins,
or inhibitor-enzyme complexes. Quantum chemical methods can, b
in principle, provide a reliable and accurate means of calculating
relative and/or absolutekp values. Moreover, these types of
calculations should allow a better understanding of the different
factors that influencek, values and are essential for interpreta-
tion of experimental i, values in proteins and other complex
systems. However, until recently, such applications have been
scarce.

A series of achiral pyran-2-one analogues that possess a
3-phenylthio group have been shown to be high-affinity
inhibitors of HIV-1 proteasé.The general structures of these Figure 1. Chemical structures of (a) pyran-2-one and (b) dihydropyran-
pyrone and dihydropyrone compounds are shown in Figure 1. 2-0ne inhibitors of HIV-1 protease.
X-ray crystallographic studies have revealed the mode of binding S )
of these nonpeptidic inhibitors in the active site of HIv-1 that when the inhibitor is bound to the enzyme, the enolic
proteasé(Figure 2). These crystal structures were useful in the hydroxyl group is within hydrogen bonding distance of the
design and optimization of inhibitors with high affinity for the ~ active site aspartates (Figure'2f.inhibition of HIV protease
enzyme. However' Structuf@c“vny relat|0nsh|ps for these I’equil’es the pI’Otonated enol form of the inhibitor, this could
compounds revealed that the antiviral potency of many com- €xplain the poor antiviral potency of many of these inhibitors.
pounds was much lower than expected on the basis of enzymédn support of this idea, many of these compounds exhibit marked
inhibition 2 For example, some inhibitors witk; values in the pH dependencies in their enzyme inhibition properties in contrast
nanomolar range at pH 4.5 exhibited no measurable antiviral to other classes of HIV protease inhibit@fsStructure-activity
potency at 10%M.2 Unlike most other classes of HIV protease studies showed that substituents at the 3- and 6-positions can
inhibitors that possess an alcohol-containing transition state influence the K. of the hydroxyl group™ in a manner
ana|ogue, the pyrones contain an acidic enolic hydroxy| group. consistent with the hypOtheSiS that the anionic form of the
ThUS, many of the substituted pyrones and dihydropyrones may|nh|b|t0r is less pOtent (Table 1) In add|t|0n, negatlve|y Charged
exist in anionic form at physiological pH, whereas they would compounds are also known to have generally poorer cell
be protonated at acidic pH. X-ray crystallographic studies show Permeability than their neutral analogues.
These observations prompted us to undertake a theoretical
T Advanced Biomedical Computing Center, NCI Frederick Cancer investigation to calculate the observedjpchanges. An

Research and Development Center. ; ; _
¥ BioChemComp. Inc. important goal of this study was to develop a theory-based

§ Structural Biochemistry Program, NCI Frederick Cancer Research and Method to aid_ in identifying for model pyrones and dihydro-
Development Center. pyrones substituents at the 3- and 6-positions that could enhance
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Figure 3. Thermodynamic cycle for proton abstraction reaction in the
gas phase (g) and in solvent (s).

S, e.g., density function&'® and G246 type theories. These
L o methods consistently yield proton affinities and proton-transfer
—NH "HN- enthalpies within -4 kcal/mol of experimental values. Another
area of improvement has been in the development of self-
lle150 lleso consistent reaction field procedures that combine ab initio
Figure 2 Schemgtic iI_Iustration of binding mode Of an inhibitor PD quantum mechanics with dielectric continuum solvation
154906 in the active site of HIV-1 protease. Possible hydrogen bonds theoryl7-28 These procedures can give a remarkably accurate

are drawn as dashed lines, &d $ represent enzyme subsites for . - -
binding functional groups cs;}n inhibsitor gs defined ir¥ref 52. Based on repr_esentatlon of the properties of molecules in aqueous
ref 1. environments.
We have recently shown using a set of substituted imidazoles
TABLE 1: pH Dependence of Inhibitor Activity of Selected that both absolute and relativ&pvalues for the deprotonation
Pyrone and Dihydropyrone HIV-1 Protease Inhibitors® of nitrogen on the imidazole ring can be calculated with an
Enzyme inhibition Anti-HIV activity in cell culture average absolute deviation less than 0.8 units from experimental
(Cao, uM (Cso, uM values?® This degree of accuracy is possible only if the solutes
oHa7 pHEZ K, are treated at the correlated level using either G2 type or density
functional theory (DFT). A similar accuracy of about Kunit
S@ has been found by other authors in most calculated absolute
(o)

0037 064 41 >69 pKa values using combinations of DFT and continuum solvation
theory30 Taking into account all information obtained from the
calculations of 5 values for small molecules, we can formulate

OH iBu some requirements for the computational tools necessary for

5A© pKa calculations in much larger systems. The gas-phase part of

l N oo 007 40 5 the reaction in Figure 3 should be calculated at a post-HF level,

including electron correlation effects and using extended basis

sets. The solvation part of the calculation requires an accuracy

Q OH 1Bu of better than 1 kcal/mol for relative solvation energy values

N8 when compared with experimental data. Current DFT methods
\© ) combined with a continuum dielectric solvation model fulfill
these requirements in most cases and should allow the calcula-
O tion of pK, values for complex systems. Recently, the combina-

aData taken from ref 2. tion of these two methods was applied to the calculationkaf p

values for several small molecut€g8® and was shown to be

more accurate than most previous approaches used to calculate
absolute K, values. Thus, while the approach of combining

DFT and continuum solvation theory has been shown to yield

larger errors in calculated relative to experimental values in a

few particular cases, it works very well in most cases and can

Theoretically, the absolute or relativeKpvalues can be  be expected to yield meaningful and insightful results with a
determined from the thermodynamic cycle shown in Figure 3. high probability.

Such K, calculations require reliable and highly accurate gas-

phase protonation/deprotonation energy calculations and sol-Computational Methods

vation energy calculations for both products and reactants of

the gas-phase proton abstraction reaction. Inaccuracies in th

guantum mechanical calculations of proton affinities in the

Hartree-Fock (HF) approximation using modest basis sets of

level 6-31G(d) or 6-31G(d,p) can lead to errors in relatite _ -1 -

values by severaliy, units.“*g Inaccuracies in solvation energy PK, = 0.434RT) {AG‘J TAG(A) — AG(AH) +

calculations can lead to additional sources of error. AGS(H+)} Q)

Recently, however, the possibilities for accuraig palcula-

tions have improved. One area of improvement that is relevant In Figure 3 and formula 1AGy and AGs are free energies of

to small molecules is in the ab initio quantum chemical methods, ionization in the gas phase and solvent, respectiveGs(A ),

the antiviral activity of these compounds by elevating thg p
value of the enolic hydroxy group.

Theory

Given the thermodynamic cycle shown in Figure 3, tig p
Kalue for compound AH with the ionizable group can be
calculated from the following formula:
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AG4AH), and AG4(H™) are solvation free energies of anion TABLE 2: Energy Differences [Esc{A™) — Esc{AH)] (in
A-, protonated compound AH, and protort Hespectively. kcal/mol) between Neutral and Anionic States for Various
The gas-phase free energy of ionization can be expressed idxgggx?%;?%ii Calculated Using Different Methods and

terms of the enthalpy and entropy contributions:

OH

AG,=AH,—TA 2 Sy
9 g |
H 0 o]
The enthalpy of ionization in the gas phaad{g, is
Method? X=H )(:CH2 X=S X=NH X=0
- - =t =CH, =CHg =CH,
AHy = EgcdA7) — EsclAH) + Eyip(A7) — Ejp(AH) + L S L
5 BP86/DZVP//DZVP 331.7 332.1 333.8 338.1 3376
ERT 3) BP86/DZVPO/DZVP 3345 3350 3385 3305 3404
BP86/TZVP//DZVP 3331 333.5 337.0 3386 338.2
where Escr represents the energy obtained from the SCF ProoP@/Pwoaved o sses %50 5% 903 8401
B3P86/6-311+G(d,p)® 334.3 335.0 337.0 340.4 340.1

calcula_ﬂons,Evib |ncl_udes_ zero point energy and temperature BIPB6-3111+Gld0)° sis st 970 si0a sio
corrections to the vibrational enthalpy, and the term (®12) B3PB6/6-311++G(2dt 20

) . 335.8 336.5 338.6 340.8 3412
includes the translational energy of the proton andAleV) BaP86/aUg-co-pVTZ? 336.4 3371 339.1 3415 3416
term. The entropy contribution is given by HF/6-31G(d,p) 3495 3492 3480 2578 3537
1/6-31G(d.p) ’ ’ ‘
— HF/8-31+G(d, X . E .. 5
_TASJ — _T[aA ) + 3H+) _ aAH)] (4) //6-31:-6((d,[.p3; 340.8 341.3 341.2 349.2 345.4
HF/;SL:};‘ 1+gggpg 340.9 3415 3412 348.0 345.1
For T = 298 K, the second terii§H") = 7.76 kcal/moP! N
MP2/6-31G(d.p) 3475 3466 346.9 354.3 3519
Thus, 16-31G(d.0)
MP2/6-31+G(d,p} 3339 334.1 336.1 340.6 339.0
AG _ AH . T[gAf) - qAH)] _ 7 76 (5) 116-31+G(d.p)
g g ) MP2///2—%1111+G6((3,D)) 334.9 335.1 336.6 3415 339.2
314G

Actually, the translational and rotational contributions to the
AHg should be included in expression 3; however, for the a2The general abbreviation for the calculation protocol is A/B/C,
anionic and the neutral system in the ideal gas approximation where A is the particular method used [DFT(BP86 or B3P86), HF, or

L . 'MP2], B is the basis set used for the single point calculation, and C is
these contributions cancel each other. The translational enthalp%e b]asis set used for geometry optimiza?tibAJpl B3P86 calculations

of the proton'is in.CIuded in t'he (S/R)I' term. with different basis sets were performed at the BP86/DZVPD optimized
Escr and vibrational contributions taAHy were calculated  geometries.

using the DFT program DGau%sThe geometries for the neutral

(AH) and anionic (A) conformations were optimized at the approximations using the Gaussian 94 program and 6-31G(d,p),
NLSCF (nonlocal, gradient-corrected) level using DZVP, DZ- 6-31+G(d,p), and 6-311G(d,p) basis sets.

VP2 33 and DZVPD* basis sets. The lowest energy conforma-  The solvation free energieAGs(A~) andAG{AH) in eq 1,

tions were used for all subsequeligalculations. The DZVPD  were calculated using a reaction field approach based on the
basis set in addition to the p polarization functions on all atoms boundary element method (BEND}#! In our version of the
includes diffuse d functions on heavy atoms. It has been found BEM for calculations of the solvation thermodynamiéshe

that including d functions on hydrogens has a negligible impact reaction field of the solvent is represented by point charges on
on the results but requires a significant increase in the the analytically described surface of the solute-formed cavity,
computational timé* We have recently shown that the DFT/ and the polarization of the solute is represented by additive
DZVPD calculations yield the best agreement between calcu- dipolar polarizabilities on atoms. Polarization of both the solvent
lated and experimental vacuum dipole moments with an (expressed as polarization point charges) and the solute (ex-
unsigned mean error of 0.07 B.This is over 3 times more  pressed as induced dipoles on atoms) is described by a
accurate than conventional HF calculations with a 6-31G(d) simultaneous system of linear equations that are iterated until
basis set and over 2 times more accurate than DFT calculationsconvergencé?!

with DZVP and DZVP2 basis set8 At the stage of geometry The effective atomic charges used in the BEM calculation
optimization as a first step inKy calculations the gradient-  of solvation energies were obtained from fitting to the DFT/

corrected Becke's exchange functiodalthe Perdew cor- DZVPD electrostatic potentials for neutral and anionic systems
relational functional (BP86% and DZVPD basis sets were used in optimized gas-phase geometries. The atomic radii of Rashin
in the framework of the DGauss program packégghe hybrid et al*>43 were used for hydration energy calculations. These

three-parameter Beckd®erdew exchange correlation functionals radii generally give accurate hydration free energies when the
(B3P86§738 were used for more accurate calculations of the dielectric continuum approximation is used for the solvént.
Escr energies using the 6-3315(d,p) basis set (see Table 2) We have recently shovi? for 50 small molecules that a
and Gaussian 94 prograihin the last case we investigated combined DFT/DZVPD-BEM approach provides agreement
the basis set dependence on the energy difference betweemetween experimental and theoretical solvation energies better
neutral and anionic states (electron affinity) by adding diffuse than 1.5 kcal/mol. It should be noted that this value is often the
functions on the hydrogens (6-3t#+G(d,p)) to the 6-311G- result of compensation of larger errors on the order of 3 kcal/
(d,p) basis set and additional polarization functions on all atoms mol in individual enthalpies and entropies of hydratfé&imilar
(6-311++G(2df,2p)) and using an extended correlation con- accuracies, within 5% (corresponding to up to 3 kcal/mol for a
sistent aug-cc-pVTZ basis set. To study basis set and electroncharged molecule of the imidazole size), were found earlier in
correlation dependencies, thecrvalues were also calculated the calculations of hydration enthalpies of monatdfmind

for some model compounds with complete optimizations in the polyatomic ionst! For ionic species, “experimental” free
Hartree-Fock (HF) and second-order MoltePlesset (MP2) energies of hydration are obtained from measurable quantities
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relative to the free energy of solvation of the proton, and it TABLE 3: Absolute? and Relative’ pK, Values Calculated
further complicates evaluations of the agreement between theforéhe_ Pyrone an% D|hydropyron§ Models with Different
calculated and experimental values. Substituents X and Groups Y and R

The proton solvation free energyG¢(H™), the last term in o OH
eq 1, unfortunately, is not known with high precision. The ﬁx\v S
proposed values foAGy¢H™) range from—259.57 to —262.5 "0 o R7 0" 0
kcal/mol#® Our recent calculations orKp values of substituted A
imidazoled® indicated that the solvation free energy of the x v R=CI R=H R=CH, R=H R=CH,
proton is closer to the lower end of this range. Moreover, our . oo s o a5 s
direct quantum mechanical calculations using a combination of -1 [1.4] [1.0] (-0.7] (-1.3]
explicit solvent molecules and dielectric continutiralso gave oh  CH, o e e oa Sl
a value of the proton free energy of solvation close-262.5 s cH, 17 a2 45 (1) 27 36 (36
kcal/mol. This value was used in the present work for the r1.4] C16 ekt t1.8] t22]01.9)
calculation of absolute K, values. The current controversy ™ °* e pe  pnenr | @a o4
regarding the magnitude of the proton free energy of solvétion o cH 3.0 49 6.2 3.9 48
causes uncertainty in any estimate of accuracy in predictions ron w4 Lo o

of absolute hydration energies of ions. However, most of the  a apsolute |, values were calculated using the proton solvation
uncertainties cancel in computations of relative hydration energy value 262.5 kcal/mol. Values in parentheses correspond to the
thermodynamics in a series of closely related compounds, which experimentally measuredKp values.® Relative K, values are in

is the interest in this work. While it is not guaranteed that the brackets. The relativeia values for the pyrone and dihydropyrone

errors always cancel, it is highly probable as shown by our models with X= CH; were set equal to 0.0. Values in pqrentheses
calculation®42 and calculations by othef8.Thus, the deter- correspond to the experimentally measur&d yalues.c Tummino, P.

S . . . J. Unpublished results. R Ph and Y= CH,Ph. Reference 2. R=
mination of relative K, values for this series of structurally oy, and Y= Ph(21Pr).

related HIV protease inhibitors can be expected to provide

accurate values. the ED values obtained for the pyrone models with the S and

) ) CH, substituents (Table 2). In the HF/6-31G(d,p) approximation
Results and Discussion the ED for X= S is smaller than the ED with % CH, by 1.2

The crucial step in the absoluté&gcalculations, as mentioned kcal/mol. This res_ult_ segmed contrary to chemical intuition. _In
above, is an accurate calculation of the energy difference (ED) the geometry optimization, the lowest energy conformer with
between the neutral and deprotonated molechked(A~) — X = S exhibited an internal hydrogen bond between OH and S
Esc{AH)). The results of those calculations for the HF, MP2, N the ne_utral molecule. One would therefore expect that the
and DFT approximations, using different basis sets, are shownStronger intramolecular hydrogen bond in the pyrone model with
in Table 2. The ED is highly dependent on the quantum chemical X = S would exhibit a larger ED than that with % CH,.
approximation and basis set used. This strong dependence idncreasing the_S|ze of the basis set reduced the _ED. Only at the
primarily a general problem of the quantum chemical description MP2 level, using the extended 6-3#®(d,p) basis set, does
of the negatively charged ion. At the HF/6-31G(d,p) level the the ED for X= S become larger than the corresponding ED
EDs are highly overestimated. Inclusion of electron correlation for X = CHa. As can be seen from Table 2, the ED values
effects and extension of the basis set by including diffuse calculated by the DFT method using the TZVP, DZVPD, and
functions (6-3%-G(d,p)) decreases the ED to near the DFT 6-311+G(d,p) basis sets are quite similar and gloge to the ED
values. In general, there is a much weaker basis set dependencélues obtained at the MP2/6-86G(d,p) level. This is another
of the ED values obtained in the DFT approximation compared "e€ason we used the 6-3t6G(d,p) basis set in the B3P86
to the HF and MP2 data. Let us consider the basis set@pproximation to calculate ED values for all absolut€. p
dependence of the DFT results in more detail for the case of determinations presented below.
the B3P86 functional, mostly used for the gas phase and We calculated absoluteKp values for simplified model
solvation energies calculations throughout this work. As can pyrone and dihydropyrone compounds with different substituents
be seen from Table 2, the addition of diffuse s,p functions on (Table 3). The experimental inhibitors, while structurally more
hydrogens changes the ED values by less than 0.1 kcal/mol.complex, could all be represented by at least one of the model
The large increases in the basis set size (from 6+32G(d,p) compounds for which computations were performed. For
to aug-cc-pVTZ) lead to a consistent rise of the ED values by simplification we used methyl and vinyl groups to represent
less than 2 kcal/mol with respect to the reference ED values sp® and sp hybridized carbon atoms, respectively, at X and R
obtained with the 6-31tG(d,p) basis set, constituting less than groups. As can be seen from Table 3, tig palues for pyrone
0.5% of the total ED value. Considering the opposite sign of models with X=S, CH,, and NH are in good agreement with
the vibrational energy contributions due to the basis set increasethe available experimental data obtained for the analogous
the corresponding changes to the enthalpy of ionization (eq 3) structures. The continuum-based solvation theory used“here
will be even smaller. More importantly, the weak basis set is conceptually transparent, and its demonstrated successes
dependence observed do not influence within 1 kcal/mol indicate that it accurately captures the major features of the
accuracy the relative changes of the ED values for different systems it has been applied to. Apparently some unaccounted
substituents (Table 3) among the set of pyrone compounds, andeatures of a more comlex nature lead to errors that cancel out.
we can expect reliable prediction of corresponding relatkig p  Some possible sources of error have been discf3sed,they
values. Thus, the 6-3#1G(d,p) basis set mostly used in this are far from being completely understood. Thus, very good
paper for energy evaluation is a reasonable compromise betweeragreement between the calculated and experimental absolute
accuracy and efficiency for large<g calculations. pKa's (while it is achieved surprisingly often) might be

The importance of the specific level of approximations used fortituous. This, however, does not apply to the relative, p
for the absolute I§; calculations can also be seen by comparing values.



870 J. Phys. Chem. A, Vol. 104, No. 4, 2000 Topol et al.

In contrast to the larger ED values calculated fo=)S from TABLE 4: Dependence ofAGy2 AGS (in kcal/mol), and pKa
the gas-phase structure, the calculatéq yalues for X= S Values of Dihydropyrone Model Compounds with X= N on
were lower than those with X= CH,. The difference in the ?nedl—é{ybndlzatlon State of the C Atoms in Groups Ry, Ry,
relative AGy and K, values was due to the inclusion of 2
solvation effects (see termsGs(A~), AGy(AH), AG¢(H™) in S
eq 1). Similarly, the increased differences idgvalues in the Rm\a.
model compounds with X= O with respect to those with X Hzo
NH were also due to the solvation energy differences. In addition
to the good quantitative agreement between experimental and R SH gHa g:éH E:CHZ
theoretical absoluteky values, our calculations reproduce well ’;‘; o, C:° o, cHoH,
the K, differences between pyrones and their corresponding
dihydropyrones. For all variations of X and R substituents, the a6, 3269 s 8208 siss
dihydropyrone compounds havi values lower than or equal 56, w40 s o2 e
to those of the corresponding pyrone compounds. In the pyrones, ks 7'7 e °® °0
the replacement of an electron-donating groug;Gs, by an oH
electron-accepting group, Cl, for example, leads to a large {I“»
decrease inlg, (Table 3). In the dihydropyrone models, similar R
substitutions also lead to lovKp values, although these changes e
are not as large as seen in the case of the corresponding model N e N e N AR T e
pyrones (data not shown). ' ./ /) ./ —

For a given substituent at the 6-position, different substituents Pm  O1 coHeH, Ot CHeH,
at the 3-position all have a similar influence olzpralues of aG, o244 3215 3259 3270
the pyrones. This effect can be seen most clearly from a aq, -48.1 492 519 519
comparion of relative I, values where thelg, for X = CH, PK, 104 72 85 9.2

was set to 0.0 for all studied R groups (Table 3). As discussed
above, the relativelg, values do not depend on the uncertainties

in experimental and theoretical values of the proton solvation
energy. As shown in Table 3, the relativkjvalues predicted

by theory agree We_II with the available experimental d_ata and yith X = NH, a strong internal H bond is formed between the
reproduce the Ig, differences between pyrones and dihydro- Ny group and 2-CO in the optimized structure. This H bond
pyrones. weakens the interaction of the NH group with solvent. As resuilt,

Our calculations suggested that protonated forms of pyrone the solvation energy of the anion with % NH (—62.6 kcal/
and dihydropyrone are stabilized with=X NH relative to the mol) is higher than the corresponding solvation energy of the
X = CHz or X = S substitutions. Since most of the structdre  anion with X = O (—64.2 kcal/mol). This effect leads to an
activity data were obtained with X CH,“® or X = S22 we overall increase in the free energy of proton abstraction in the
decided to investigate further N-substitution effects on the strong solvent for compounds with %= NH relative to that for
stabilization of the OH group in dihydropyrone models. The compounds with X= O, S, or CH. The important question is
dependence of K values for different dihydropyrone com-  whether this pattern of the internal hydrogen bond between X
pounds with X= NH on the hybridization of carbon atoms is = NH and 2-CO will remain in the “real” solvent and will not
shown in Table 4. The highesKp values were obtained for  be destroyed because of the external hydrogen bond interaction
compounds in which the hybridization of all carbon substituents among enolate, the NH group, and water molecules. To
was of the sptype. An increase in the number ofsgarbons investigate this possible effect, we performed a series of anion
in any position led to a decrease ipvalues, although the (X = NH) geometry optimizations in the aqueous solvent using
magnitude of the decrease depends on the locations of the spthe program JagudP,BLYP functional, and a 6-3t-+G(d,p)
carbons. The opposite trend was observed for compounds whereasis set. These calculations were performed with zero, one,
R; = piperazine, where there are two ring nitrogens (Table 4). and two explicit water molecules at different positions with
However, when Ris an unsaturated analogue of piperazine, a respect to the enolate and NH groups. Figure 4 displays some
dramatic reduction in I, values was obtained when an?sp  of these structures and clearly demonstrates that the pattern of
carbon was used in the;Rosition. a strong internal hydrogen bond betweer=XNH and 2-CO

Let us consider the reasons for the highk palues of the atom is preserved for all structures optimized in solvent with
OH group in the model compounds with=XNH as an example ~ and without explicit water molecules. Thus, the strong increase
of a more general set of compounds with=XN. Compounds  in pKa value for pyrones with X= NH is mainly determined
with X = NH are, in general, less acidic than compounds with by structurally modified solvation effects.
X =S, CH, or O. The calculated free energies of proton The dependence ofkg on s and sp carbon atoms was
abstraction in the gas phase for compounds witk XIH and also calculated for pyrone and dihydropyrone models with X
X = O are similar (328.8 and 327.4 kcal/mol, respectively), = S and X= CH (Tables 5 and 6, respectively). The general
suggesting that the correspondinig,values should be within ~ tendency in the change oKg values for both substituents is
1 pKa unit of each other. However, the difference between the same as that observed for=X NH. The addition of sp
calculated B, values in water for compounds with ¥ NH carbon substituents results in compounds with progressively
and X= O was more than 2.6Ky units (see Table 3). Neutral lower pKa values, with the exception of the % S pyrone with
pyrones with X= NH are better solvated than those with=X Ry = CHCH,. This tendency is more pronounced in the
O by 0.6 kcal/mol. This small difference can be seen to representdihydropyrones.
the difference in interaction of NH and O groups with solvent  The contributions of free energy changes due to the gas-phase
(donation vs acceptance of H bond). In the anion of a compound reaction and solvationAGy and AGs, respectively; see also

aAGq: free energy for the deprotnation reaction in the gas phase
(see Figure 3)° AGs: difference of free energies of solvation between
neutral and deprotonated compounds.
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TABLE 5: Dependence ofAGg2 AGS (in kcal/mol), and pK,
Values of Pyrone and Dihydropyrone Model Compounds
with X = S on the Hybridization State of the C Atoms in
Groups Ry, Ry, and R,

R,= CH, CHCH, CH, CHCH,
Ry= CH, CH, CHCH, CHCH,
AGy 324.3 321.4 321.9 317.8
AGg 55.6 51.9 53.3 -49.4
pK, 4.5 5.1 a5 43
OH
N ~ R
RZI 1
RZ
Ry= CH, CHCH, CHCH, CHCH,
R,= CH, CH, CH, CHCH,
R,= CH, CH, CHCH, CHCH,
G, 322.4 318.4 317.6 315.2
AG, 55.0 52.2 52,1 -50.2
PK, 36 2.8 22 1.9

aAGq: free energy for the deprotonation reaction in the gas phase
(see Figure 3)? AGs difference of free energy of solvation between
neutral and deprotonated compounds.

Figure 4. Structures of deprotonated pyrone models witt=XNH
and Y= CHs: (a) optimized in aqueous solvent without explicit water
molecules; (b, c) optimized in aqueous solvent with different positions of the C Atoms in Groups Ry, Ry, R, and Ry

TABLE 6: Dependence of K, Values of Dihydropyrone
Model Compounds with X = CH on the Hybridization State

of explicit single water molecule; (d) optimized in aqueous solvent

with two explicit water molecules. In all cases the internal hydrogen OH *] R,
bond between the NH group and 2-CO is evident. e <R
Figure 3 and eq 1) to the<p values are shown in Tables 4 and o
5. One can see that for the studied set of model compounds the :
changes iMAGs are in general smaller than the corresponding
changes iIMGg. In general, a decrease XG4 value correlates g*ng . :g:% ;‘:jé:sa RZZEEE
with an increase in thAGs. The K, changes are determined e ' '
by the combined effect of those changes, which have different o
signs, and the resulting values do not necessarily follow exactly  gi—cr, 6.1 5.0 62 53
the tendencies in the changes of eit&B, or AGs values.

Our calculations may help explain the pH dependence of the 2. 56 46 6.1 51
enzyme inhibition constants for pyrone and dihydropyrone

compounds with HIV-1 proteasé. At pH values above the
pKa's of inhibitor hydroxy and enzyme carboxylate groups, drug

repulsion between ionized groups. Biochemical and NMR g pstitutents at C-6 and at % N should result in less acidic
studies showed that the two active site carboxylates of HIV jnnipitors, which should not exhibit pH-dependent protease

(inhibitor + active site) should favor the protonated form of = fayoraple antiviral activity in cells.

the inhibitors to satisfy the overall charge requirement$ 6r
neutral) of the active site based on the experimental data
implying that one or two aspartates at the active site are
protonated®>4Thus, the lack of antiviral activity observed for In summary, we have shown that DFT methods combined
many potent pyrone- and dihydropyrone-based protease inhibi-with contemporary hydration continuum models can be suc-
tors with X = S and X= CH2 may be explained by the fact  cessfully used in calculations of absolute and relatkgvalues

that cell-based antiviral assays are performed at physiologicalfor compounds that model the cores of synthetic pyrone and
pH conditions near pH 7.2, where these compounds should bedihydropyrone inhibitors of HIV-1 protease. The agreement
ionized. However, some dihydropyrones with=XCH, such between our calculations and the experimental results leads us
as PNU-1406963 exhibit potent antiviral activity, suggesting to believe that this methodology can be important for use in
that either long-range substituent effects may also be importantdrug design when K, effects are important. The ability to
and that other factors besides the enolic equilibrium can accurately predict the effects of substituents at a variety of ring
influence enzyme binding and antiviral potency. Our calculations positions on K, values for pyrone and dihydropyrone com-

' Conclusions
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pounds has led to efforts to redesign and synthesize inhibitors

with pH-independent protease inhibitory activity and improved
antiviral potency.
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