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A polarizable model potential (PMP) function for methanol and three ions (Cl-, Na+, and Mg2+) is developed
on the basis of high-level ab initio molecular orbital calculations (MP2/6-311++G(2d,2p)). The PMP function
consists of Coulomb, polarization, and Lennard-Jones terms. The permanent partial charge parameters of the
Coulomb term, and the multicenter polarizability parameters of the polarization term, are determined by using
electrostatic potential optimization, and polarizable one-electron potential (POP) optimization, respectively.
The Lennard-Jones parameters are adjusted to reproduce the ab initio potential energy surfaces of methanol
dimer and ion-methanol complexes. The PMP function using the final parameters reproduced well the ab
initio energy surfaces of methanol dimer, ion-methanol, and methanol-ion-methanol systems. The root-
mean-square (rms) deviations of ion-methanol systems having various conformations are only 10-12% of
the ab initio interaction energies. The electron density changes by the complex formations were reproduced
well. The rms deviations are 1-2% of the surface electrostatic potentials. The interaction energies of each
classical term were compared with the corresponding terms derived from an ab initio energy decomposition
analysis (EDA). The Coulomb and polarization energy reproduced well the electrostatic and induction energy
of EDA, respectively. The Lennard-Jones energy reproduced well the sum of EDA exchange repulsion energy,
dispersion energy, and deformation energy. In the PMP function, most many-body effects can be adequately
evaluated by the introduction of multicenter polarizabilities determined from the POP optimization.

Introduction

For the last 2 decades, classical simulations of molecular
systems using pairwise additive potentials have been success-
fully applied to investigate the structures and thermodynamics
of solutions1-6 and biological systems.7-9 In the pair potentials
it had been supposed that many-body effects are negligible or
incorporate into effective pair potentials, in which the parameters
of the potentials are optimized to the experimental observations
by averaging.4-6 However, it has been recognized that the
introduction of many-body effects is indispensable to construct
potentials suited both to isolated small clusters and to the
condensed phase.10 Most of the many-body effects might be
taken into account through molecular polarization.11 Inclusion
of the polarization effects is presumed to be significant for
describing the energetics of cluster chemistry, ionic solvation,
and interfacial phenomena.

The polarization term has been explicitly introduced into the
potential functions in recent molecular simulations of water
cluster, ion-water cluster, liquid water, ion solvation, aqueous
solution, and water interface. A variety of water polarization
models, namely, single isotropic polarizability,10,12-15 fluctuating
charges,16,17atomic polarizabilities,18-23 and bond polarizabili-
ties,24,25 have been used for those simulations. The single
polarizability might be appropriate for water molecules showing
a small polarization anisotropy. However, it is difficult to depict
the polarization response of larger molecules under strongly
nonuniform external fields. Empirical atomic polarizabilities or
site polarizabilities have often been used for molecular simula-
tions in order to introduce more detailed polarization.26-29 The
introduction of such polarization models is relatively easy for
molecular simulations, and the empirical parameters are avail-

able from the professional literature.30-32 However, the intro-
duction of the empirical polarizabilities should be examined,
because the empirical method is an approximation for rational-
izing and predicting dielectric properties rather than the
microscopic electronic response.

Much effort has gone into calibrating polarizable potential
functions from accurate ab initio molecular orbital (MO)
calculations.33,34 The ab initio calculations have been used not
only for the potential energy surfaces of interacting molecules
but also for the determination of distributed polarizabilities. The
distributed polarizabilities can be extracted directly from the
ab initio coupled perturbed Hartree-Fock (CPHF) or finite field
Hartree-Fock method,35-37 or they can be chosen to reproduce
the dipole polarizability of molecule.38 Several partitioning
schemes have been proposed for molecular polarizability,39,40

and the distributed polarization parameters have been applied
to the molecular simulations.41

As opposed to these approaches based on molecular polar-
izability, it is possible to determine directly the apparent
multicenter polarizabilities from the changes of electron
densities.42-44 The variations of electrostatic potentials on the
molecular surface induced by a external field point charge can
be reproduced by the optimization of classical multicenter
polarizabilities such as atomic and bond polarizabilities. The
field point charge, which is placed on an appropriate molecular
surface, represents a strongly nonuniform external field induced
by a nearby ion. The variations of electrostatic potentials are
called polarized one-electron potentials (POP). The POP
optimization has been applied to water, hydrocarbons, alcohol,
and benzene, and it was shown that the microscopic electron
redistribution is well reproduced by the classical polari-
zabilities.42-44
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which gives the parameters of the polarizable potential function
for the molecular simulations of inhomogeneous condensed
systems including ions. The methanol molecule is chosen for
the test case, because the polarization anisotropy of methanol
(R1 ) 21.8 au,R2 ) 17.9 au,R3 ) 27.6 au) is larger than that
of water (R1 ) 10.3 au,R2 ) 9.5 au,R3 ) 9.9 au).45,46 Three
ions of Cl-, Na+, and Mg2+ are chosen in order to test the
electric response of methanol under various strong electric fields.
The polarizable model potential (PMP) function studied here
consists of Coulomb, polarization, and Lennard-Jones (LJ)
terms. Especially the parameters of polarization term are
definitely determined by the POP optimization. The interaction
energy reproductions of methanol dimer, of ion-methanol, and
of methanol-ion-methanol systems are evaluated using the
high-level molecular orbital calculations. In the following, details
of computational methods and parametrization are described.
Then, results and discussions for the reproducibility of energy
surfaces and for the energy term analysis are presented.

Methods

Polarizable Model Potential Function.The total energy of
an interacting molecular system is given below, and consists
of a electrostatic term (Ees), a van der Waals term (Evdw), and
a polarization term (Epol):

In eq 1, the terms of electrostatic and van der Waals are pairwise
additive, but the polarization term is nonadditive.

The electrostatic energy between molecules A and B is
determined by the following Coulombic form:

Here, Rij is the distance between sitesi and j, and qi is the
permanent partial charges on sitei. Intramolecular charge-
charge interactions are not taken into account.

The van der Waals interaction energy between molecules A
and B is determined by the Lennard-Jones potential:

HereRij is the distance between atomic sitesi and j, andR* ij

andεij are formed from the intrinsic atom parametersR* i, R* j,
εi, andεj. Standard combination rules such asR* ij ) R* i + R* j

andεij ) (εiεj)1/2 are used to determine theR* ij andεij.
The polarization energy is expressed as follows:

where∆µi is the induced dipole moment of sitei, andFi
0 is the

electrostatic field at sitei due to the permanent charges of all
other sites belonging to different molecules. The induced dipole
moments are calculated self-consistently as follows:

whereRi is the polarizability of sitei and the expressionj ∉
a(i) indicates that sitej is not in the molecule containing sitei.
Thus, intramolecular polarization is not taken into account. The

dipole field tensor is given as follows:

An iterative procedure is used to solve eq 5. Convergence is
achieved when the deviation of the induced dipole moments
from two sequential iterations falls to within 0.000025 D/site.

Parametrization. The electrostatic potential (ESP) optimiza-
tion method has been widely used to determine the partial
charges of molecules.47,48The electrostatic potentials (VQM(Rl))
at several points on an appropriate molecular surface are
evaluated from the wave function of an isolated molecule and
are used as the reference of the charge optimization. The
electrostatic potential is rigorously defined by the quantum
mechanical expression value of the operatorr-1,

where the first term represents the electrostatic contribution from
the nuclear chargesZi located at positionsRi. The second term
in eq 7 represents the electrostatic potential originating from
the electron densityF(r) throughout the whole space. In the
electrostatic potential evaluation, the wave function is not
perturbed by the external field; that is, the wave function under
the unperturbed Hamiltonian (H°) is kept frozen (ψ0) even under
the perturbed Hamiltonian (H° + Hk). The reference electro-
static potentials of methanol are estimated from the MP2/6-
311++G(2d,2p) wave function.

In the classical picture, the electron density is approximated
by discrete point charges (qi). The classical electrostatic potential
is given as follows:

The electrostatic potentials defined in eqs 7 and 8 are estimated
on the molecular surface determined by an envelope of 1.8 times
the van der Waals radius of the atoms. A nonlinear optimization
procedure is used to minimize the following target function in
order to determine the fractional point charges:

The polarized one-electron potential (POP) optimization
method42-44 is used to determine the multicenter polarization
of methanol. To evaluate the polarization effect, it is necessary
to relax the wave function (ψk) under the perturbed Hamiltonian
(H0 + Hk). When a molecule is polarized, the one-electron
potential is modified. In quantum mechanics, we can evaluate
the change in the one-electron potential (Vk

QM(Rl)) by the
polarization as follows:

where∆Fk(r ) is the difference between the electron densities
obtained from the frozen and relaxed wave functions (ψ0 and
ψk).

On the other hand, in the classical picture, the difference is
approximated as several discrete fractional charges (∆qki). Then,
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the multicenter expansion of the potential change is given as
follows:

A nonlinear optimization procedure is used to minimize the
following quantity in order to determine the induced dipoles:

A field point charge is placed on the molecular surface defined
by an envelope of 1.8 times the van der Waals radius of the
atoms. Field point charges of-1.0, -0.5, 0.5, and 1.0e are
used (J ) 4). The number of field point charge places (K) of
methanol is 110. The one-electron potential change by the
polarization is estimated on the same positions of field point
charges: the number of the estimated points (L) equalsK.

Two types of locally induced dipoles are considered here:
an isotropic induced dipole (∆µkm

I ) and an anisotropic induced
dipole (∆µkm

A ). The induced dipoles are expanded by power
series of the electric fields (Ekm) at the centers (m) of the dipoles,
which are produced by the field point charge, as follows:

where∆qkm
I and ∆qkm

A are the point charges representing the
isotropic and anisotropic induced dipoles, respectively, andrm1,
rm2, rma, andrmb are the positional vectors of the locally induced
dipoles.R and â denote multicenter polarizability and multi-
center first-hyperpolarizability, respectively, andθkm is an angle
between the electric field vector and the bond direction. Since
the energetic contribution of hyperpolarizabilities is expected
to be negligible in molecular interactions, the higher order
hyperpolarizabilities are truncated in eq 13.R and â are the
optimization parameters of eq 12. For the isotropic induced
dipole moments,|rm1 - rm2| is set to 1.0 bohr. For the
anisotropic induced dipoles, the bond lengths are used: that is,
the induced charges are placed on the atoms of the bond.

The multicenter polarizabilities and first-hyperpolarizabilities
of methanol are optimized to reproduce the polarized one-
electron potentials obtained from the MP2/6-311++G(2d,2p)
wave function. The geometry of methanol is optimized at the
Hartree-Fock level. The polarizabilities of ions are also
estimated using POP optimization. In the calculations, the van
der Waals radii of Cl-, Na+, and Mg2+ are set to 1.7, 1.57, and
1.36 Å, respectively. All POP optimizations were done by the
POPFIT program developed by the author.

The methanol LJ parameters are adopted basically from the
pair potentials.7 Those are adjusted empirically in order to
reproduce the ab initio potential energy surfaces of methanol
dimer. Preliminary molecular dynamics (MD) simulation of
liquid methanol was done using the obtained polarizable model
potential in order to test the paramaters. The liquid system
consists of 216 molecules in a cubic cell. The periodic boundary
condition is employed. The volume of the cell is fixed. The
time step is set to 2 fs, and the temperature is kept at 298 K. A
production run of 16 ps is carried out. The MD program

developed by Torii et al. is used.49 The LJ parameters of Cl-,
Na+ and Mg2+ are adjusted in order to reproduce the ab initio
potential energy surfaces of ion-methanol complexes.

All of the ab initio MO calculations are done with the
Gaussian92 computer program.50

Interaction Energy Analysis. Quantum mechanical interac-
tion energy between molecules A and B (∆EAB) is defined as
follows:

whereEAB is the total energy of the A-B complex, andEA

andEB are the total energies of the monomer state. Since the
difference between the MP2 and SCF interaction energies is
defined as the dispersion energy (∆Edisp), the MP2 interaction
energy is expressed as follows:

There are two types of interaction energy estimations. The first
one (∆EAB) includes the deformation energy of each molecules
induced by the complex formation. The optimized energies of
the monomer state are used in the interaction energy estimations.
The second one (∆Estd) is a standard estimation. The geometry
of the complex state is used for the energy estimation of
monomers. The difference between∆EAB and∆Estd is defined
as the deformation energy (∆Edef). When we take into account
the deformation energies of the SCF level, the MP2 interaction
energy is expressed as follows:

The standard interaction energy can be decomposed further using
energy decomposition analysis (EDA).51,52 The interaction
energies are conventionally decomposed into electrostatic (ES),
exchange repulsion (EX), polarization (PLX), charge transfer
(CT), and the residual term (R). Thus, the MP2 interaction
energy is decomposed as follows:

For the analysis of PLX and CT, a set of orthogonal molecular
orbitals is used, to avoid violating the Pauli exclusion principle,
which is violated in the original Kitaura-Morokuma energy
decomposition approach.51 The EDA calculations are carried
out using a local version of Gaussian88.52

The classical electrostatic energies (Ees) are compared with
the ES component of EDA. The classical polarization energies
(Epol) are compared with the induction energy components (PLX,
CT, and R) of EDA. The classical van der Waals energies (Evdw)
are compared with the sum of EX,∆Edef, and∆Edisp.

Results and Discussion

Fractional Point-Charge Parameters.The fractional point-
charges of methanol were derived from the ESP optimization.
MP2/6-311++G(2d,2p) was used for the calculations of refer-
ence electrostatic potentials. Here, two models were adopted.
The first is a six-charge model, in which fractional charges are
placed on each atom. The second is an eight-charge model. In
addition to the six atomic charges, two charges are placed on
the centers of the O-H and O-C bonds. Methanol has one
methyl hydrogen lying in the Cs plane, and it has the other two
methyl hydrogens symmetrically on either side of the Cs plane.
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Although those two types of hydrogen are electronically
different, the same charges are assigned in the optimization
process. Such invariant treatment by the rotation of methyl group
is necessary for a force field development.

The optimized charges are shown in Table 1. The eight-charge
model shows better optimization results than the six-charge
model. The electrostatic potentials are improved significantly
by the two additional charges. The charge distribution is usually
represented by atomic charges, whereas the distribution of
molecules having lone pair electrons, such as water and
methanol, is not represented fully. In the latter case the charge
distribution is adequately represented by the two additional point
charges on the bonds. The calculated dipole moments of the
six-charge and eight-charge model are close to the ab initio value
using MP2/6-311++G(2d,2p). The ab initio dipole moment
reproduces well the experimental values.45,53The six-charge and
eight-charge models are used in the calculations with the PMP
function. Point charge parameters of Cl-, Na+

, and Mg2+ are
set to-1, 1, and 2e, respectively.

Multicenter Dipole Polarizability Parameters. The multi-
center dipole polarizabilities and first-hyperpolarizabilities of
methanol are determined by the POP optimization. Two models
(a and ab) are adopted. Model a is an atomic polarization model,
in which six induced dipoles are placed on the methanol atoms.

Model ab is the combined model of atomic and bond polariza-
tion. In addition to the six atomic induced dipoles, five induced
dipoles are placed along bonds. MP2/6-311++G(2d,2p) was
used for the calculations of polarized one-electron potentials.

The results of POP optimization are shown in Table 2. Model
ab shows better results than model a. The relative rms deviations
from the ab initio potentials are improved 10% by the additional
bond polarizabilities. The contribution of first-hyperpolari-
zabilities is about 5%. The first-hyperpolarizabilities are
neglected in the following interaction energy calculations,
because the contribution is small.

TABLE 1: Fractional Point Charges and Dipole Moments of
Methanol

model six-charge eight-charge

Fractional Chargea

O -0.484 -0.202
H(O) 0.341 0.837
C -0.097 -0.541
H(C) 0.080 0.142
M(O-C)b 0.475
M(O-H) -0.995
ESP rms deviationc 1.6 0.6
percent deviation 23.0 8.7

Dipole Momentd

ESP fit 1.66 1.75
ab initio 1.72
experiment 1.69e, 1.77f

a ln e. b M denotes center of bond.c In kcal/mol. d In debye.e Ref-
erence 53.f Taken from Table VII of ref 45.

TABLE 3: Comparison of the Calculated and Experimental Binding Energiesa

calculation level
single point// geometric optimization geometryb ∆EAB

MP2
∆EAB

MP2

(w/ZPECc) ∆Estd
MP2

∆Estd
MP2

(w/BSSE)
∆EAB

MP2

(w/BSSE, ZPECc)
∆H

(experiment)

methanol-methanol
MP2/6-311++G(2d,2p)//
HF/6-31++G(d,p)

r(O-O) 2.97 -6.0 -4.7 -5.9 -5.0 -3.7 -3.2( 0.1d

a(O-H-O) 177.7
Cl--methanol

MP2/6-311++G(2d,2p)//
HF/6-311++G(2d,2p)

r(Cl-H) 2.30 -16.1 -15.3 -16.1 -14.6 -13.7 -17.1( 0.1e

MP2/6-311++G(d,p)//
HF/6-311++G(2d,2p)

a(Cl-H-O) 167.1 -16.2 -15.4 -16.1 -13.6 -12.8

Na+-methanol
MP2/6-311++G(2d,2p)//
HF/6-311++G(2d,2p)

r(Na-O) 2.22 -24.8 -23.8 -24.7 -24.1 -23.1 -26.6f

MP2/6-311++G(2d,2p)//
HF/6-31++G(d,p)

a(Na-O-H)122.3 -26.1 -25.0 -26.1 -24.7 -23.7

Mg2+-methanol
MP2/6-311++G(2d,2p)//
HF/6-311++G(2d,2p)

r(Mg-O) 1.88 -90.8 -89.6 -93.4 -92.4 -88.6

MP2/6-311++G(d,p)//
HF/6-311++G(2d,2p)

a(Mg-O-H)121.6 -90.5 -89.3 -93.6 -90.9 -86.6

a In kcal/mol. b In angstroms and degrees.c HF/6-31++G(d,p) is used for zero-point energy correction.d Reference 57.e Reference 58.f Reference
59.

TABLE 2: Multicenter Polarizabilities of Methanol and
Polarizabilities of Ions

Methanol

model a model ab

R â/2b R â/2b additivea
inter-

actiona

Multicenter Polarizabilitiesc

O 5.02 17.4 4.79 17 4.08 3.14
H(O) 1.52 5.0 1.33 5.9 2.73 0.91
C 4.89 -25.3 -2.06 -53.3 6.93 5.93
H(C) 2.49 14.4 2.48 12 2.75 0.91
O-C 8.3 79.8
O-H 1.71 1.8
C-H 5.07 37.2
POP rms

deviationd
1.1 0.9 0.7 0.4

percent
deviation

21.7 18.2 12.9 7.1

Molecular Polarizabilityc

CPHF 19.2
experimente 21.6, 21.8, 22.0

Ion

Cl- Na+ Mg2+

POP polarizabilityc 18.97 0.75 0.29
POP rms deviationd 0.0 0.0 0.5
percent deviation 2.2 2.4 10.1
polarizabilityc

CPHF 18.0 0.82 0.30
experimentf 24.9, 23.3 1.22, 1.27 0.64, 0.07

a Reference 30.b Multicenter first-hyperpolarizabilities in au.c In au.
d In kcal/mol. e Taken from Table II of ref 54.f Estimated polarizabilities
of Pauling and Fajans are taken from Tables II and IV of ref 55.
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The dipole polarizabilities are estimated using the CPHF
method. The calculated mean polarizability of MP2/6-311++G-
(2d,2p) underestimates slightly the experimental value (Table
2).54 Thus, it is anticipated that the multicenter polarizabilities
estimated using the MP2/6-311++G(2d,2p) underestimate
slightly the experimental value, too.

The POP optimization results of chloride, sodium and
magnesium ions are also shown in Table 2. The calculated
values reproduce well the polarizabilities derived from CPHF
method, whereas these underestimate slightly the experimental
values.55

Dimerization Energy and Lennard-Jones ParametersTo
determine LJ parameters, the dimerization energy of methanol
is estimated using MP2/6-311++G(2d,2p). The geometry of
methanol dimer is optimized using HF/6-31++G(d,p). The
computed O-O separation (2.99 Å) corresponds well to an
experimental equilibrium distance of 2.98 Å.56 The dimerization
energy is shown in Table 3. The interaction energy of the MP2
level is-6.0 kcal/mol. Zero-point energy correction (ZPEC) is
estimated to be 1.3 kcal/mol in the HF level. From the
comparison between∆EAB

MP2 and ∆Estd
MP2, it can be seen that

there is little deformation of methanol molecules by the complex
formation. Corrections for basis-set superposition error (BSSE)

have been estimated using the counterpoise procedure. The
BSSE is 0.9 kcal/mol. After the correction for the zero-point
energy and the BSSE is made, the energy (-3.7 kcal/mol) is
comparable with the experimental value derived from infrared
pre-dissociation measurements (-3.2( 0.1 kcal/mol).57 Since
the corrected value shows good agreement with the experiment,
the energy estimation using MP2/6-311++G(2d,2p) is thought
to be reliable.

The vdw parameters of methanol are taken from the LJ
parameters of pair potentials7 and are adjusted in order to
reproduce the ab initio potential energy surfaces of methanol
dimer. The O and H parameters of alcohol group are adjusted
using a model in which a hydrogen bond is formed between
alcohol groups of methanol molecules. The parameters of methyl
C and H are adjusted using a model in which the methyl groups
are close together.

The ab initio radial potential energy surfaces of methanol
dimer are calculated. The∆EAB

MP2 surfaces of the hydrogen
bond model and of the methyl group approach model are shown
as lines with closed circles in Figure 1a and Figure 1b,
respectively. Here, a O-O length, a linearity of O-H‚‚‚O and
a Cs symmetry were frozen during the geometry optimization
of the hydrogen bond model. A C-C length, a linearity of
C-C‚‚‚C-C and a Cs symmetry were frozen during the
geometry optimization of the methyl group approach model.
The dimerization energy is estimated to be-5.6 kcal/mol
(Figure 1a). In the methyl group approach model, a shallow
potential minimum of-0.7 kcal/mol, which cannot be observed
in the calculations of HF level, is found at the MP2 level (Figure
1b).

The LJ parameters of methanol atoms are optimized in order
to reproduce the ab initio potential energy minimums shown in
Figure 1a and 1b. In the energy estimations using PMP function,
the eight-charge model is used for electrostatic energies. The
adjustments of the LJ parameters were made empirically. The
optimized LJ parameters are shown in Table 4.

The open circles in Figure 1 show the results calculated by
the PMP function. The dimerization energy is-5.6 kcal/mol
(Figure 1a). The O-O distance of the hydrogen bond is 2.9 Å.
The dimerization energy and hydrogen bond distance are
reproduced well by the PMP function. Those of other polarizable
potential functions are close to the result of PMP function:
-5.56 kcal/mol and 2.75 Å in polarizable intermolecular
potential function of Gao29 and -5.7 kcal/mol and 2.79 Å in
the q88 model of Kollman.28 Those values are smaller and
longer, respectively, than pair additive OPLS (optimized
potentials for liquid simulations) (-6.80 kcal/mol and 2.73 Å).29

Such dimerization energy discrepancies between the nonadditive
and additive potentials occur, because many-body effects in the
liquid state are included implicitly in the OPLS parameters.

Figure 1. Ab initio MO potential and PMP energy surfaces of methanol
dimer: (a) hydrogen bond model, (b) methyl group approach model.

TABLE 4: Van der Waals Parameters

2R* i εi

PMP published PMP published

O 3.10 3.442,a 3.446b 0.15 0.2104a, 0.105b

H(O) 2.00 0.0,a 1.515b 0.05 0.0a, 0.015b

C 4.12 3.816,a 3.929b 0.08 0.1094a, 0.080b

H(C) 2.60 2.774,a 2.862b 0.02 0.0157a, 0.022b

Ion
Cl- 4.36 4.36-5.46c 0.10 0.0401-1.09c

Na+ 3.34 2.13-3.74c 0.058 0.00277-1.61c

Mg2+ 1.92 2.32,d 1.846e 11.00 0.05d, 0.875e

a Reference 28.b Reference 29.c Taken from Table 1 of ref 60.
d Reference 18.e R* i andεi are converted from theA andB constants
reported in ref 61.
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In the methyl group approach model, a shallow potential
minimum of -0.4 kcal/mol is found in PMP function (Figure
1b). The minimum energy reproduced well the MP2 results.

To test the quality of LJ parameters, preliminary molecular
dynamics simulation of methanol liquid is performed using the
PMP function determined here. The calculated heat of vaporiza-
tion in eight-charge model with the atomic polarizabilities was
10.5 kcal/mol. The value overestimates the experimental value
of 8.94 kcal/mol.28,29 Since the heat of vaporization is greatly
affected by small changes in theR* and ε parameters, the
reproduction of experimental value might be possible by further
small adjustment of the parameters.

Reproducibility in Ion -Methanol and Methanol-Ion-
Methanol Systems.The reproducibility of interaction energy
surfaces under the strong charge field induced by an ion is
investigated. First, to show the reliability of reference ab initio
MO calculations, the interaction energies of optimized structures
are estimated and are compared with the experimental values.
The ab initio interaction energies of ion-methanol systems are
shown in Table 3. The complex structures are optimized using
HF/6-311++G(d,p) and the single-point calculations are per-
formed at the MP2/6-311++G(2d,2p) and MP2/6-311++G-
(d,p) levels. The interaction energy differences on the basis sets
are small in Cl- and Mg2+ complexes. In Na+ complex the
difference is 1.3 kcal/mol.

In the Cl-methanol complex the interaction energy is-16
kcal/mol. The deformation energy is little and the BSSE is 1.5
kcal/mol. The zero-point energy correction in the HF level is
0.8 kcal/mol. The BSSE uncorrected interaction energy is rather
close to the experimental value.58 In the Na+-methanol
complex, the interaction energy is-25 kcal/mol. The deforma-
tion energy and the BSSE are small. The zero-point energy
correction in the HF level is 1.0 kcal/mol. The interaction energy
is expected to underestimate 3 kcal/mol.59 In the Mg2+-
methanol complex the interaction energy is-91 kcal/mol. The
deformation energy is-2.6 kcal/mol and the BSSE is 1 kcal/
mol. Since the BSSE of ion-methanol systems are fairly small
in comparison with the total interaction energies, the correction
is not applied in the following calculations of interaction energy
surfaces.

The reference ab initio radial potential energy surface scans
of ion-methanol systems are shown in Figure 2. The ab initio
calculations are performed using MP2/6-311++G(2d,2p). The
PMP results accompanied by eight charges and atomic polari-
zabilities are also shown. The LJ parameters of three ions are
optimized in order to reproduce the potential energy minimum.
The ab initio interaction energies, shown as a line with closed
circles, are well reproduced by the PMP function, shown as
open circles. The optimized LJ parameters of ions are shown
in Table 4.

So far a wide range of LJ parameter values has been reported
for Na+ and Cl-.18,60,61The PMP parameters reported here are
within those reported ranges (Table 4). TheR* parameter of
Mg2+ was within the range of reported values, whereas theε

parameter of Mg2+ showed a relatively deep well.
The reproducibility of interaction energy surfaces of methanol-

ion-methanol systems were investigated. After the systems were
geometrically optimized using HF/6-31++G(d,p), the interac-
tion energies were estimated using MP2/6-311++G(d,p). The
potential energy surfaces for the three ions are presented in
Figure 2. The results of the reference ab initio potential surfaces
are shown in the lines with closed squares. The results of PMP
function are presented as the open squares. The ab initio surfaces

Figure 2. Ab initio MO potential and PMP energy surfaces of ion-
methanol two-body (2-b) and methanol-ion-methanol three-body
(3-b) system: (a) Cl--methanol and methanol-Cl--methanol, (b)
Na+-methanol and methanol-Na+-methanol, (c) Mg2+-methanol and
methanol-Mg2+-methanol.
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are reproduced well by the PMP function. It is expected that
the PMP function can handle the most of the many-body effects.

Furthermore, the various configurations are tested using the

ion-methanol complexes. In the Cl--methanol complexes, a
Cl- is placed in the various positions on the surface of two
times of van der Waals radius of methanol atoms. In the Na+-
methanol and Mg2+-methanol complexes, an ion is placed on
the surface of 1.8 times of van der Waals radius, since these
radii are smaller than that of Cl-. Here, the reference ab initio
calculation level is MP2/6-311++G(d,p). In Figure 3 the
interaction energy results are compared with those from the ab
initio molecular orbital calculations. In the three systems, good
correspondences are found in both attractive and repulsive wide
energy regions.

The root-mean-square (rms) deviations of various models
from the ab initio interaction energies are shown in Table 5.
The results of six-charge and eight-charge model are compared.
Clearly the eight-charge model showed better results than the
six-charge model. There are little differences between model a
and model ab. The percent deviations of the eight-charge model
with atomic polarizabilities were within 12%. The atomic
polarization model is appropriate for methanol that shows
spherical polarization around the atoms byσ-electrons.45

Several atomic polarizability models have been reported.30-32

These are divided into two types. The first type is an additive
atom polarizability, in which atom-atom intramolecular interac-

Figure 3. Comparison of ion-methanol interaction energies (kcal/
mol) between ab initio MO potential and PMP function at various
sampling configurations: (a) Cl--methanol, (b) Na+-methanol, (c)
Mg2+-methanol.

TABLE 5: Average Root-Mean-Square Deviations from ab
Initio Interaction Energies

charge
model

polarization
model Cl--methanol Na+-methanol Mg2+-methanol

six a 2.3a [28]b 2.3 [21] 6.3 [17]
six ab 2.2 [29] 2.4 [22] 5.3 [14]
eight a 0.7 [10] 1.4 [12] 4.5 [12]
eight ab 0.8 [9] 1.7 [15] 3.3 [9]
eight additivec 1.1 [14] 2.2 [20] 5.3 [14]
eight interactionc 1.8 [23] 1.8 [17] 11.6 [30]

a In kcal/mol. b Percent deviations are shown in brackets.c Reference
30.

TABLE 6: Average Root-Mean-Square Deviations from ab
Initio Surface Electrostatic Potentials of Ion-Methanol
Complexes

model system

charge
polariz-
ation Cl--methanol Na+-methanol Mg2+-methanol

six a 2.3a [27]b 1.9 [2.1] 3.9 [2.0]
six ab 2.4 [2.8] 1.8 [2.0] 3.4 [1.7]
eight a 1.8 [2.1] 1.2 [1.4] 3.6 [1.8]
eight ab 1.8 [2.1] 1.1 [1.2] 3.0 [1.5]
six 3.5 [4.0] 4.9 [5.4] 12.6 [6.4]
eight 3.4 [3.9] 4.5 [5.0] 12.4 [6.3]
ESP fitting

charge
1.2 [1.4] 1.0 [1.2] 1.7 [0.9]

a In kcal/mol. b Percent rms deviations are shown in brackets.

TABLE 7: Energy Decomposition Analysis and Classical
Interaction Energies of Ion-Methanol System

interaction energya Cl--methanol Na+-methanol Mg2+-methanol

EDA PMP EDA PMP EDA PMP EDA PMP

∆Eopt
MP2 (Etot) -16.1 (-16.9) -24.8 -(23.9) -90.8 (-90.0)

∆Eopt
SCF -12.3 -25.8 -92.7

∆Estd
SCF -12.6 -26.3 -97.9

∆Edef 0.3 0.5 5.2
∆Edisp -3.8 1.0 1.8
ES (Ees) -16.2 (-14.2) -28.3 (-22.4) -81.8 (-60.7)
EX (Evdw) 9.7 (2.5) 9.0 (6.4) 32.2 (24.7)
PLX (Epol) -3.1 (-5.2) -5.3 (-7.9) -30.7 (-54.0)
CT -2.3 -0.7 -7.0
R -0.7 -1.0 -10.6

a In kcal/mol.
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tion (i.e., charge-inducible dipoles) is not allowed. The polariza-
tion treatment of PMP function is same as the additive atom
polarizability. The second type is an atom dipole interaction
model proposed by Applequist30 and Thole.31 The atom-atom
intramolecular interaction is allowed in the interaction model.
The reported atomic polarizabilities of the additive model and
of the interaction model are listed in Table 2. The parameter
values of the interaction model are naturally smaller than the
additive model. Those parameters with the eight-charge model
are used for the interaction energy estimation of ion-methanol
systems (Table 5). Relatively good results are obtained in the
additive model. In the interaction model, serious underestimation
of interaction energy occurs under the strong electric field.

The polarizabilities of the atom dipole interaction model
proposed by Applequist et al.30 have been often used for MD
simulations of liquids.18,19,21,28Intramolecular polarization in-
teractions between atoms attached by one and two bonds (1-2
and 1-3 interaction) have usually been neglected in these
simulations. As deduced from the results of Table 5, such neglect
in the atom dipole interaction model brings the underestimation
of the polarization energy. Intramolecular 1-2 and 1-3 charge-
charge interactions have always been neglected in the evalua-
tions of electrostatic energy. Intramolecular 1-4 charge-charge
interactions have often been reduced by half. In the development

of the polarizable potential function, the neglect of intramo-
lecular polarization is natural, in line with the treatment of
charge-charge intramolecular interaction, and the risk for
polarization catastrophe is always avoidable.

Next, the reproducibility of the charge distributions of the
ion-methanol systems is studied using the electrostatic poten-
tials on the ion-methanol complex surfaces. The average rms
deviations from the reference ab initio electrostatic potentials
are shown in Table 6. In the ion-methanol complexes the eight-
charge model showed better results than the six-charge model.
The average percent deviations of eight-charge model are 1-2%.
There are little differences between model a and model ab.

Additionally the rms deviations of two models are calculated.
The first one is a nonpolarizable model, in which the polarization
term was removed from the PMP function. In the nonpolarizable
models the average deviations are 4-6%. The second one is a
charge-relaxation model, in which all atomic charges of
methanol and ion are relaxed simultaneously during the ESP
optimization. In this model the charge transfer between ion and
methanol is allowed in addition to the intramolecular polariza-
tion. The average deviations are 1% in the charge relax models.
Since the results of PMP function are rather close to the charge
relaxed model, it is expected that the considerable parts of charge

Figure 4. Energy component surfaces of ab initio MO potential and PMP: (a) Cl--methanol, (b) Na+-methanol, (c) Mg2+-methanol.
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redistribution are corrected by the introduction of multicenter
polarizabilities.

Analysis of Interaction Energy. The energy terms of PMP
function are compared with those of ab initio energy decom-
position analyses (EDA). The results of ion-methanol com-
plexes are shown in Table 7. The electrostatic energies (Ees)
underestimate slightly the ES components of EDA. The vdw
energies (Evdw) correspond with the sums of EX and∆Edisp.
The polarization energies (Epol) overestimate the PLX compo-
nents of EDA, but those correspond with the sums of PLX,
CT, and R of EDA, namely, induction energies.

The analysis results of radial energy surfaces of ion-methanol
systems are presented in Figure 4. The electrostatic energy
curves of EDA are shown in the lines with closed circles. The
electrostatic energies derived from the PMP function are shown
as open circles. The electrostatic energies of PMP underestimate
the ES components of EDA, especially at short separations. The
polarization energies of the PMP function are shown as open
triangles, and the induction energies (PLX+ CT + R) are shown
in lines with closed triangles. In the Na+-methanol and Mg2+-
methanol complex, the overestimation of classical polarization
energies is found in the very short separations of ion and
methanol. Those might be the beginning of polarization
catastrophe. The correspondence between the potential energy
curves is good, except for the short-range separations. The
classical vdw energies are compared with the sums of exchange
repulsion, dispersion and deformation energies. The vdw
energies are shown as open squares, and the sums (EX+ ∆Edisp

+ ∆Edef) are shown as lines with the closed squares. Although
the repulsive walls of PMP energy surfaces are too steep in the
short distances, the LJ potential properly describes the sums of
exchange repulsion, dispersion, and deformation energies. The
ε parameter of Mg2+ was large, as shown in Table 4. From the
analysis of Figure 4c it can be seen that the cause comes from
the underestimation of classical electrostatic energies rather than
the classical polarization energy.

Energy decomposition analyses show that many-body po-
tential can be constructed by the introduction of the atomic
polarization term into the pair potentials. Without the introduc-
tion of a short-range dumping function for polarization term,
the PMP function can reproduce the total potential energy
surfaces very well in the ion-methanol systems.

Conclusions

A polarized model potential (PMP) function was developed
for ion-methanol system. The characteristics of the PMP
function are in the reproducibility of high level ab initio
molecular orbital calculations (MP2/6-311++G(2d,2p) level).
Although the PMP function consists of only three classical terms
(Coulomb, polarization, and van der Waals), the interaction
energies and charge distributions of ion-methanol system are
reproduced very well. The PMP function is applicable from a
neutral system, such as methanol dimer, to highly ionic system
such as Mg2+-methanol complex. The PMP function also
reproduced well the potential energy surfaces of not only the
two-body ion-methanol system but also those of the three-
body methanol-ion-methanol system. The PMP function can
incorporate adequately the many-body effects.

The origin of each terms of PMP function was clarified by
the energy decomposition analysis (EDA). The fractional point
charges of methanol reproduced well the electrostatic interaction
energy of EDA (ES). The atomic polarizabilities of methanol
reproduced well the induction energies of EDA (PL+ CT +
R). By the introduction of atomic polarization, the PMP function

can respond to wide range external fields, induced by an anion,
a cation, or a divalent cation. The van der Waals term well
represents the sum of exchange repulsion (EX), dispersion
(∆Edisp), and deformation (∆Edef) energies. Although well-
known polarization instability occurs in short-range interaction,
the excessive attractive energies of polarization are adequately
canceled out by the repulsive potential wall of LJ term. Reliable
analysis for polarization contribution is possible by using the
PMP function.

The parameter derivations by ESP optimization and by POP
optimization are straightforward, and those can be applied to
any molecules. The LJ parameters of pair potentials are basically
used without large modifications for PMP function. Thus, the
systematic parametrization of the PMP function opens the way
to establish a simple and reliable force field for molecular
simulations of large inhomogeneous systems, including mono-
valent and divalent ions.
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