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We model the absolute electron transfer (ET) rate and the vibrational quantum effects on ET rate previously
observed experimentally for the ion pair complex Co@p)(CO)s~. We find that the absolute rate and
vibrational rate effects cannot be predicted by the standard ET methods. In this work we analyze new resonance
Raman, absorption, and infrared spectra and combine these results with density functional (DFT) quantum
calculations of structure, vibrational modes, and solvent effects to predict absolute electron-transfer rates and
vibrational quantum effects for ET. Related DFT calculations on|MECQO)s~ are used to support a
spectroscopic identification of the ion pair geometry. The ET is from the radical pair state reached by charge-
transfer absorption of the ion pair Co(Gp)(CO)s~. The weak coupling rate model based on the golden

rule model of ET predicts absolute ET rates that are 135 times too large. From our DFT calculations on
Co(Cp)|V(CO)s we conclude that a small Jahiieller geometry change in both radicals can reduce the
orbital overlap and electronic coupling in the radical pair state so that the effective coupling matrix element
is much smaller than the 417 cinferred from the absorption spectrum. A new study of the electronic
coupling versus geometry is required to test this suggestion versus the possibility that the weak coupling
model is inappropriate for our molecule. The standard model, which emphasizes totally symmetric vibrations,
also cannot explain prior experimental ET rates for quantum populatiors @, 1, 2) in the nontotally
symmetric CO stretching mode. These rate effects likely involve a fast IVR conversion from totally symmetric
vibrations to IR active CO stretching motions followed by ET. The vibrational quantum effect on ET probably

is caused by a breakdown in the Condon approximation, where an increase in the quantum number of vibration
increases the electronic coupling matrix element. The models suggest a number of new experiments to probe
the mechanism of ET in weak coupled molecules.

I. Introduction that electronic-vibrational coupling (Condon breakdown) creates

. . vibrational quantum effects on the ET rates.
A large number of review articlés® on electron transfer have The ion pair Co(Cp) [V(CO)s~ exists at high concentrations
been published, and we refer to those works for a more complete, P 6 9

introduction. Many theoretical and experimental results have in low-dielectric-constant solvents. The electronic interaction
shown that molecular electron transfer (ET) has control elements® € metal centers through the ligand overlap creates a charge-

from electronic interactions, geometric changes, and environ- transfer absorption band with low gxtinctiop coeﬁicient near
mental response. However, these multiple mechanistic element$20 "M and a very broad bandwidth having no vibrational
make it difficult to test theoretical models of ET with experi- Structure. These features imply a weak coupling of the ion pair
ments. We have experimentally shown tfE rates can be to an uncharged radlcgl pair state that can be populated by
quite dependent on thebrational quantum statén solutions ~ charge-transfer absorption. The CO stretching modes of the
at room temperatureand in this manuscript we examine how vanadium carbonyl are decoupled from the other vibrations so
such data can provide an additional test for geometric reorga-that these modes do not relax by intermolecular relaxation
nization and electronic coupling components of the ET rates. Processes on the nominat-2 ps time scale of the lower
Therefore, our objecte is to analyze new data on resonance frequency vibrations. Therefore, our prior experiments with
Raman, absorption, and infrared spectra and combine these transient infrared absorptibrwere able to measure ET rates
results with quantum mechanical molecular models and rate for vibrational quantum numbers 0, 1, and 2 in the infrared
models to predict absolute ET rates anidbrational quantum active CO stretching mode. The respective time constants for
effects for ET in the ion pair Co(Cp)|V(CO)~. We show that these quantum levels were 26.4, 11.3, and 5.5 ps, and the ground
the normal assumptions used in interpreting ET with these typesstate recovery kinetics showed rise times consistent with these
of data are not adequate to explain the observed rates. Theime constants. These quantum results show an unusual sensitiv-
absolute rate prediction is 135 times larger than observed, andity of ET rate to an infrared active vibration rather than totally
we conjecture that small geometry changes between statessymmetric vibrationsln addition, our earlier modefsdemon-
greatly affect the electronic coupling magnitude. The experi- strated that details ofvibrational displacements areery
mental vibrational quantum dependence of the ET rate in animportant for controlling ET in molecules that heone or two

IR active mode is not explainable in the standard model, which modes whose indidual reorganization energies are a large
emphasizes totally symmetric vibrational modes. We conjecture fraction of the totalvibrational reorganization energy in the
molecule. This is important to emphasized one should not
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nization energy is more uniformly distributed over a large
number of vibrations$. 4

The prediction of ET rates requires both theoretical models
and spectroscopy data. We use ab initio density functional theory
(DFT) calculations to define the geometry of the ion and radical
pair in gas phase and solution. Fortunately, we find that only
two structures are likely for this ion pair, and experimental data
support the lowest energy structure. The DFT models yield good
representations of the vibrations and bond length changes in
ionic and neutral radical moleculek contrast to many ET 1
problems that inolve excited electronic states, this particular
problem only inolves computations for the lowest electronic L
states of the releant componentsSolvent reorganization energy 0450 500 550 600 650 700 750 800 850
is estimated from theoretical solvent continuum models with
volumes defined by an isodensity surface. The absorption
spectrum provides an estimate for the electronic coupling via
the usual perturbation modélsand also serves as a self-
consistency check on resonance Raman models and reorganiza-
tion energy models. The simplest ET rate model has direct b a
electronic coupling and a sum over FranrgRondon factors
(FCF). As shown previously this simple model can show a
quantum dependence of ET rate from the FCF contribution to
the model.

The computational results described in this manuscript focus
on the ion pair and solvation components of the problem that 4
are required to predict ET rates. A later manusétiptll discuss 4
the DFT computational modeling for radicals in more detail. a

o S— J 1 1

Il. Experimental Results (i} 5 10 15 20 25

A. Compound Synthesis and HandlingThe Co(Cp)|V(CO)s™ Concentration (mM)
ion pair was synthesized through the reaction of N§CO)s™ Figure 1. (a) Absorption spectra of the Co(Gp)V(CO)s~ ion pair
and Co(Cp)"|PR~ by an air-free method described previ- dissolved in CHCl, (DCM) and tetrahydrofuran (THF). The solid line
ously!? It is important to use freshly distilled solvent and air- represents the DCM solutiofr{= 616 nm); the dashed line represents
free handling with drying under nitrogen for about 12 h. The the THF solution 4max = 582 nm). (b) Absorbance of the ion pair in
final product was identified by UVvis and IR spectra in the DCM solution versus the total concentration of the ion pair.
methylene chloride (CCl). Since neither Co(Cp) free cation  \ye find that the equilibrium constant for this ion pair formation
nor V(CO)~ free anion has absorption in visible regiithe i, pcm solution is 3600 MY, and the maximum extinction
U\(—ws spectrum is a good identification method for the ion - efficient is 125+ 15 M-1 cmL, where the error is a rough
pair complex. The Raman spectroscopy measurements Usedgiimate of effects based on a variety of simulations of errors
septa-sealed. NMR. tupes under nitrogen with freshly distilled i, the paseline. If we apply the Hush motesf weak coupling
solvent. The ion pair did not demonstrate decomposition effects ¢o the metal-to-metal charge-transfer (MMCT) transitions, the
d_urlng Raman ‘experiments, altho_u_gh solvent impurities and g|actronic coupling via eq I1.1 is estimated as 4250 cnt L.
dissolved air will cause decomposition.

B. Absorption Spectra. Routine UV-vis spectra were 2.06x 102 B _ e
collected by a diode array spectrophotometer (HP 8452A) with Hey="Rr (€madmald1/2) (1.1)
a resolution of 2 nm, while more complete spectra in the near-
IR were measured by an Olis-modified Cary 14 spectrometer In this formulaR is the ET distance in angstromsyay is the
with a resolution of 1 nm. molar extinction coefficient (M! cm™1), Dmax is the transition

Figure 1a shows the absorption spectra in the visible region maximum (in cnt?) of 16 234 cnt?! for this ion pair, and\vy,,
(the charge-transfer band) of the Co(€pY(CO)s~ ion pair is the bandwidth (in cmt) at half-height, 7038 crmt for this
in dichloromethane (DCM) and tetrahydrofuran (THF) solvent ion pair. The ET distance is chosen as the equilibrium distance
at room temperature. These spectra are similar to those reportedetween V and Co of the ion pair in the DCM solution, 5.9 A.
previously? For DCM solutions at very high concentrations, The coupling value of 417 cm is at the upper limit of what is
the peak seems to make a slight blue shift, suggesting theconsidered a weak coupling model. The calculated (see later
possibility of higher agglomeration. When the concentration is discussion) dipole moment for the ion pair is 26.7 D in solution,
higher than 15 mM, the peak is around 601 nm, at lower while the estimated point charge value usingRaof 5.9 A is
concentrations the peak is around 620 nm. By plotting the 28.3 D.
maximum extinction in the absorption spectra versus concentra- C. Resonance Raman Spectralhe Raman spectra of the
tion (shown in Figure 1b), we compute the equilibrium constant ion pair and each of the ions were obtained with many excitation
and derive an extinction coefficient for this charge-transfer wavelengths throughout the region of charge-transfer absorption.
transition. Unfortunately, the curvature is extremely slight in The Raman instrument is a JY triple spectrometer (Spex 1877)
this concentration range so that any fitting is very sensitive to with a liquid nitrogen cooled CCD detector on the dispersion
errors in the extinction coefficient due to the uncertainties of stage. The gratings were blazed at 750 nm and the dual-grating,
baseline subtraction, slight peak shifts, and concentration errors.subtractive dispersion prefilter was adjusted to minimize scatter
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TABLE 1: Raman Spectra for the Co(Cp),"|V(CO)s~ lon

Pair (IP) and Free lons a Vs
Co(Cpytb V(CO)¢  IPd D° z
vibrational moda (cm™ (ecm™) (cml) DCM THF 2
Q
v, Co—Cp str (Ag) 315 315 0.51 0.28 g
v1¢, Cp ring tilt () 383 383 0.33 0.23 ®
v3', Cp ring breath (Ag) 1109 1109 ~0 ~0 s
v2, V=C str (A1g) 373 373 0.03 0.12 °
v4, V—C str (B 393 392 049 0.72 ©
v3, C=O str (Ry) 1894 1894 0.73 1.03
v1, C—O str (Asg) 2020 2020 026 0.29 I TR
aPrime is for Co(Cpy", and unprime is for V(CQ); error inv is 1800 1900 2000 2100 2200
+1 cnTt. P Co(Cp)PRs~ was dissolved in acetoneNa"™V(CO)s~ was Raman Shift (cm™)

dissolved in DCM; diglyme was in the initial salt for stabilizatibton
pair was dissolved in DCME D = | perpendiculd paretieriS the depolarization
ratio for the ion pair solutionstperpendiculads the Raman intensity with
polarization perpendicular to the laser polarization, kgl is parallel b
to the laser polarization. Solutions of ion pair in dichloromethane
(DCM) and tetrahydrofuran (THF).

for a desired spectral width. The excitation and collection optics
were in a backscattering geometry, and a camera lens was used
for light collection and collimated transfer into an achromatic
focusing lens and polarization scrambler. A simple thin film
polarizer was used to determine polarization ratios. The
spectrometer light transmission was calibrated with a reference L L 4 L
lamp and opaque diffusing plate that allowed correction for 200 300 400 1100 1200
transmission and CCD sensitivity versus wavelength. The Raman Shift (cm™)

exciting laser was either an argon ion (Coherent Innova 400) Figure 2. (a) Raman spectra of the ion pair and free V(€Qpn in
pumped dye laser (Spectra Physics 3500) or a titanium sapphireDCM solution in the CO stretch region where the solid line is the free
laser (Spectra Physics Tsunami) operated CW. The Ramanion and the dash line is the ion pair. (b) Raman spectrum of the ion
scattering intensity from solutions of the compound was weak. Pair in DCM solution in the low-frequency region. The vibrations
We operated at concentrations of about 15 mM for the ion pair belonging to the compound are asslgned in the figures; the unassigned
and 30 mM for salts of the individual ions in the ion pair (free peaks are from the solvent scattering.

ions). The solutions were prepared with 2.5% of a deuterium enhanced or minimally enhanced. The comparison of free
isotope mixture of CBCIl> when dichloromethane (DCM) was  v/(CO)s~ and the ion pair for the 2000 crhregion is shown in
used as the solvent. The-© band at 2200 cmt and other Figure 2a. Here we show the large enhancement,ahe A
solvent bands served as internal standards. Since CS(€g)~ mode at 2020 crTt, versus modes, the E; mode at 1894 crri-
is hard to dissolve in DCM or THF, the Raman spectrum of |n Figure 2a, the two spectra were obtained at the same
this compound was measured in acetone. Acetone has aexcitation wavelength of 590 nm and are not normalized. The
relatively broad Raman speak at 390 ¢pwhich overlaps with  jow-frequency region is shown in Figure 2b, where we have
the ring-tilt vibration (384 cm?) of Co(Cp}". The solvent ~ modes from both species in the ion pair. The integrated
background was subtracted by normalizing to nearby solvent intensities of different vibrations were obtained by fitting the
peaks. The Raman spectra of the free V(€0pn was taken  Raman peaks and integrating and normalizing to the nearby
in both DCM and acetone with the Ngliglyme), stabilizer  solvent peak. These raw intensities were then corrected by a
provided by the supplier (Strem Chemicals). spectrometer transmission calibration. For the high-frequency
The observed Raman peaks and depolarization of the ion pairregion the Raman peaks were normalized to the 2200 peak
and free ion are summarized in Table 1, and some spectra argtotally symmetric G-D stretch in CDRCl,); for the low-
shown in Figure 2. The vibrational frequency difference between frequency region the Raman peaks were normalized to a strong
V(CO)s~ free ion in DCM (dielectric constang, = 8.93) and solvent band at 285 cm.
in higher polarity acetones(= 23) is within 1 cn7?, and the The best method for obtaining absolute Raman enhancements
vibrational frequencies of the Co(Gp)cation and V(COy is to compare resonance Raman with nonresonance excitation
anion are consistent with previous reports, which used solutionswavelengths. However, the broad absorption band in the visible
of H,O" and acetonitrilé; respectively. Table 1 shows that prevents such a comparison so an approximate calibration
there is little frequency change between free ions and the ion procedure was used to estimate the absolute Raman enhance-
pair. ments of the ion pair relative to the free ion. The relative
The depolarization ratios of the ion pair and free ion vibrations concentration of V(CQ) in the two Raman experiments is
are similar, except for the totally symmetrig¢ mode. For this  obtained by absorbance spectra comparisons at 400 nm. A 100
mode the depolarization ratio of the ion pair was 0.26, while times dilution of both solutions is used in the absorption
the free ion gave a low depolarization ratio of 0.01. The latter spectrometer, and this dilution also changes the ion pair
value indicates that thet mode in the free ion is well polarized,  equilibrium concentration to nearly free ions. Free V(g€Q)as
as expected for an octahedral ion. A change in depolarizationno absorption in the visible region, while it has very strong
ratio without a detectable change in frequency suggests that thereabsorption below 400 nm that also overlaps with absorption
is slight distortion of V(COy~ in the ion pair. transitions of Co(Cp). This method gives approximate en-
The Raman intensity of the totally symmetric modg,was hancements, where about 10% measurement uncertainty arises
significantly enhanced, but most other vibrations were not from errors in correcting for equilibrium and the overlapping

Intensity
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absorption band#A more fundamental uncertainty arises from
assuming that the distortion in the ion pair does not change
the relative intensities of differentibrations. Raman spectra lon Pair

of the ion pair and free V(C@) ion in DCM solution were — - V(CO), free ion
obtained at many excitation wavelengths in the charge-transfer
band region of the ion pair. We found that at all excitation
wavelengths the absolute resonance Raman enhancement of
v3, anduvy in the ion pair, when compared with V(C§) was
about 0.5, while; was about 14. The enhancement of 0.5 rather
than 1.0 or greater suggests that distortion of V(€0 the

ion pair is changing the relative intensities of modes. An
alternative explanation is Raman de-enhancement, which is
present from interference with a higher energy state accessed
via its weak absorption tail extending in the charge-transfer band
absorption. This phenomenon is well-kndw# and could 1700 1800 1900 2000 2100
become an issue with weak extinction transitions. The excitation
wavelength dependence of the data is noisy, but all wavelengths
have broad featureless enhancements; for example, the wave-
length scan of; enhancement is also noisy, but it has a broad
peak around 630 nm, which is consistent with the absorption b
spectrum. Since; is the only strongly resonant mode and it
has a broad excitation spectrum with a peak similar to the
charge-transfer band, we assume that the ratio values of 0.5 are
more affected by the distortion in the ion pair than by
interference effects with higher states.

As we discuss below, the relative resonance enhancement is
conveniently used in fitting the absorption spectrum of the ion
pair. Therefore, we compare the relative intensities within the
ion pair to infer an enhancement of, v4, and v3. Since we
must ultimately normalize the intensity relative to one frequency,
we scale the data via an arbitrary setting of the absolute ) ) [ =]
enhancement of, equal to unity. With this procedure, the 1700 1800 1900 2000 2100
relative enhancements of and v, are close to unity, and the 1
relative enhancement of at different excitation wavelengths Wavenumber (cm™)
from 580 to 680 nm in the charge-transfer band shows an Figure 3. (a) FT-IR spectra of the ion pair and free V(GO)on in
average relative enhancement of 28. More precisely, by averag-DCM solution. (b) FT-IR spectra of ion pair and free V(GO)on in
ing over many excitation wavelengths and settinghenode THF solution. The spectrometer resolution was 0.5tm
at unity enhancement, the average enhancements of, and
vy relative tov; are 1.06, 1.15, and 28, respectively. As We . fom the jon pair in THF solution is about 1.3 times as

dlscus_s later in our use of this _mforme_ltlon, these values serves,[rong as it was for the Co(Cg)free ion dissolved in acetone.
to confirm our theoretical modeling of displacements rather than 5 these different comparisons we conclude that there is

provide the sole definition of vibrational displacements. enhancement of,’ with an absolute value that could be from
Since Co(Cp)'|PRs~ is hard to dissolve in DCM or THF, 1.3to 1.7.
the Raman scattering of the vibrations from Co(Cppecies D. Infrared Spectra. The FT-IR spectra of the ion pair and
is not directly available for comparison with the IP. However, free V(CO)~ ion in DCM are shown in Figure 3a with a
if we use a starting hypothesis that only totally symmetric modes resolution of 0.5 cm?; they were obtained with a BIO-RAD
with large displacement are greatly enhanced in most resonancgFTS-60) spectrometer. Spectra in solutions of THF and acetone
Raman spectra, we find a small enhancement of 1.3 for the Co are shown in Figure 3b. To keep the ion pair in solution and
Cp stretch vibrationzs from its relative intensity to the  avoid saturation of IR intensity, 0.025 mm thin IR-cells were
nontotally symmetric ring-tilvy¢'. Calculations discussed later  used with Caf windows. Three CO stretch vibration modes
suggest little geometry change of the Cp ring between the two were observed in both the ion pair and free V(€Opn: vs
structures Co(Cpj and Co(Cpy, which supports the idea that (T, 1854 cntl), vs (Eg, 1894 cn?), andvy (A1 2020 cnl),
enhancement of the totally symmetric ring breathing vibration, the first one is IR active, the last two are Raman active. The
v3', is quite small. This method provides an estimate of 1.7 for frequency difference between the ion pair and free V(O)
the enhancement afy' from its intensity relative tas'. Since ion is within 1 cn™. The frequency of the IR active CO stretch
v4' in DCM solutions is a shoulder of the strong solvent peak in DCM, THF, and acetone is 1853, 1858, and 1859 tm
at 285 cn1!, we sought to check the enhancement factors by respectively. These values are consistent with the published
studies in THF. Solutions in THF have very weak Raman results, which show values within 3 cfhof 1856 cnt! for
scattering below 500 cm and the line widths are also narrower, many solvents except halogen containing methah&he line-
which makes the overlapping regions clearer. However, the widths of theus mode in THF and acetone are essentially the
Co(Cp)t|PR~ could not be dissolved at high concentration in  same value of 21 cr, while in DCM they broaden to 45 cr.
THF so that acetone solutions had to be used for the free ionThe greater line-width and frequency shift are probably due to
reference. The relative intensity of to v3' for the ion pair in the interaction between compound and solvent, especially the
THF solution is 1.5 times as strong as it was for the CofCp) chlorides. These line width effects are also observed in Raman
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spectra. In DCM, the Raman line widthsaf(2020 cnm?, Ay
andus (1894 cmit, Eg) are 6 and 30 cmi for the ion pair and
6 and 25 cm! for free V(CO)~. In THF solution, the line
widths of »; and vz for the ion pair are 6 and 18 crh
respectively. In the ion pair there is a slight splittingafin
the high-frequency side with a shoulder around 1910%cm
The totally symmetric CO stretch mode shows a weak IR
absorption, but it is stronger for the ion pair than free V(g€0)
ion, again indicating a geometry distortion of V(GO)n the
ion pair. In the free ion solution there is a low-frequency
shoulder at 1828 cm that is always proportional to concentra-
tion, and it may be associated with the diglyme component.

Ill. Computational Modeling

A. Structure and Vibrations of Individual Components.
An earlier report from our la§ discussed the DFT models for
V(CO)s~ and the isoelectronic Cr(C@)n terms of the basis
set, DFT method, vibrational frequencies, and charge partitioning

among the atoms. The results suggested that the B3LYP method

provides good results for bond lengths and vibrational frequen-
cies. The CO stretching modes were systematically too high in
frequency by amounts similar to the diatomic case of-80
cm~L. The negative charge was shifted onto the oxygens, where
the natural bond order analysis was effective at contrasting
charge partitioning in the Cr and V isoelectronic species. The
radical V(CO}) and its anion also have been previously modeled
via the SCFXoa—DV theoretical method®

The radical V(COjyis a relatively stable 17 electron radical,
and it has been studied by EPR? and other spectroscopi&=*
The molecule distorts from an octahedral geometry very easily,
as predicted from the JahiTeller theory, so that crystal packing
and solvent effects make it difficult to be confident of the lowest
energy structures inferred by experimental methods. Our
computational results from Gaussian 9%P\lre consistent with

Spears and Shang

TABLE 2: Geometry Change between Free Radicals and
lons Calculated by DFT(B3LYP)%

V(CO)s~  V(CO) Co(Cpy* Co(Cp}
symmetry  Op Dsq Dsq Dsq
AR(C—0O)? —0.0172 AR(C—-C)? 0.001404
AR(V—C)? 0.0519 AR(C—H)?2 —0.000544
0(C-Vv—C) 180 86.3,93.7 AR(Co—Cpp 0.089059
0(0—C-V)® 180 179.41
basis sets 6-31G(d,p) for C, O 6-31G* for C, H

6-311G for V 6-311G for Co

a AR = R(radical) — R(ion), the bond length change in angstroms.
bThe angles are in degrees. Notation for anglés(iSBC), where atom
B is at the vertex.

TABLE 3: Vibrations for V(CO) ¢ lon and V(CO)s Radical
V(CO)s~ (cm™)

V(CO)s (cm™?)

symmetry label motion exgtl cal® calc
Axg vi C-Ostr 2020 2084 Ay 2169
Axg Vo, M-Cstr 374 382 Ay 349
Ey vz C—Ostr 1894 1974 [ 2045
Ey Va4 M-Cstr 393 390 FE 313
Tig vs b-MCO 364 K, Ay 326, 337
T ve C—Ostr 1858 1954 g Ay 2066, 2069
T vz b-MCO 650 678 | A 622,543
T vg M-—Cstr 460 462 E Aos 402, 399
T Vo b-CMC 96 E, A 96,90
Tag vig b-MCO 517 523 E Aig 471,456
Tog vi1 b-CMC 84 89 K Ay 82,83
TZu V12 b-MCO 518 E, Alu: 456, 512
Tou viz b-CMC 54 E, A 55, 66

a Experimental values in solutions from IR and Rardar?.B3LYP
calculation, basis set: 6-311G(d,p) for C and O, 6-311G for V. Gaussian
98W 32 No empirical correction was applied to computed frequencies.
¢ T symmetry is split into (A,E) symmetry pairs Dgq final geometry.

experimentally well-knowd? but the vibrational spectrum of
the Co(Cp) radical is not known. However, one can use

experimental details in the broadest sense. There is a dynamicestimates from the known vibrational spectrum of ferrocéhée,

Jahn-Teller distortion possible for the isolated radical and the
axis distortion is small for different symmetry distortions. We
were able to find aD3g symmetry as the minimum energy
geometry and another local minimum D, symmetry at 207
cm™! higher energy. For thé,, symmetry the vibrational
frequencies had a single imaginary vibration, which indicates
its instability to distortion:! The D3y geometry is unusual in
that the singly occupied 4 orbital is lower in energy than the
two doubly occupied Eorbitals, which are at slightly different
energies for thex and 8 spin systems. While subtle shifts of
orbitals are possible, we have used tbgy; geometry as
representative of the radical in modeling ion pairs. In a later
section we make additional comments on structural distortion
when paired with Co(Cp}J.

The computed changes in structure between the ionic and
radical forms of Co(Cp) and V(CO}~ are summarized below
in Table 2. These changes are reasonably independent of basi

Fe(Cp}, for estimating frequencies in the Co(Gpadical.

The vibrational spectrum of V(C®)s not known except for
the IR-active CO stretcH:19The computed geometric informa-
tion for the radical compares well with experimefts§2 and
since the prior vibrational computations on the anion agree with
the datd’ we expect comparable accuracy for the computed
vibrational frequencies of V(C@) In Table 3 we provide a
summary of vibrational data and computed frequencies for those
modes that are known for V(C@)and V(CO}. Computational
models for V(COy~ show CO stretching modes with frequency
displacements of 6496 cnt?, similar to diatomic CO {51),
which is due to computational method offsets for the CO bond.

B. Structures of lon Pairs and Radical Pairs.The ion pair
computations were done with HartreEock (HF) and DFT
methods. In these computations the bond length coordinates of
the individual ions were held fixed at the minimum computed
for the individual ions. Initially, we explored many different

set size for the CO bond length, but there is some sensitivity of options for possible minima between the ion pair with both
the metat-carbon distance to basis set size and DFT method. semiempirical (ZINDO) and HF methods using single, double,
We have performed only enough calculations for the cobalti- and triple contacts. One category of stable geometry is either
cinium molecule to allow study of the ion pair with comparable double contact or triple contact of the O atoms of the V(£0)
basis set accuracy. Both calculations and experirieatow with the top of the cobalticinium ring. The most stable geometry
that each Cp ring in the Co(Gp)ion is a plane. An electron in this group is a top-triple contact in the orientation where the
diffraction experiment shows that H atoms are bending inward oxygen atoms are between two hydrogen atoms in the Cp ring.
to the cobalt atom by 3°7in the Co(Cp) radicaf’ while Figure 4a shows this orientation with space-filling plots selected

retainingDsq or Ds, Symmetry.

The symmetry in calculations iBsy, and the calculation
shows this bending angle as smaller than the experimental
results. The vibrational spectrum of the Co(€p)ion is

to show the atom arrangement rather than more accurate
representations of size. The second geometry that we explored
had side interactions nestled between the two rings of cobalti-
cinium with either a single contact or double contact. Other
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perform the integrals over a static isodensity surfit&’e have
used the IPCM method as implemented in the Gaussian 98W
computational packageéfor our computations. This method
provides a continuum result for a given dielectric constant
without arbitrary selections of radii, but it still requires selection
of an isodensity energy. A useful literature survey and new tests
of isodensity cavity size selection in reaction field theories has
been recently published. Other improvements in the PCM
models provide a self-consistent procedure that allows the

. - o polarizable continuum to modify the wave functions, which is
Figure 4. (a) Space-filing model of Co(Cp)|V(CO)s~ with three - . .
oxygens contacting the top of the Cp ring. (b) Space-filing model of often called a self-consistent reaction field (SCRF) method.

Co(Cp)*[V(CO)s~ with two oxygens contacting the cleft between the SCRF methods are potentially very complex, and their assess-
two Cp rings. ment is an active area of research. For example, the penetration
of wave functions into the solvent has been analyzed to correct

50 1 for volume polarization effects in SCRF mod@ls<Computations

with ab initio SCRF methods are very time-consuming for large
Radical-pair molecular systems such as our ion pair, with 34 atoms, so that

\ = lon-pair we have elected to perform our analysis at the level of IPCM

computations.

Fortunately, we seek a difference in energy between two
molecular states, the ion pair and the radical pair, so there is an
opportunity for cancelation of errors. In particular, the IPCM
method will not provide accurate absolute solvation energies,
but differences of solvation energy between molecular pairs that
differ in their internal charge distribution are likely to be more
. accurate. Also, it is likely that the diffuse charge density of the

Distance between Coand V (A) solute reduces errors. There are three items that we seek for
Figure 5. Gas-phase calculation of energy versus metal separation our interpretive work, the energy versus separation in each pair,
distance for the ion pair Co(Cp)V(CO)s~ and a neutral pairin atriplet  the energy difference between the ion and radical pair, and the
Zt‘aft.e' D'?.T %”a”t“m tca'fC“'a“OES for '”d“’":“?'tspec'_es V\;?Iretrl:sidtt(l) solvent reorganization energy in changing from ion pair to
D?:'Tnir?e;gs V\?;O?Oemrgug fresatiasiog s%pafaﬁglr:’ deance. 2 radical pair. We initially checked the IPCM method to define

the range of solvation energies that arise from different choices

of isodensity energy. The first calibration was to study the
change in energy for the V(C@) ion solvated in DCM at a
dielectric constant, of 8.93. Here we could vary the integration
angle variables, and 0, and the isodensity value. The
integration variable density may need to be larger for molecules

are similar for these two methods. The DFT method gave the Naving protrlésions; for example, one group used 8040 points
energies and distances at the minimum for the top-triple as fOF @ Study?® Therefore, we compared energy values for

—55.4 kcal/mol and 6.1 A, while the side-double model had integration grids ranging from 4_Q 40 grid to a 90x 90 grid
—63.1 kcal/mol and 5.4 A. These energies are relative to the @d found that the smallest grid gave the same value as the
energy at infinite distance between the Co and V atoms. The larger grid for this highly symmetrical ion. Isodensity values

side-double is more stable than top-triple in the gas phase by©f 0-0004 au (0.25 kcal/mf)*® or 0.001 a® have been
about 8 kcal/mol. For the two orientations of the ion pair shown suggested as providing a reasonable representations of molecular

in Figure 4 we also computed many more points of separation Volume over a practical range of 0.006@.002 suggested by a

to define an interaction potential. The potential energy is shown Study of many isomerization free energy differentesve

in Figure 5, where the solid and dashed lines are the fitted curvescompared a range of isodensity values for V(€Onodeled

of ion pair and radical pair potentials, respectively. by DFT (B3LYP) and basis sets of 6-311G(d,p) for C and O
The radical pair computations used the DFT method and a_nd 6?3116 forV, wh_lch have been sh_own to provide rea_sonable

modeled the triplet state of the radical pair. We also defined a Vibrational frequencies and bond distanéedhe solvation

potential energy by changing the relative separation distance atStabilization energy by the IPCM method was 35.50, 36.41,

fixed bond lengths for the individual radicals in the double side 37-10, and 37.66 kcal/mol for isodensity values of 0.0004,

note that the potential energy for the radical pair is very flat Petween 0.0004 and 0.001 au was 1.60 kcal/mol, which is a

since there is little net interaction energy despite the large 4-5% increase in energy of solvation. The cavity size parameter
quadrupole and hexadecapole moments of the individual species@Ppears to be a small effect within a range that previously has
The energy gap between the radical pair and ion pair in the gasPeen used to provide good results for computing differences in
phase is 2870 cnt. The gas-phase dipole moments of the ion Solvation free energsf
pair are 21.4 D for the top-triple and 19.8 D for the side-double  The potential curve for the ion pair was generated by keeping
structures, respectively. the internal geometry of the cation and anion at their gas-phase
C. Structures and Energies in Solvent.The methods for values and then moving the coordinates to create a desired metal
performing ab initio calculations in solvent are a current area separation distance for a given symmetry. A similar procedure
of research in many groups. The polarized continuum model was used for the radical pair. The IPCM method was used with
(PCM) of Tomasi and co-workets has been modified to  isodensity defined at 0.0004 au and a dielectric constant for
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cases of double contact with the ring edges®)90ere less

stable. We found that the double side contact between the two
rings was the most stable, and it is shown in Figure 4b. The
energies calculated by HF are different from those calculated
by the DFT method; however, the distances at the minimum
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Figure 6. Solvation calculation by the isodensity polarized continuum
method (IPCM) and DFT methods for the ion pair Co(CpY(CO)s™

and a neutral pair. The method was similar to Figure 5, where the
individual geometry was held fixed at a given metal separation.

DCM of 8.93 with a surface integration grid of 60 60 in the

angle increments. The resulting total energies of the pairs are
shown in Figure 6, where we plot relative energies normalized
to the minimum energy for each pair. The separated ions are
not used as a reference point since the solvation calculation is

not absolute. If we examine Figure 6 we see that an energy gap

of 8170 cn1? is found between the minimum of the solvated
ion pair and radical pair. In the solvated ion pair case we fit the
potential energy to a Morse potential and obtained 35dior

the first vibrational level. The experimental energy gap is not
known, but we have some idea based on redox potentials from
electrochemistry in acetonitrile solveWtwhere theE;, values

are 0.95 V for cobalticium cation and0.06 for V(CO}~. The
difference of these values, 8146 thcorresponds to the energy
separation of isolated ions in a more polar solvent like
acetonitrile, so that both a correction for dichloromethane and
a bond energy would be required to make a precise comparison
We can surmise that a value around 860 000 cnt! would

be reasonable.

The solvation energy was tested for its sensitivity to specific
isodensity values. The absolute solvation energy of the ion pair
was increased by 974 cthwhen the isodensity energy was
increased from 0.0004 au to 0.001 au. However, the energy ga
difference between radical pair and ion pair was 8461 cior
the 0.001 isodensity value, or an increase of only 287%con
3.5%. The calculated value of the energy gap is not used directly,
since we fit the absorption spectrum to obtain the energy gap

p
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approaches to computing reorganization energy are molecular
theorie4344and theories that add another parameter to deal with
possible frequency effeds*” in solvent reorganization. This
field is evolving, and as more incisive comparisons of experi-
ment and theory become available there will be more definitive
guidelines for choosing different computational approaches. For
the case of large systems, more diffuse charge density of the
solute, and lower dielectric solvents we expect that the simpler
continuum model of IPCM with realistic molecular shapes can
be successful for computing the reorganization energy by the
method of double differences.

We computed the total energy for the ion pair and radical
pair at their respective minimum energy distances of 5.9 and
6.6 A with dielectric constants of 8.9 and 2.0 at an isodensity
of 0.0004 au. The solvent reorganization energy is 3020'cm
for this case, which is a large fraction of the energy gap. We
provide a check on the sensitivity of this value to specific
isodensity assumptions by repeating the calculation for an
isodensity of 0.001 au. We find a reorganization energy value
only 1% larger. The value of 3020 crhis reasonable if
compared with a rough estimation method that assumes a full
charge movement at the distance of 5.9 A and an elliptical
solvation modef?® This model predicts about 4700 cip
however, the ellipse is not a good model for our ion pair so the
energy is very dependent on ellipse parameters. The IPCM
computed dipole moment in DCM solvent is 26.7 D at 5.9 A,
which is similar to the 28.3D value from a full charge
displacement. These dipoles suggest that a model for the charge
movement is approximately given by using the metaktal
distance and a full unit charge transfer. The identification of
the actual amount of charge transfer has become an important
diagnostic, especially for bimetallic complexes unlike our
molecule, where covalent bridges serve to often restrict charge
movement to the bridging molecule rather than fully between
the metals. In particular, Stark effect measurements have been
useful at demonstrating much smaller actual dipole moment
changes in bimetallic complexé%.51 The application of these
data within a generalized MullikerHush modé¥53has allowed
extraction of interaction matrix elements for these types of
systems.

D. Vibrations of Na*|V(CO)s". Since the ion pair complex
is too complicated to easily optimize the geometry, the simpler
complex Nd| V(CO)s~ was geometry optimized with two
different symmetries by DFT methods. The goal is to examine

consistent with calculation and data. However, the reasonableintensities and polarizations for vibrations of distorted V(€0)

value for this energy gap and its low sensitivity to specific
isodensity values gives strong support to using the IPCM model
to estimate the solvent reorganization energy for the excitation
from ion pair to radical pair. This value is difficult to obtain

to support our prediction of geometry for Co(Gp)(CO)s™.
One geometry is foCs, symmetry, with Na in contact with
three oxygen atoms, which is similar to the top-triple contact
model in the Co(Cp)|V(CO)s~ ion pair. Another structure has

independently, so a reasonable estimate is important for our dataCze Symmetry, where the Na is contacted with two oxygen

analysis. As we shall seeur conclusions are not sengsié to
knowing thisvalue very accurately

atoms, similarto the side-double contactmodel for Co{Q@CO)s .
The parameters for the optimized geometry are shown in Table

A number of methods for computing solvent reorganization 4-

energies are available. The simplest methods use dipole mo- We see that V(CQY is greatly distorted in both cases, as
ments and elliptical shapes to provide estiméate$' In recent expected for a gas-phase interaction with such a small cation.
work, progress has been made on the computation of reorga-The triple-contact model is slightly more stable than the double-
nization energy with both semiempirical and ab initio quantum contact model by about 2 kcal/mol, calculated by DFT with
chemistry codes. In particular, within a given continuum the B3LYP method and basis sets of 6-31G* for C, O and
solvation model one can take the energy difference between6-311G for metals. The vibrations of these two models were
the desired dielectric constant and the infinite frequency calculated and IR/Raman intensities were predicted from the
dielectric constant for each state and then take the differenceGaussian 98W prografi.For vibrations, the basis sets for C

of these results to provide the reorganization enétgyithin
this framework, conceptually similar to early woikthere still
remains the choice of particular electrostatic mod&®ther

and O were 6-311G(d,p) in the double-contact geometry or
6-31G* in the triple-contact geometry. Table 5 shows the
calculated relative Raman intensity and depolarization ratio of



Models for Quantum Effects in Electron Transfer J. Phys. Chem. A, Vol. 104, No. 12, 2002675

TABLE 4: Geometry of Na*|V(CO)e by DFT (B3LYP)d solution phase%:>°>Several grougs>” have summarized how
Ca Ca to obtain dynamical information and geometric distortion in
R(C—O)® 115792, 115212, 1.19520  1.18556, 1.15185 excited states from resonance Raman spectroscopy. According

. 60 .
R(V—C)a® 1.00192 2.01357. 1.97713  2.01265. 1.91551 to time-dependent theofy,® the Raman scattering cross-

R(V—Naj> 3.85787 3.5425 section is related to the excited state dynamics that arises from

80.56, 94.80, 89.45,90.62, 92.89,81.20,171.91 geometric displacements between the two states. The relative
0(C-v-C)y 178.38,172.88,172.88 displacement of vibrational modes can be related to the relative
0O—-C-V) ¢ 168.28,177.65,177.72 177.84,163.33

intensities in the resonantly enhanced Raman spectrum, and this
aThe bond lengths are imgstroms? The oxygen atoms that have  takes a particularly simple form when the dephasing rate is fast

the longest €0 bond lengths are closest to the Na atom, while the (line broadening is large). The fitting of absorption spectra has

carbon atoms that have the shortest® bond Iengths are closest to become a Standard technlque |n extractlng absolute bond |ength

the Na atom® The angles closest to the Na atom are the smallest. The ST : )
angles are in degrees. Notation for angleS {8BC) where atom B at changes from resonance Raman sp -Particularly rel

the vertex ¢ Gaussian 98W (6-31G* basis for C and O, 6-311G for v €vanttoourcaseare applicationsto charge-transfer comfe%és.
and Na)® We follow the methods of prior workers in fitting absorption
spectra to obtain absolute bond displacements, where the energy
the vibrational modes of V(C@) with O, symmetry and two gap Eop) and the solvent reorganization energys) (are
different complexes of NgV(CO)s~. While the actual ion pair ~ parameters in the fit. Ultimately, the self-consistent fit to the
in the solvent has a much weaker interaction and does not haveabsorption spectrum leads to a near constant sui@énd
the degree of frequency change as shown for this complex, wethe solvent reorganization energys, so that knowing one
use the predicted Raman intensities for highly distorted anions parameter helps define the other. The method has ambiguity
as a guide to the effects of distortion. for charge-transfer molecules, where the absorption spectrum
The O, geometry of free V(CQ) shows computed intensities  has no structure and is very broad. Since the solvent reorganiza-
and polarizations that are in reasonable agreement with experition energy is a major broadening feature, and its value is
ment for the high-frequency CO stretching modes, where we difficult to obtain experimentally, prior workers have obtained
find a polarized Ay mode,»1, and a depolarization value of  the reorganization energy from models of line broadening.
0.75 for the [ mode, v3. There is a difference between Models for solvent broadening have been extensively discussed
experiment and prediction for the-MC mode 4, at 393 cn?, in the literature’,%3 and solvent broadening mechanisms lead
where the predicted value is 0.75 but we observe 0.49. We alsoto either a single empirical parameter model or a two-parameter
note that in THF solvent (Table 1) this mode showed values of Brownian oscillator modél* In our absorption spectrum, we
0.72, which is closer to expectation. Since most of the have overlap with higher energy transitions, so fitting to both
experiments oD, geometry are for DCM solutions with Na sides of the absorption band edges is not possible. With large
and diglyme, we could also have weak complexation effects reorganization energy and a very broad absorption band of this
leading to slight distortions. Experimentally, the IR actiue type, an absorption spectrum fit cannot provide much more than
mode also shows very weak Raman scattering, possibly from a reasonable estimate of electronic energy gap and approximate

Na' interactions in solution. values of bond displacements. Therefore, our strategy for using
For Na'|V(CO)s™ there is a large difference betwe€p, and absorption spectra has been to confirm that computed bond
C,, symmetry for the depolarization ratio of the mode. We length estimates and selected Raman enhancement data are self-

note from Table 5 that th€s, symmetry structure has a small  consistent while assuming a computational value of solvent
depolarization ratio of 0.099, despite significant geometric reorganization energy. Since one mode has large Raman
distortion, while theC,, symmetry has a value of 0.745. The enhancement and only two other modes have significant
0.099 depolarization suggests that this symmetry of complex- contributions, we iterate those values while assuming compu-
ation will have less effect on thg mode than th€,, geometry. tational results for minor vibrational mode contributions.

Inthe Raman experiments, themode for the Co(Cp) |V(CO)s~ In fitting the absorption spectrum, the four totally symmetric
complex showed a significant nonzero value of 0.26, and since yipration modes that we detected and the internal vibration
the frequencies are similar to free V(GQO) this must derive between Co(Cp)and V(CO} could be used to define the
from slight geometric distortions from octahedral symmetry. gisplacements. The observed vibrations of the Co(QW|CO)s

Recall that we compute a side-bonded geometry as most stablgon pair obtained by resonance Raman spectroscopy are sum-

to those larger distortions in th@, case of N&|V(CO)s . If symmetric modes. The data fitting and intensity analysis show
the depolarization is not too sensitive to the magnitude of the that relative to the VC stretch (,, 373 cnt?) the totally
distortion, then the Iar_ger depolarization ©f, Na*|V(CO)s~ symmetric G-O stretch mode:, 2020 cntl) was enhanced
supportsthe computed side-bonded geometry for Cet(M{iCO)s by 28 times and the GeCp vibration ¢4, 315 cntl) was

Additional calculations are needed for weaker interacting enhanced by about 1:3.7 times. The Cp ring breathing mode
cations to confirm that the depolarization effect is clearly (,y 1114 cntl) and other vibrations showed no obvious
associated withr; in the C,, geometry. Ultimately, a complete  gnhancement.

model of the ion pair complex with fully optimized geometry
may be essential for discussing more subtle features of theIitt
Raman intensities and polarization. Preliminary examination of
this problem suggests that mod&st, distortions are likely.

The calculations in Table 2 show that for Co(ghere is

le change of CG-C and C-H bond between the ion and

radical, sov;" and v3' should not be obviously enhanced.

However, there are relatively large changes ef®and Co-

Cp distances. Since these displacements involve/thgCo—

Cp stretch, Ag) andw, (V—C stretch, Ag) vibrations, and there
Resonance Raman spectroscopy has been a very importanis no large enhancement of these low-frequency modes, fast

spectroscopic technique for studying the structure and dynamicsexcited state relaxation dynamics is likely for this system. The

of both ground and excited states of molecules in both gas andapparent reduction of enhancements for low-frequency modes

IV. Analysis of Data
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TABLE 5: Calculated Raman Frequency, Intensity, and Depolari
and Na*|V(CO)s~ (Cs, and Cy,) by DFT(B3LYP)®

Spears and Shang

zation Ratio for the Vibrations of V(CO)s~ (O, Symmetry)

Oh C3L‘ Czl,
mode RP IR® Dd mode RP IR Dd modée RP IR¢ Dd
382 73 0 0 A, 367 42 22 0.001 A 360 44 25 0.030
(A1
389 38 0 0.75 E, 391 16 11 0.75 1875 21 0.1 0.218
) B,, 393 5 75 0.750
1954 0 7833 E, 1844 66 2176 0.75 2,B769 28 1218 0.750
(T1) A1, 1920 44 2291 0.07 A1831 201 2204 0.143
Bi, 2014 6 2254 0.750
1974 500 0 0.75 E, 2078 426 68 0.75 1,R044 281 313 0.744
(Eg) B,, 2064 237 1009 0.750
2084 38 0 0 A, 2132 36 487 0.099 A2121 79 439 0.745
(A9

aThe frequency in cmt for the vibrations of V(CQy. ® Absolute Ramal

n Intensity.Absolute IR intensity? Depolarization rati® = | perpendiculd:

Iparalier © Gaussian 98W, (6-311G(d,p) basis for C and O, 6-311G for V andNa).

and the significance of large damping factors in the time

TABLE 6: Vibrational Displacement of the lon Pair by

dependent theory have been previously discussed in theFitting of the Absorption Spectrum

literature®>~-57 When the damping factor is large we can simply
obtain the relative displacement of the totally symmetric modes
v1 and v, from their relative Raman enhancement. Formulas
are given in the literatub&5” for converting dimensionless
displacementA into normal coordinate chang&Q (A) and
obtaining the internal coordinate changasj) from the normal
coordinates @).5’

The potential energy calculation of Figure 6 shows that there
is a weak bond between Co(G@nd V(CO} with a very low
vibrational frequency. For the solvated ion pair we fit the
potential energy to a Morse potential where the first vibrational
level is only 35 cnil, while the gas-phase potential gives 76
cmL. The upper surface of the radical pair is very flat, and
any weak interaction would give a negligible frequency
compared with the ion pair. Even though an inter-radical
vibration of such a low frequency will not be important in our
rate models (see next section), a low-frequency mode is usefu
to include in the rate model to provide improved frequency
matching. A candidate totally symmetric mode of 84@rnis
present in the radical V(C@)which can be related to V(C@)
if we consider it as slightly distorted from an octahedron.
Therefore, we used a value of 84 thnto examine its
significance in our fit to the absorption spectrum. The fitting
results show that this mode is not significant when its
dimensionless displacement changes from O to 1.

The method of fitting the absorption spectrum only varied

internal coordinate changég)

modé AP fitd cal¢
vi1 (84 cnml) 0.5 - 0.0625
vs (315 cnr?) 1.35 0.0387 0.089
v (373 cnt)) 1.55 0.0508 0.0519
v3' (1114 cnt?) 0.1 - 0.00122
v1 (2020 cn?) 1.38 —0.0199 —0.0175
v1' (3100 cnt?) 0.01 - —0.000544

ayp with prime represents the vibrations in Co(€pand, without
prime, V(CO)". ® Dimensionless displacemefitCalculation in ang-
stroms.d Three frequencies were iterated and calculation results were
used for the other modes.
does not affect the vibrational displacements. For example, if
we used the solvent reorganization energy of 4700cthat
we obtained from elliptical models, the corresponding zero
energy is 8700 crmt with the same displacements listed in Table
|6. Similarly, a solvent reorganization energy of 3800-ém
requires a zero energy of 9600 chconsistent with the idea
that the sum of these two values is about 13 400%cm

Table 6 shows that the results of the fit are consistent with
the calculation results, except foy', whose displacement is
smaller than the calculated prediction. This calculation was for
a lower basis quality than for vanadium carbonyl, so perhaps
this is a factor since metal bonding distances are sensitive to
basis set and DFT method. More computations will be required
to check this point. However, we also tried a two-parameter

displacements of three modes and used calculations for the otheBrownian oscillator modét where we fix the reorganization

modes. The displacements of thg, v», andv; modes, which
calculation predicts to have large displacements, are fitted to

energy to define self-consistent parameters. A variety of fits
are possible with this model that give displacementsior

the absorption spectrum while keeping the relative displacementcloser to theory, but in most cases the parameters do not meet

ratios. Calculations show that there are small coordinate change
of v1' (C—H stretch), s’ (Cp ring breathing), and»’ (CH

dhe internal assumptions of the Brownian oscillator model.
In summary, the geometry changes obtained from fitting

bending), consistent with little enhancement for these modes Raman enhancements and the absorption spectrum are in
in resonance Raman spectra. We used the calculated displacesatisfactory agreement with computational predictions. The

ments for these modes and added (84 cnt?) for a low-

broad absorption spectrum is less useful in refining displace-

frequency mode, as discussed above. We used the IPCMments of low-frequency vibrations, but it is adequate for

calculation result of 3020 cni for A5, a large damping factor
of 1000 cnt! and a zero energy of 10 420 cinto fit the

confirming the displacement of the totally symmetric, carbonyl
stretching vibration and for defining a reasonable energy gap.

absorption spectrum. The displacements of the involved modesThese results limit the possible values for key molecular

are listed in Table 6. We found that the fitting quality of the

displacement parameters, which are needed for computing

long wavelength side in the absorption spectrum depended onFranck-Condon factors in the rate models described in the next

the displacement ot;, so that we could get a reasonable
displacement for this mode, which defines the displacement of
v2. The displacement afy’ was also varied, and it was sensitive
to the edges of the absorption spectrum. A different solvent
reorganization energy would shift the zero energy; however, it

section.

V. Electron Transfer Rate Predictions

The rate of ET can be predicted with a quantum model for
weakly coupled ET rates when the molecular data from the
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above sections is combined with theory. In previous work from and 0.88, whileky/k; values are 1.82, 1.59, 1.39, 1.18, 0.99,
this lab we used a model for rate constants that made 0.82, and 0.67, respectively.
predictions of quantum resolved rate effects, and this model is  We believe that the solvent reorganization energy is not likely
applicable here since we have good values for geometry changeso be lower than 2620 cnd, which is about 2100 cri below
and estimates of electronic coupling from the charge-transfer the prediction of a classical elliptical model and 420¢telow
absorption band. Our goal is to see if the absolute rate constantour computed value of 3020 crh Therefore, we conclude that
is consistent with the data and if the observed changes in ETthe model predicts an ET rate that is about-135 times faster
rate with vibrationally resolved quantum state are predictable. than actually observed for = O for solvent reorganization
The model is a simple product of electronic factor and sum energies of 26263020 cnrl. Furthermore, the observed
over Franck-Condon Factors that give energy matchtfcf’ infrared active mode should not have a quantum effect while
The model uses a coupling matrix element of 417-&m the totally symmetric mode could have a reasonably large
vibrational displacements as given in Table 6, an energy gap duantum effect foki/ko and less effect foka/ki. _
of 10 420 cm! and a solvent reorganization energy of 3020  We conclude that standard ET theory in the weak coupling
cm L. The six modes shown in Table 6 were used to calculate imit provides an incorrect magnitude for the ET rate. In
the rate, where we used the dimensionless displacements liste@ddition, only totally symmetric CO stretching modes are
in the second column. The radical frequencies were estimatedc@Pable of having a quantum effect on the ET rate in the
as 84, 373, 315,1114 and 3100 ciythey were used as acceptor Standard rate expression.
modes with FranckCondon factors that only include geometry
changes. The totally symmetric mode is 2020 ¢fior the ion

and 2096 cm* for the radical, where both geometry and A, Magnitude of Rate. The prior sections have used
frequency effects are used in the FCF. This mode serves as altesonance Raman data, absorption spectra, and computational
optical mode (as well as acceptor mode) so that rates for models to define both electronic coupling and vibrational
different quantum populations in this CO stretching mode can distortions appropriate for ET rate calculations. The ET rate
be computed and used as representing the maximum possiblavas predicted to be 135 times faster than observed, which
quantum effect in this model. As shown in prior simulatidns, suggests a major failure in the assumptions. The key assumption
for a large energy gap case only a vibration with large FCF for in the “standard” model is that no important changes in the upper
changing quantum numbers between states can provide aelectronic surface occur after the absorption event. Absorption
dependence on initial quantum number. The high-frequency spectra and Raman spectra are “vertical” processes that probe
infrared active mode has no geometry change because of itsinstantaneous features of the potential surface. However, if
symmetry, and no significant frequency change in the absencerelaxation of the upper state geometry dramatically changes the
of Duschinsk$® mode mixing. These properties of the infrared overlap of electronic wave functions, then the electronic overlap
active CO stretch give small FCF for changing quantum inferred from the absorption spectrum and the computed
numbers between states so that this vibration makes little electronic coupling of 417 cnt could be very wrong. We
contribution to the FCF sums that define the ET rate. Vibrations believe that this is the reason for the rate being much slower
with such a small contribution to the rate will not give an ET than the prediction. However, if future computations do not
rate dependent on the initial quantum population. The experi- demonstrate the 11.6 times lowering of the coupling matrix
mental results were 26.4, 11.3, and 5.5 ps forahe 0, 1, 2 element needed to account for the 135 reduction in rate, then
vibrational levels of the infrared active moéle. we need to assess the Valldlty of the weak Coupling Implled in
The predictions of the model give ET lifetimes KiLfor the the_“standard" mode_l. Very recently, a prediction of the effects
quantum numbers = 0, 1, 2, and 3 of 0.192, 0.087, 0.063, of increased coupling has _been made for charge-transfer
and 0.058 ps, respectively. This predicts a significant quantum comp_lexgs that shows a slowing of electro_n-transfef rate as the
effect ofki/ko = 2.2 andky/k; = 1.4 for the totally symmetric coupling increases beyond the Wgak coupling lﬁm—h'.s type
vibration. The values show a 135 time shorter lifetime than of model needs study for our particular system, but it suggests

observed for the = 0 level (26 ps). The model shows that the g:it Itirr]]e r\;v:t? Ii; gl?a 1?7?22?5, g?orﬂﬁ::arr?gy s(r)'r?;)llletr)?rlggp\l/lvcha}g:]e to
total vibrational reorganization energy &f = 2747 cnt! had ping 9 y '

) 1 .
a contribution from the 2096 cm optical mode ofl; = 1996 IS ?rllg C:; Ifo'rb?urs?rz(gllla”mt?rg?c.)nal frequency chanaes for
cm™1, the 373 and 315 cmt modes hadl, = 448 andis = 91g1bly viorat quency 9

287 cntl, and the other modes had small enerdies 11 cnTL. V(CO)G*.be'gweerll free solution and the ion pair sugges'gs that
geometric distortions are small, even though the depolarization

We investigated the sensitivity of these predictions to the jnpjies distortion from the octahedral geometry. We often
specific values of the energy gap and solvent reorganization giscuss the vibrational spectrum of individual species, but the
energy. Since the fitting of the absorption spectrum is a more gjectronic state is of the complete ion pair so that the overall
sensitive test of the sum of these values rather than each valuegymmetry is low. For example, if we consider the distortions
we can arbitrarily pick new reorganization energies and gaps of \/(CO)s~ in the ion pair in the side-bonded, double-contact
(sum of 13 420 cm') to check the sensitivity of predicted values  geometry, it is likely that locally the highest possible symmetry
to this computed parameter. For reorganization energies of 2220js C,, where CO movements can easily reduce thi§4dThese
2620, 3020, 3420, 3820, 4220, and 4620 émve found deviations fromOy, undoubtedly lift all vibrational degeneracy,
lifetimes for» = 0 of 0.605, 0.329, 0.192, 0.118, 0.078, 0.055, put with broad solvent widths the small shifts from lifting
and 0.042 ps. These values show that a reorganization energyiegeneracy are not observed in the spectrum. Upon excitation
value of 2220 cm! would be required to make the predicted to the neutral radical pair the ionic interaction between the two
rate only 43 times faster than observed, while the larger parts of the pair is removed and the geometry of the VECO)
reorganization energies have much larger ET rates. The quantunradical might be expected to be more similar to its free structure.
effect ki/ko for the totally symmetric mode; at these same  However, the V(CQ)yradical is JahaTeller perturbed so that
reorganization energy values is 3.02, 2.59, 2.20, 1.82, 1.47, 1.16Jow-energy structures different froBgy are sampled by a small

VI. Discussion of Predictive Failure
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activation energy so that even weak interaction with Co{Cp) While the IVR mechanism is most attractive for populating
may still be sufficient to stabilize one geometry. If we reduce nontotally symmetric vibrations, such coupling of CO stretching
the V(CO}) radical symmetry by interaction, then we remove motions could persist for times long after the initial pumping
the g,u symmetry labels and there are many low-frequency and relaxation event rather than being a unidirectional trans-
motions that can interchange different structures. In this caseformation linked to the geometry change. This strong coupling
the electronic interaction between the radicals is also fluctuating, mechanism could lead to statistical populations of each type of
and we expect optimal wave function overlap with the CogCp) high-frequency vibration in an IVR pool of all high-frequency
species when the structure approaddgsharacter. This overlap  vibrations. If this were possible, then the observed population
dependence upon geometry occurs because the electronic orbitah the IR active modes could be accompanied by a “hidden”
involved in the ET is mostly metal localized and the degree of population in the other CO motions. Since we predict a quantum
delocalization onto the oxygens depends on the geometry. Aeffect for the totally symmetric mode, the “hidden” population
graphical representation of orbitals suggests that the orbitalin this mode might become the source of a quantum effect for
overlap is reduced in the radical pair. However, theoretical the IR active mode.
calculations are required to examine the argument quantitatively, we examined a statistical IVR pool model to check if the
and this approach will be investigated soon. observed quantum effect is likely to originate from “hidden”
B. Origin of Quantum Rate Effect. The quantum effect  populations in the totally symmetric mode. From our modeling
observed in the experiments with the IR active CO stretching of the absorption band we note that the excitation wavelength
mode is not predicted from the calculation, since only a totally near 600 nm is pumping combination bands containirgOC
symmetric CO stretching mode with a large geometry change totally symmetric motions mostly in the = 1 quantum level,
can have large FranekCondon Factor effects in the simplest but with somev = 2 at lower probability. We formulated a
rate models. In the experimental data for V(gOand in the statistical model for spreading the initial quanta in the totally
normal mode computations for the V(CGO)and V(CO} symmetric C-O stretching mode into all possible<© stretch-
vibrations the symmetric stretch vibration is about 1000¢m  ing modes with conservation of quanta. We used a degeneracy
higher in frequency than the IR active mode. This large of 3 for the IR mode, 1 for the totally symmetric mode, and 2
frequency offset and weak IR absorption suggests that thefor the other high-frequency mode and then used Boson statistics
experimental probe was not inadvertently monitoring the totally to define the statistical probability for every possible individual
symmetric mode. Consequently, the first issue to understand isstate composed of different quantum numbers in these three
how the IR active CO stretching mode is populated, and then modes. We assumed purely statistical populations. This yields
how its quantum number can affect the ET rate. the largest possible effect since equal statistical weighting of

The population of IR active CO stretching modes must occur the different vibrational frequencies rather than Boltzmann
via an intramolecular vibrational relaxation (IVR) mechanism. Weighting emphasizes population in the highest frequency,
Solvent collisions can serve to create energy and momentumtotally symmetric vibration. For example, when starting with
matching conditions for converting totally symmetric motions two quanta in the totally symmetric mode each individual final
into an IR active motion either directly or in combination with ~ State could have zero to two quanta in any of the three modes,
other very low-frequency vibrations. There is some literature Which leads to a number of possible states. A prediction of
on IVR in metal carbony that shows a T, IR pumped mode average rate is desired for an observable defined by a specific
in W(CO)6 re|axing to the gmode but not to the & mode in quantum number in the IR mode. Therefore, the average rates
CCly solvent. The relaxation time sc&tés 10-20 ps in similar ~ Were computed by forming a weighted average over all
IR pumping experiments that do not monitor the final state individual states having a specific quantum population in the
popu|ation_ These results Suggest that coup”nglmdes is IR active mode. Each individual state that has the desired
not significant, at least in some solvents for high-symmetry, quantum number in the IR active mode contributes to the
closed-shell molecules. In our case, the optical Frai@bndon average rate by multiplying its statistical probability (the weight)
factors are creating population in totally symmetric motions in times a rate defined by the quantum number in the totally
combination with other low-frequency motions that are thermally Symmetric mode. The ET rate for the totally symmetric mode
populated. The initial radical geometry is Jafifeller unstable IS obtained from the computations discussed previously, where
so that relaxation must occur to a different symmetry. Therefore, v = 1 andv = 2 were 2.20 and 3.05 times larger than the
it is likely that coupling between totally symmetric and O rate.
nontotally symmetric CO stretching modes can occur during  With this method of calculation the main unknown is the
or after this geometric relaxation. The electronic-vibrational initial distribution of population in the totally symmetric mode.
coupling implied in the JahnTeller relaxation might be  Therefore, the relative amount in= 1 versusy = 2 from the
effective in enhancing the conversion of totally symmetric to optical pumping of the totally symmetric CO stretching vibra-
nontotally symmetric motions. In addition, solvent collisions tions was varied to have the amount:n= 1 either 0.5 or 2
can provide asymmetric forces or instantaneous normal times thev = 2 case. To achieve a maximum in the predicted
modes’? 7 The time scale for conversion to IR active CO effect, we ignored any initial optical pumping into= 0. The
modes is of interest, and experimentally we have reduced themodel shows a maximum increase of 30% in ratedfer 1 in
time resolution to below 250 fs to measure this quantity. One the IR active mode, but this also would have a decrease in rate
might find such a conversion occurring very rapidly as part of of a factor of 3 by going tor = 2. These results suggest that
the initial low-frequency distortion or happening somewhat later. the “hidden” population in the totally symmetric mode cannot
The mechanical view of such a conversion would suggest thatexplain the quantum effect observed in the experimental
the time scale might involve hundreds of femtoseconds to measurement of IR populations, which had about a 2-fold
convert from a totally symmetric motion to a mode that looks increase per additional quantum of population. In general,
like an IR active absorption with CO motions out of phase. The uniform statistical relaxation out of a singly degenerate state
temperature dependence is of interest, since nontotally sym-with totally symmetric character dilutes any quantum effect
metric vibrations might be important in the conversion. caused by that mode unless there were very different relaxation
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pathways for different numbers of quanta in the mode. While modes, and solvent effects to predict ET rates. Related DFT
unusual mechanisms are possible, and they might be revealedalculations on N& V(CO)s~ are used to support a spectro-
by experiments pumping different parts of the absorption band, scopic identification of the ion pair geometry. Solvation energies
we tentatively feel that “hidden” populations in totally symmetric and solvent reorganization energies were calculated for both
modes are not the source of the quantum effect on ET rate. ion pairs and radical pairs with DFT and an isodensity polarized
An additional consideration arises from geometry differences continuum model (IPCM). The resonance Raman and absorption
between the radical and ionic structures. A new geometry arising spectra were combined with these DFT computations to provide
from a symmetry change requires that the vibrations in the initial a self-consistent set of molecular parameters for testing the
state have a coordinate system different from that of the final “standard” assumptions of electronic transfer. Rate models for
state; in this case a given vibration in the initial state is a linear direct, weak coupling in the ion pair Co(GH)V(CO)s~ predict
combination of vibrations in the final state. Spectroscopic absolute ET rates that arel35 times too large for a coupling
observations involving a rotation and translation of the vibra- matrix element of 417 cnt inferred from the absorption
tional coordinate system have become known as Duschinskyspectrum. This deficiency probably is due to the assumption
effects®® We are systematically investigating the significance that the radical pair surface is adequately probed by data from
of such coordinate changes for ET and can provide a few resonance Raman and absorption spectra. From our DFT
remarks in the context of this system. The rate of ET is calculations on Co(Cp)V(CO)s we conclude that a small
proportional to a sum of all FranekCondon factors, which geometry change in the upper surface relaxes the orbital
emphasizes any FCF effects that change the magnitude of thegpopulations via a JahkiTeller effect and greatly reduces the
sum. For example, when some symmetry is preserved in theelectronic coupling for the return ET. This proposal is based
geometry change, a totally symmetric mode in the initial state on graphs of orbitals, and we plan quantitative comparisons of
might become a combination of all totally symmetric modes in electronic coupling matrix elements to test this mechanism. If
the final state.Since large frequency changes can gde a reduction in matrix element cannot explain the results, we
Franck—Condon contributions, the inter-mixing of high and low will need to evaluate the accuracy of the weak coupling rate
frequencies in one state could pide large contributions to model for our case.
Franck—Condon factorsThis effect potentially enhances the The standard model also cannot explain the rate dependence
contributions of totally symmetric vibrations in the presence of of ET for quantum populations/(= 0, 1, 2) in the nontotally
geometry changes, and it alsdlows nontotally symmetric ~ symmetric CO stretching mode that was probed by transient
modes to become contributors to the sum of tei@srently, IR in prior work8 These rate effects are likely to involve a fast
we are investigating these overlooked sources of important ratelVR conversion from totally symmetric vibrations to IR active
effects with model systems as well as for this particular system. CO stretching motions followed by ET. The alternative IVR
Another aspect of the Duschinsky effect that only recently has hypothesis leading to a statistically populated pool of all CO
been recognized is that the coordinate transformation can bestretching motions is not likely since a statistical analysis shows
nonlinear and nonorthogon@’®The consequences for ET have that “hidden” populations in totally symmetric vibrations cannot
not been explored, biiis effect could praide another aenue explain the observed data. Therefore, the vibrational quantum
for vibronic activity of nontotally symmetric modes effect on ET is probably caused by a breakdown of the Condon
From the preceding analysis we conclude that the most likely approximation, which in our case requires that an increase in
cause of population in the IR active CO stretching mode is from the quantum number of vibration also increase the coupling
IVR with a unidirectional conversion process from totally matrix element. Theoretical work is in progress and has
symmetric vibrations. The quantum effect in this mode is not tentatively confirmed a Condon breakdown for the IR active
from “hidden” populations of totally symmetric modes and must vibration?” We briefly discussed the possible importance of a
have another mechanism. We postulate that this mechanismDuschinsky effect in computing electron-transfer rates, and these
could be due to breakdown of the Condon Approximation, which mechanisms involving vibrational coordinate rotation and
can have a difference in electronic coupling as a function of translation are under investigation.
vibrational quantum number. Work is in progress computing  Experimentally, the models suggest that temperature studies
these matrix elements, and preliminary regiilshow that this  of rate could show effects if thermally populated modes are
is a viable mechanism for having a quantum effect with the IR important for rate contributions by dynamic JatiFeller
stretching mode. distortion. The rise time of infrared activity might reveal the
Experimentally, the models suggest that temperature studies|VR rate, while pumping at many places in the absorption profile
of rate could show effects if thermally populated modes are can vary the fraction of any “hidden” populations of totally
important for rate contributions by dynamic Jatfeller symmetric modes.
distortion. The rise time of infrared activity might reveal the
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