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Solvent-induced two-photon absorption cross sections are calculated for a push-pull molecule in solutions
using both self-consistent reaction field and internal finite field approaches. It is shown analytically and
numerically that the results from the two methods can be connected through induced local reaction field
factors. The two-photon cross sections of the studied push-pull polyene are found to be rather insensitive to
the choice of cavity shape. The solvent dependence of the two-photon absorption displays a pattern different
from that of the first hyperpolarizability.

Introduction

The process of a simultaneous two-photon absorption (TPA)
was predicted by Go¨ppert-Mayer1 30 years before the first
experimental observation.2 At present the situation is reversed
in that the experimental development of the two-photon
spectroscopy is a great stimulus for theoretical efforts in the
field. Although the formal theoretical description of TPA has
been well established for a long time (see the excellent summary
of Mahr3), the application of the theory has traditionally been
addressed only in the context of the physics of atoms and small
molecules. Apart from the interest in the TPA processper se,
the fact that the two-photon and one-photon selection rules are
different has made two-photon spectroscopy an additional and
complementary tool in the study of the organization of excited
states. However, the applicability of TPA has greatly developed
more recently due to improvements in experimental conditions,
and multiple-photonsand in particular two-photonsabsorption
spectra can today be found for a wide selection of systems.4

This interest for TPA stems to a large extent from the various,
potential, technical applications that can be realized in the fields
of medical therapy and photonics,5-7 and the two-photon
spectroscopy has become linked to the synthesis of materials
with special properties with respect to nonlinearity, process-
ability, and stability. One can here distinguish an important role
of theory and calculations to aid the synthesis, to obtain more
basic understanding of the underlying mechanisms, and to search
for special structure-property relations.

The direct way of computing a TPA spectrum is through the
explicit use of sum-over-state (SOS) expressions, in which, at
least formally, all intermediate states have to be included.
Usually, a satisfactory result can only be obtained after inclusion
of hundreds of states, and such a slow convergence makes the
explicit SOS method most impractical for simulations based on
first-principle approaches. This difficulty can readily be over-
come by using response theory, in which the exact SOS value
is implicitly obtained by solving a set of linear matrix equations.
So far response theory has been successfully applied to TPA

spectra of atoms,8-10 small molecules,8,11-15 large oligomers,16,17

and two-dimensional charge-transfer molecules.18 In combina-
tion with the Herzberg-Teller expansion, the vibrationally
resolved two-photon spectra of aromatic molecules have been
calculated at theab initio level12,13 with results that reproduce
experimental observations.

One important aspect that has not been addressed much by
theory are the effects of a solvent on the TPA of moleculess
although these effects have been found to be important for a
variety of other optical properties. Much work has been devoted
in the past to the understanding of solvent-induced effects on
both geometric and electronic structures as well as on the
nonlinear optical responses, something we here want to ac-
complish for TPA applications as well. In this context, it is
relevant to mention that solvent effects on the TPA of donor-
acceptor stilbene recently were studied by Kogej et al.22 at a
semiempirical level using an internal finite field approach. We
focus on three issues in the current study: (i) the relationship
between the self-consistent reaction field and internal finite field
approaches for the TPA cross sections, (ii) the local field factors,
and (iii) the comparison between results from spherical and
ellipsoidal cavities. A short push-pull polyene will be used as
the model molecule, and some particular features of this
molecule will be discussed.

Theory for Two-Photon Absorption Cross Sections

From a macroscopic point of view, two-photon absorption
cross sections of randomly oriented systems, such as gases and
liquids, can be directly related to the imaginary part of the third
susceptibilityø(3)(-ω;ω,-ω,ω). On a molecular, microscopic
level, the corresponding property of interest is the second
hyperpolarizabilityγ for which the SOS expression is written
as19
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where∑P-σ,1,2,3 represents the summation over the 24 terms
obtained by permuting the pairs of dipole moment operators
and optical frequencies (µR,-ωσ), (µâ,ω1), (µγ,ω2), and (µδ,ω3),
the primes denote omission of the ground state|0〉 in the
summations,µj is the fluctuation of the dipole moment operator
µ - 〈0|µ|0〉, pωk are the excitation energies, andΓk are the
lifetime broadenings of the excited states. The averaged quantity
of γ is defined as

where the frequency arguments have been suppressed. If we
considerγ(-ω;ω,-ω,ω) for ω ) (1/2)ωf, wherepωf is the
excitation energy of the two-photon state|f〉, then some terms
in eq 1 will be resonant; that is to say, the real part of one or
more factors in the denominators will vanish. Such terms will,
due to the resonance, dominate the complete summation, and it
is reasonable to neglect all nonresonant contributions. Having
done that, the expression forγ(-ω;ω,-ω,ω) with ω ) (1/2)ωf

becomes

where we note that in the intermediate step the summation
includesthe ground state|0〉 as a consequence ofµj turning into
µ, and that in the last step the two-photon transition matrix
elementS has been introduced for

We thus see that the TP cross section can be determined either
directly as the imaginary part ofγ at the TP resonance or,
alternatively, by computing the individual TP transition matrix
elementsSand then using eq 3. Using the latter technique, we
benefit from the fact that the TP transition matrix elements can
be identified from the residue of the quadratic response
function.20 This method has been employed in our previous
work,16-18 and we therefore leave out the details here.

The orientational average ofγ in eq 2, which is suitable for
comparison with experimental data measured on a randomly
oriented sample, gives a corresponding relation for the TP cross
section

However, two-photon absorption, unlike one-photon absorption,
is dependent on the polarization of the incident light, and this
equation is therefore only valid when the incident radiation is
monochromatic and linearly polarized. For a more complete
treatment we refer to ref 21. Experimental spectra with line

broadening are connected to theδTP through

wherea0 is the Bohr radius,c0 the speed of light,R the fine
structure constant, andω the photon energy, andg(ω) provides
the spectral line profile, which often is assumed to be a
δ-function.

So far, we have only been concerned with the case of an
isolated molecule, or the infinitely dilute gas, and turning to
the condensed phase, as described with cavity models, we need
to consider the appropriate local field factors. Since we know
that the TPA isI2 dependent, whereI is the intensity of the
light, it can be anticipated that the condensed-phase TPA cross
sections can be written as

wherelω is the local field factor andδTP
sol denotes the TP cross

section of the solute molecule. However, the explicit expression
for the local field factors depends on the technique used for
calculating the corresponding solute properties. Two alternative
ways to do so were shown in our recent study24 defining the
solute properties with respect to either the cavity field, as in
the self-consistent reaction field (SCRF) approach, or the local
field, as in the internal finite field (IFF) approach. In the former
caseswhere solute molecular properties are defined with respect
to the cavity fieldssand when employing a spherical cavity,
the local field factors become

In the latter case, i.e., in IFF calculations, properties are
straightforwardly computed by applying a finite field of a
strength determined from the reaction fieldFR. It has been
shown in our previous studies that the field strength, without
loss of accuracy, can be calculated directly (as opposed to self-
consistently) from the gas-phase dipole momentµ and polar-
izability R as

However, it was also shown that the properties thereby obtained
(denoted by a superscript loc) can be transformed through
analytic relations to those defined with respect to cavity fields
(denoted by a superscript cav) so that they are equivalent to
the properties computed in SCRF schemes adopting the dipolar
approximation. This aspect will be further demonstrated in the
Results and Discussion section. The local field and cavity field
properties have the following relationships:

where the reaction field factor for a spherical cavity with radius
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a is given by

with ε being the dielectric constant of the solvent.

Computational Details

We focus our study on a short push-pull polyene, NO2-
(C2H2)2-NH2, in different solutions. The geometry optimization
was carried out using the self-consistent isodensity polarized
continuum model (SCI-PCM) as implemented in the GAUSS-
IAN-94 program,25 with Dunning’s cc-pVDZ basis set26 at the
Hartree-Fock and density functional theory B3LYP levels. A
similar basis set, the Dunning/Huzinaga double-ú basis set, was
used in a previous study of the geometry and nonlinear optical
properties of similar push-pull molecules in solutions with the
PCM model.34 The solute properties are calculated using SCRF
quadratic response theory.28 Sadlej’s polarizing basis set27 was
also used for the properties unless otherwise stated. A locally
modified version of the DALTON29 quantum chemistry program
has been used in the present work, which includes a parallel
implementation30,31 of the two-electron integrals.

Results and Discussion

Geometries.There have been several theoretical studies on
the geometrical changes of push-pull polyenes upon solvation
in recent years, employing different approximations. Meyerset
al.32 used the internal finite field method and semiempirical
calculations to simulate the solvent effects. Using the Onsager
reaction field model with a spherical cavity at the semiempirical
level, Albertet al.33 found that the finite field strengths used in
Meyers’ studies were unrealistically large; the reaction field
calculations gave much smaller geometrical changes than those
with the finite field calculations. The sophisticatedab initio
integral equation formalism (IEF) for PCM calculations by
Cammiet al.34 provided results that are in good agreement with
those obtained from a hybrid quantum mechanical and molecular
mechanical (QM/MM) method,35 and with experimental obser-
vations.

We use the standard PCM approach in the GAUSSIAN-94
program to optimize the geometries of NO2-(C2H2)2-NH2 in
different solutions. The generated geometries will be used later
for calculating the TPA cross sections. In Table 1, the bond
length alternation (BLA) of NO2-(C2H2)2-NH2 in different
solvents is summarized. The solvent effects on the molecular
geometry are quite significant. However, our BLA values of

SCF/cc-pVDZ are different from those given in ref 34. For
instance, in water, the BLA from SCI-PCM at the SCF level is
0.0682, a value that is much larger than the value of-0.006 14
from IEF-PCM.34 Such a difference might be due to the different
basis sets used, or simply the different theoretical approaches.

The BLA values from the DFT B3LYP calculations are
significantly smaller compared to the corresponding SCF results.
It was shown from NMR measurements in ref 33 that the
structures of a similar push-pull molecule, 3-(dimethylamino)-
propenal, in solutions should lie between the polyenic and
cyanine limits. This seems to indicate that (with the cc-pVDZ
basis set) SCF calculations for BLA values for NO2-(C2H2)2-
NH2 in nonpolar solutions are less reliable than those of DFT.
It should be mentioned that the geometries have also been
optimized with DFT/B3LYP using a 6-31G(d,p) basis set, which
are very close to those from DFT/B3LYP/cc-pVDZ and will
not be presented here.

Local Field versus Cavity Field Approaches.As mentioned
above, the TPA cross sections calculated from the SCRF method
are directly connected to those obtained by the internal finite
field approach through local field factors. Such connections have
also been derived for polarizabilities and hyperpolarizabilities
of solutes.24 We have calculated the dipole moments and static
polarizabilities of NO2-(C2H2)2-NH2 in two different solutions,
with ε ) 2.28 and 78.0, from the IFF approach with respect to
a local field and a cavity field, and from SCRF with multipolar
expansions including terms up tol ) 1 (only the dipolar term)
and l ) 6. A spherical cavity with a radius of 10.96 au was
employed and was determined from the molecular length plus
the van der Waals radii of the outermost atoms.

The calculated results with SCF geometries are listed in Table
2. It shows that the dipole moments are the same for both the
IFF approach and the dipolar SCRF calculation, where the
multipolar contributions are found to be very small in general.
The difference between polarizabilities obtained from local field
and cavity field approaches is quite large. The dipolar SCRF
results are well reproduced by the ones from the IFF approach
with respect to the cavity field as expected. Similar to the dipole
moment, the multipolar contributions are very small for polar-
izabilities.

Results for the dominant component of the TPA matrix
elementSxx and the TPA cross sectionsδTP of the first excited
state of NO2-(C2H2)2-NH2 at SCF geometries are shown in
Table 3. The results confirm the equivalence of SCRF and IFF
results when the latter are transformed to refer to the cavity
fields rather than the local induced fields.

Ellipsoidal versus Spherical Cavity.At the present, only
the spherical cavity model is available for SCRF calculations

TABLE 1: Bond Length Alternation (au) of NH 2-(C1HHC2C3HHC4)-NO2 in Different Solutionsa

SCI-PCM IEF-PCMb

ε C1C2 C2C3 C3C4 BLA C1C2 C2C3 C3C4 BLA

SCF
1.00 1.330 1.456 1.340 0.121 1.3440 1.4413 1.3550 0.0917
2.28 1.337 1.447 1.348 0.104
6.02 1.345 1.434 1.359 0.082

13.3 1.348 1.430 1.363 0.075
32.6 1.350 1.427 1.365 0.070
78.0 1.351 1.426 1.365 0.068 1.3949 1.3896 1.3966 -0.00614

DFT
1.00 1.362 1.434 1.350 0.078
2.28 1.369 1.426 1.356 0.064
6.02 1.375 1.420 1.362 0.052

13.3 1.377 1.417 1.364 0.047
32.6 1.379 1.416 1.366 0.044
78.0 1.379 1.415 1.366 0.042

a The geometries are optimized with the cc-pVDZ basis set.b From ref 34.

fR )
2(ε - 1)

a3(2ε + 1)
(14)
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of TPA cross sections.28 Such a model appears not to be suitable
for descriptions of chainlike push-pull polyenes, and we are
motivated to examine the performance of the spherical cavity
model against other geometrically more reasonable models. A
simple solution to obtain this is to construct the ellipsoidal cavity
within the IFF approach. In this case, the reaction field factor
fmn
R is given by36

whereδmn is a δ-function,ax, ay, andaz are the principal axes
of the ellipsoidal cavity, andκm is defined as

fulfilling the relationκx + κy + κz ) 1. For a spherical cavity
κi ) 1/3. The finite field strength is here determined by eq 9.

The calculated TPA cross sections and the one-photon
absorption wavelength obtained from the cc-pVDZ and Sadlej’s
basis sets with SCF geometries are listed in Table 4. In general,

the one-photon absorption is red-shifted by 70 and 80 nm for
the cc-pVDZ and Sadlej’s basis sets, respectively, when going
from the gas phase to the most polar solution. This has some
practical advantages since most applications require the one-
photon wavelength to fall into the optical visible region. The
calculated results show quite strong basis set dependence,
especially when the molecule is dissolved in strongly polar
solutions. This is partly due to the basis set dependence of the
dipole moment, which determines the reaction field strength.
Two results obtained from the spherical cavity calculations are
also listed for comparison. These show that the cavity shape
has noticeable effects on bothλ andδTP, but still perhaps less
than one might expect. It is of course predominantly a
consequence of fact that the TPA of push-pull polyenes is
governed by the component along the molecular axis. The
change of cavity shape has thus only a minor effect on properties
along this particular direction, and it thus seems that, for the
study of structure-property relationships, the use of a spherical
cavity is yet a reasonable approximation.

TPA Cross Section versus the First Hyperpolarizability.
Recently, Kogejet al.22 studied the structure-property relation-

TABLE 2: Dipole Moments and Static Polarizabilities of
NO2-(C2H2)2-NH2 in Different Solutions Obtained from
Cavity Field, Local Field, and Self-Consistent Reaction Field
Approaches and a Spherical Cavitya

IFF SCRF

property loc cav l ) 1 l ) 6

ε ) 2.28
µx 3.48 3.48 3.49 3.52
µy -0.16 -0.16 -0.16 -0.17
µz 0.30 0.30 0.30 0.31
Rxx 117.0 122.0 122.1 123.6
Ryy 66.8 68.3 68.3 68.6
Rzz 26.7 27.0 27.0 27.1

ε ) 78.0
µx 4.21 4.21 4.21 4.32
µy -0.29 -0.29 -0.29 -0.30
µz 0.12 0.12 0.12 0.12
Rxx 127.9 141.3 141.4 146.0
Ryy 65.9 69.4 69.4 69.9
Rzz 26.3 26.8 26.8 27.0

a All values are given in atomic units.

TABLE 3: TPA Cross Sections of the First Excited State of
NO2-(C2H2)2-NH2 Obtained from Cavity Field, Local Field,
and Self-Consistent Reaction Field Approaches and a
Spherical Cavitya

IFF SCRF

loc cav l ) 1 1 ) 6

state Sxx δTP Sxx δTP Sxx δTP Sxx δTP

ε ) 2.28 S1 56.4 603 62.3 742 62.6 744 63.8 773
ε ) 78 S1 54.7 565 69.6 930 70.5 942 73.3 1019

a All values are given in atomic units.

TABLE 4: TPA Cross Sections and One-Photon Absorption Wavelength of NO2-(C2H2)2-NH2 in Different Solutionsa

ε ) 1.0 ε ) 2.28 ε ) 13.3 ε ) 32.6 ε ) 78

λ (nm) δTP (au) λ (nm) δTP (au) λ (nm) δTP (au) λ (nm) δTP (au) λ (nm) δTP (au)

cc-pVDZ
490 595 520 739 553 806 557 789 559 780

513b 603b 541b 565b

Sadlej
512 612 547 858 585 1057 590 1064 592 1065

a All results are calculated using the IFF approach and an ellipsoidal cavity.b Results by employing a spherical cavity.

fmn
R ) 3

axayaz

κm(1 - κm)(ε - 1)

ε + (1 - ε)κm

δmn (15)

κm )
axayaz

2 ∫0

∞
ds [(s + ax

2)(s + ay
2)(s + az

2)]-1/2 ×
(s + am

2)-1 (16)

Figure 1. Solvent dependence of the static first hyperpolarizability
â(0; 0, 0) and the TPA cross section of the first excited state of NO2-
(C2H2)2-NH2. The SCF/cc-pVDZ geometries are used. All properties
(au) are calculated using the IFF approach and an ellipsoidal cavity.
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ships for the TPA of donor-acceptor stilbene derivatives using
the IFF approach at the semiempirical level. They showed that
the evolution of the TPA cross section with respect to the bond
order alternation closely follows that ofâ, and that the TPA
cross section is strongly dependent on the geometrical changes.

In Figure 1, the solvent dependences of the TPA cross section
of the first excited state and the static value of the first
hyperpolarizabilityâxxx(0;0,0) are shown. The IFF approach with
an ellipsoidal cavity was employed here. The solvent depen-
dence, or geometrical dependence (BLA), ofâ is very large;
theâ value at the more polar solution is found to be more than
twice the value in the gas phase. No saturation is reached. These
results are in line with the previous finding for a similar system
given in refs 32 and 33; however, the saturation for the TPA
cross section seems to be different. In general, the solvent
dependence is found to be smaller than that forâ and displays
a saturation. Similar trends have also been found for the results
obtained from analytical SCRF response theory with a spherical
cavity at DFT/B3LYP geometries, as shown in Figure 2. As
pointed out before, the BLA values are quite different (and
better) for DFT- compared to SCF-optimized geometries. The
solvent dependence for the TPA cross section thus appears to
be different from the one given in ref 22, and may indicate that
the structure-property relationships for the TPA of donor-
acceptor substituted stilbene cannot be generalized to the case
of push-pull polyenes. It is our opinion that the field strengths
used in the TPA calculations in ref 22 are too large to be
realistic.
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Figure 2. Solvent-induced property changes,∆P ) (Psol - Pgas)/Pgas,
whereP refers to the static first hyperpolarizability and the TPA cross
section of the first excited state of NO2-(C2H2)2-NH2. The geometries
of molecules in solutions are from DFT/B3LYP/cc-pVDZ calculations.
All properties (au) are calculated using SCRF response theory and a
spherical cavity.
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