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This is a modification of the condensed-phase band shape analysis of optical spectra to treat electronically
delocalized systems. It incorporates the dependence of the optical observables on the optical transition dipole.
Absorption and emission band shapes are calculated on the basis of adiabatic free energy surfaces defined as
the functions of the reorganization parameters invariant to electronic delocalization and the parameter of
electronic delocalization. The latter is given through the ratio of the transition and differential chromophore
dipoles. The linear response relations commonly used to connect optical observables to reorganization
parameters of electron transfer reactions break down for electronically delocalized systems. The optical Stokes
shift depends strongly on the delocalization parameter deviating downward from twice the adiabatic
reorganization energy with electronic delocalization. The Stokes shift is a rising function of solvent polarity
for localized systems. An inverted solvent dependence develops for delocalized complexes: the Stokes shift
decreases with solvent polarity. The spectrum of permissible solvent fluctuations is limited from the low-
energy side by the adiabatic splitting of the free energy terms inducing narrowing of the emission optical
bands compared to the absorption bands.

1. Introduction collective modes coupled to the solttgroducing an essentially
aussian distribution of the solute electronic density of states.
he solvent is then said to be linearly responding.

Several very general relations between optical observables
gan be obtained for linearly responding (Gaussian) solvents
interacting with a fixed charge distribution of the solute. The
energetic intensity of the solvent nuclear fluctuations coupled

in the two states with the nuclear modes equilibrated to the solutet0 the solute can be characterized by the single parameter, the

. . dg . “wyn
in the initial electronic state generates the nuclear componentSOIVent reorganization energy.. _He_re, th_e superscript “d .
of the steady-state spectral band shape. Because nuclea fers to the diabatic representation implying that the charge is

configurations are statistically distributed, spectral lines get ully localized in each electronic state. Sev_eral spectroscopic
inhomogeneously broadenéd. observables can be related b The solvent-induced compo-

This basic picture of optical band shapes in condensed phase§ient of the Stokes shithAvy' generates the reorganization
involves the important assumption that the electronic charge €nergy
distributions characteristic of the ground and excited states do
not change with fluctuations of the solvent fiéldhis model l§t= hAv?/Z, Av:t+ Avi‘z Vabs™ Vem (1)
is isomorphic to the diabatic (localized) description of electron
transfer (ET) reactions embodied in the Maretitush theory The solvent-induced absorptian,s and emissiongem, spectral
of ET A It suggests that the transferred electron is fully localized widths also yield the solvent reorganization energies
in one state until it hops to another state when the resonance of
the electronic _Ievels is reached through the f_Iuctuatlons of _the \;Vbsz Bospd2, /1‘évm= ﬂggn/z )
nuclear coordinates coupled to the electronic states (Robin
Day cla§s I?).. Not s.urpr.isingly, the isomorphis.m of phygiqal where 8 = 1kgT and, in eq 1,Av is the solute vibronic
models is prOJec_ted into |somorph|sm of theo_retlcal de_sc_;rlptlons component of the Stokes shfft.
of thermally activated ET reactions and optical transitions. When each electronic state is characterized by a certain charge

Coupling of the solute electronic states to the solvent is isyripution unchanged with solvent configurations (diabatic or
fundamentally based on electrostatic interactions between thejyajized representation), the reorganization energies from

solute electronic density and charges localized on the S°|Vem0ptical spectroscopy are equal to the diabatic reorganization

molecules. Becguse this interaction is long-ranged, many SOlvemenergyxlg entering the activation barrier of ET reactiéns
molecules are involved in the solvent response. The solvent

response can be characterized by a number of Gaussian 20 = st
s~ s

Classical theories of optical band shapes in condensed phase
consider electronic transitions between distinct electronic states,
each characterized by a distribution of the electronic density.
The electronic density changes instantaneously, on the nuclea
time scale, with electronic transition (the FrardBondon
principle)? The interaction of the differential charge distribution

®3)
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In addition, the free energy gap between the initial and final
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polarity as the reorganization energy fe close to unity and
then reverses its solvent dependence with decreasing delocal-
ization parameter. Also the widths of the absorption and

electronic states is the mean of the optical transition energies€Mmission lines differ substantially whexe < 1. These results

()

Equations 3-5 are exact for any fixed charge distribution of

AFS=tw,, = h(v+ ven)/2

abs

are discussed and compared to traditional theories in section 4.
Finally, section 5 concludes.

2. Absorption and Emission Intensities

the solute in a linearly responding solvent. Several attempts have 2.1. Free Energy Surfacesn the preceding papéfwe have
been undertaken to challenge the representation of the solventonsidered a two-state solute which electric field interacts with

response by a collection of Gaussian motidéthough some

deviations from the linear behavior do exist, they are usually
relatively small. The basic result of these studies is that the
action of a dense solvent on a fixed charge distribution of a

solute is indeed well represented by the linear solvent response.

The next question that arises is what would be the effect of

the polarization of the solver®. The system Hamiltonian is

H=Hg[P]+ (E—-E-P )a1'+ai_
i 5712
EwP (a) a,+ a; ay) (7)

relaxing the assumption of a fixed charge distribution of the \yhereHg[P ] is the Hamiltonian of a linearly responding solvent

solute. Addressing this problem is the motivation of the present

and af andag; are the operators of creation and annihilation in

study. We approach the question of what happens when they,q adiabatic vacuum statd with the energies;, i = 1, 2.

electronic density is allowed to flow between the initial and
final states, i.e., the effect of electronic delocalization.
Delocalization of the electronic density between the initial
and final states alters the solute electric field, thus modifying
the solute-solvent coupling and the line shift. But the strongest

effect of delocalization is expected to occur on the inhomoge- ¢4 \which Ej

The energieg; refer to the Bora-Oppenheimer electronic terms

in a vacuum at equilibrium configuration of the intramolecular
nuclear modes of the solute. The operator of the solute electric
field E has the diagondtj = E; and off-diagonaE;, matrix
elements. Throughout below we will consider a dipolar solute
= m;T, whereT is the dipolar tensor angh; =

neous broadening and the observed optical width. This is (W, W
because, in an electronically delocalized solute, the charge e CJT free energy along the reaction coordingte AE-

distribution changes instantaneously with solvent configuration,
so that each configuration “sees” a different charge distribu-
tion.1° This self-consistent action results in essentially nonlinear

features of the solvent effect (e.g., the self-energy of the solute

electronic subsystem changes with solvent fluctuatidhs).
Therefore, despite the fact that solvent fluctuations are still

Gaussian, solute electronic self-consistency destroys the linear

response regime and relations-3 break down. The present
paper quantifies this effect.

In the preceding papé?, the CT adiabatic free energy
surfacesF.(X), along the reaction coordinaXecoupling a two-

state solute to the nuclear solvent polarization of the solvent

have been derived. The loweFE_(X), and upper,F(X),

Pn (AE = E; — Ej, Py is the nuclear component of the solvent
polarization) can be separated into the lower and upper CT
surfaces which are the eigenvalues of the two-state matrix

Vi) + X2 g (AeAFL — X) @)
o (AGAFL — X) V,(X) — X/2
with o2 = M/Amy, and
2 Aé)
_ rad L s
Vi(X) =Fq + el 4 )

adiabatic surfaces are functions of the reorganization parameters pare AF' and ' are the solvent-induced component of the
' S S

that are invariant in respect to the unitary transformations of

free energy gap and the solvent reorganization energy, respec-

the solute wave function basis (and thus invariant to electronic tively. Both are invariant to the unitary transformations of the

delocalization) and the delocalization parameter The latter
is defined through the vacuum transitiory,, and differential,
Amy,, adiabaticsolute dipoles as

—1/2
12

A}

Ae= |1+ (6)

The dependence ofe incorporates the dependencerof(X),
and with that of optical observables, on the transition dipole.
Optical absorption and emission result from Fran€ondon

transitions between the lower and upper adiabatic ET surfaces.
They are, therefore, used to construct the absorption and

emission band profiles (section 2). With inclusion of the
intramolecular vibrational excitations, this provides an extension
of the classical band shape analysis of optical sp&ettdo
electronically delocalized systems (section 2.3). In section 3,
the effect of electronic delocalization on optical spectra in the
normal (section 3.1) and inverted (section 3.2) regions of ET
are analyzed. It turns out that eqs-3 hold only in a very
narrow range ofAe values close to unity. Especially the Stokes
shiftis a strongly decaying function @fe. It depends on solvent

solute basis thus keeping the same values in the adiabatic and
diabatic representations. Diagonalization of eq 8 results in the

w__n

lower and upper ‘" CT free energy surfaces
FL(X) = Xz +Iae + (10)
AL, 2
with

AE(X) = [AE? + 2AE(AeAFL — X) + (AF — X/ Ae)Z](lfl)

and

B Fad+ Fa N AL

2 4 (12)

In eq 9,ngd is the adiabatic, equilibrium free energy in the
ith state so that the adiabatic free energy gapfg’ = Fa3 —
F3 = AE + AeAF. Here,AE = E, — E; refers to the 60
vacuum transition energy that can be determined through the
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ans = AE + Ay and emissiomvgﬁz, = AE
— Ay energies ad\E = h(Q. + +v&)/2. The vacuum adiabatic
gapAE is connected to the diabatic g&pa;, (the difference in

vacuum absorptiohv9)

a vacuum electronic energies of noninteracting donor and

acceptor units) and the ET matrix eleméhg, by the relations
AE = [AIZ,+ 4|H /" (13)

and becomes|Bi,y for self-exchange transitions withl,, =
0. The gapAng defines the point of intersection of the

diagonal matrix element in the adiabatic two-state matrix in eq
8. This point does not, however, coincide with the transition
state due to th& dependence of the off-diagonal components

of the Hamiltonian. The true free energy gAp, defined as

the difference between the free energies at the surface minim

then differs fromAF2® and is in fact a discontinuous function

of AF3® when switching between the normal and inverted CT

regions!?

The optical transitions proceed between the adiabatic free

energy surface&_(X) and F(X) that are the eigenvalues of

the two-state matrix in eq 8. Correspondingly, the electronic
states involved in the transitions are those diagonalizing the sam

matrix. These wave function¥1(X) andP,(X) depend on the
solvent configuration through the reaction coordinAteThe
extinction coefficient of absorption (cth M~1) then reads!?

ev) fz(no)
where
3
8N, (15)

A=— "
3000In(10%

and for a reaction coordinate treated in the classical limit

|.(v) = Oy (X)PO(AE(X) — )]

In eq 15,N, is the Avogadro number andis the velocity of
light in a vacuum.

The spectral function$.(v) involve the average over the
equilibrium distribution of reaction coordinates

(16)

0.0 =(Q)7"..e X (17)
with
Q.= [ dxe (18)
The transition dipole in eq 16 is given by
My (X)] = [T (X))
= lAmylEes (19)

The functionf(np) of the refractive indexp in eq 14 accounts
for the deviation of the local field acting on a solute from the
external electric field of the radiation. For spherical cavities,
the dielectric theories prediét

3nd
22 +1

f(np) = (20)

a
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The emission rateler(v) (number of photons per unit
frequency) is related to the spectral function evaluated on the
upper adiabatic surface

A4 3
len) = 22 1)L () (21)
3c

In the next sections, we will be predominantly interested in
the band shapes generated by the spectral funckigns The
spectral shifts and width are shown to be strongly affected by
the extent of electronic delocalization characterized by the
delocalization parameteke. The latter is determined by the
adiabatic differential dipole (measured, e.g., by Stark spectros-
copyt® and by the adiabatic transition dipoley,. Both
absorption and emission intensities can be employed to measure
my2. A relation ofmy; to the integrated extinction coefficient is
given in the preceding pagéin connection with the calculation
of the ET matrix element. Here, a route through radiative rates
is presented.

2.2. Radiative Rate.The vacuum transition dipoley; is
extracted from eqgs 16 and 19 by noting that the integral

ef lem(v)v~1dv eliminates the dependence Xrin the transition

dipole fimx(X). This yields formy, (in debye)

My = 3.092x 107 70/npf(np)] [ Tenv)v ™ dv]™? (22)

wherevy, = AE/hc is the vacuum transition wavenumber (in
cm1). When the emission spectrum is not available, the
radiative rate

I(radz f Iem(v)dv = cI)emﬂl/-;nlw

can be useddey, andrem are the quantum yield and emission
lifetime. By defining the average frequency

(23)

Var = [ Nen)W/ [ 1o(v)v v (24)
one gets
1/2
my,=1.786x 10° % (25)
1/av’VO an (nD)

Equation 25 is not a very practical one as an accurate definition
of the average wavenumbey, = v,/c demands knowledge of
the emission spectrum for which eq 22 provides a direct route
to the transition dipole. It can be used though in approximate
calculations by assumingyy = Vem.

Equation 25 is exact for a two-state solute, but differs from
the traditionally used connection between the transition dipole
and the emission intensity by the facigfv,,.!” The commonly
used combinatiom 27o/7,, can be associated with the condensed
phase transition dipole in the two-state approximatfoiihe
difference between the present and traditional formulations arises
from the common assumption of independence of the transition
dipole of the solvent configuration. The exact solution for a
two-state solute makes the transition dipole between the
adiabatic free energy surfaces be inversely proportional to the
energy gap between them. This dependence is, however,
eliminated when the emission intensity is integrated with the
factorv—1. The necessity of this correction was noticed already
by Gould et al®@ Their results were obtained by employing
the first-order quantum mechanical perturbation theory (weak
delocalization). The present formulation indicates that eqs 22
and 25 are valid for an arbitrary extent of electronic delocal-
ization. Also note thaimmy, in eqs 22 and 25 is theacuum
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6 T T T T is the minimum splitting of the adiabatic CT surfaces that is
achieved at the coordinate
55 | __I.'_!._——-.'—l-—i-l———:jl | )
. 1/._//’ Xnin = AAF, + A€AE (32)
=} ° ///o". For a realistic analysis of optical band shapes, one needs to
€ a5l ,Q/Qt’ i include the effect of skeletal solute vibraticifsl3One effective
’ vibrational mode with the frequency, and the vibrational
4k ¢ ) reorganization energy, is commonly consideret. For un-
coupled intramolecular and solvent nuclear modes, the Franck
35 ) ) N ) Condon envelope is built on the overlap integrals of the
17 18 19 20 21 22 harmonic vibronic wave function. Equation 29 then generalizes
v,/10°cm™ tol3c.df
F_ingjre 1. The transition dipolem; ?ccord_ing to eq 2_5_17glv = %TSS h @
circies) an VolVem (SQUAres) v&em for emission transitions in _ -
in diffe)rentfgli/eOInté?gthe das)hed lines are regressions with the slopes Jabs,en(v) - _¥m_ wk_z 5 exp[-S(2ng + 1) +

(squares) 0.02 and (circles) 0.27.
Bhw,mV2 — BF(X)]
adiabatic transition dipole. Therefore, emission intensities o1 —
measured in different solvents should generate invariant transi- IAE' (X~ 11(2SyNg(Ng + 1)) (33)
tion dipoles when treated according to eqs 22 and 25. A . . ) B
deviation from invariance can be used as an indication of the Heré;Im(X) is the modified Bessel functiorg = Av/hw, e =
breakdown of the two-state approximation and existence of [ExP(Bhw) — 1]™* is the boson occupation numbefy,, is
intensity borrowing from other excited states of the chromophore 9iven by eq 30 in whicthw is replaced byw F mhwy, and
(the Murrell mechanisA$:29, dE(X)

To illustrate the difference between the present and traditional AE(XE ) = —o "y x (34)
formulations, Figure 1 shows the dependencengf (circles) dx km
and myg/v,y (squaresyy = 25 400 cnth)?! on the emission
frequencyven, for the coumarin-153 (C153) optical dye accord-
ing to the data by Lewis and Maroncelff Most noteworthy
is a pronounced, approximately linear, dependenceygfon (™
the emission frequency. This is indicative of an emission min
borrowing to other excited states in contrast to the conclusion
reached in ref 17b. Solvent independencemivy/v,, points
to of a significant mixing to other staté¥22

2.3. Optical Band ShapeFrom egs 16 and 19, the spectral
functionsl.(v) can be represented as follows

The limiting vibronic frequency is thus shifted for each vibronic
mode to the value

= +mhy, + AE,, (35)

Equation 33 holds for an arbitrary effective frequency of the
skeletal solute vibrations. When the vibrational mode is in the
quantum domain satisfying the conditighy, > 2 In(29), eq
33 simplifies to the relation similar to that commonly applied
in the band shape analykis

1{Am AE\? .
IZF(V) Zﬁ(h— ‘]abs,en(V) (26) _l € Ssﬂ vk —1 - *
v Jabs,en(v) - Q 20 Z ml |AE (ka)| exp[ ﬁF:F(ka)]
m=0 k=1,2 J
with the absorption (abs, ") and emission (em, +") i (36)
intensities ) . )
3. Optical Shifts and Widths
Japs erk?) = hid(hw — AE(X))4 (27) Equation 30 is very important for understanding the optical
) o N band shapes. It indicates that the incident light can produce
obeying the normalization condition electronic transitions between the two CT surfaces only if its
. energyhv is higher than the low-energy boundary
J v)dv=1 (28)
‘Lw abs,en( W in = Enin (37)
l]r;ergiﬂratlon oveK can be performed directly in eq 27 with The limiting frequencyvmn is equal to zero ahe = 1 so that

optical transitions with arbitrary photon energy are allowed for
J —h AE (X L axpl—BFL (X" (29 e_Ie_c_tronlcaIIy Iocahz_ed complexe:s (Robiay class I). T_he _
s erk) k:ZZ| (X Q= PEAF=(X] (29) limiting frequency increases with increasing delocalization
' confining the range of energies accessible to optical transitions.
Here Intensities of absorption and emission transitions are always zero
atv < vyin. This has a profound effect on optical band shapes.
*— % F Aed () — AE2. Whent_ever an opt|ca_l line app_roaches _the bound_,afylt attains
%= Xin (fw) min (30) a nonlinear squeezing from its red wing. The line gets skewed
and the effective spectral width decreases. For positively
solvatochromic dyes with the major multipole higher in the
excited state than in the ground state, emission lines are shifted
_ S stronger to the red side of the spectrum than the absorption lines.
Ernin = AEV1 — A€’ (1) Therefore, the emission lines are closer to the low-energy

are the two solutions of the quadratic equatidB(X) = hv
and
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Figure 2. CT adiabatic free energy surfaces in the normal CT region.
s and v, indicate the two adiabatically split absorption transi-

tions; Ae = 0.7, AFL = 0, AE/AL = 0.2.
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Figure 3. A diagram illustrating the origin of two absorption transitions

in delocalized CT complexes. The donor and acceptor energies, equa

at infinite separation, split to the energy gAg with formation of the

donor-acceptor complex in the gas phase. In a condensed medium,

the initial state gains the equilibrium free energy of solvatidfrdy).
The final state of the FranekCondon transition is solvated by the fast
electronic subsystem onhAFe).

boundaryvnin and get narrower than the absorption lines (see
section 3.2 below). The opposite trend holds for negatively
solvatochromic dyes with higher major multipoles in their
ground states.

3.1. Normal CT Region.Only absorption transitions can be
observed in the normal CT region (Figure 2). Two vertical
transitions exist: one from the ground CT state and the other
from the adiabatically split, excited state. The origin of two CT
transitions for self-exchange transitionsH, = 0) is illustrated
in Figure 3. The donor and acceptor have equal electronic
energies at the infinite separation. Their coupling in a CT
donor-acceptor complex results in a dor@cceptor electronic
overlap breaking the energy symmetry and resulting in the
vacuum splittingAE (AE = 2|Hap, |Hay is the diabatic ET
matrix element). When transferred to a condensed phase, th
initial state of each adiabatically split electronic term is solvated
by the equilibrium (electronienuclear) polarization of the
solvent AFqin Figure 3), whereas the final state of the vertical
Franck-Condon transition is solvated by the electronic solvent
polarization only AFe in Figure 3). The difference, together
with the nuclear intramolecular reorganization, brings about the
reorganization component in the spectral transition energy which
for (AE + AFY/AL < 1 becomes

hv(l) _

B =1, + A+ AFL+ AeAE (38)

and

h@ = 1, + AL — AF. — AeAE (39)

J. Phys. Chem. A, Vol. 104, No. 27, 2008489

The difference between the absorption frequencies is due to the
equilibrium free energy gap between the lower surface minima

2
Ve

(40)

abs

AF, = AeAE + AF.= g[v(l) -

The general solution for the absorption band shape composed
of two absorption transitions weighted according to their relative
thermal populations and the intramolecular vibrational excita-
tions of the solute is given by eq 33 or eq 36. From eqs 14, 15,
26, and 36, one then obtains for the extinction coefficient

36.8 f(np)*  (AmAE)®

a+am [l

|AE (Xl exp[=BF_(Xen) + BF_(X))]

ve(v) =

0

2.5

m!
2 (41)
with
sz = Xmin + Ae\/(T/ - m"_}v)z - AEr2nin (42)
where “=" and “+” refer tok = 1 andk = 2, respectively. In

egs 41 and 42, all the energy parametetskgT, F_(X), /l's,
andAE) are in cnT!, my;in D, andT is in K. The parameteg
in eq 41 is the ratio of populations of in the secoxd ) and

Ifirst (X;) minima of the lower adiabatic surfac&,= exp[—

BAF].
If the intramolecular reorganization energy is small, the line
profile is given by two superimposed Gaussian lines, shifted

relative to each other by R€AE + AF.)

Jopdv) = (L + &) Gy (v) + EG,(v)] (43)
with
. (w — hw,, )?
G,(v) = (4rksTA) M ex —ﬁT (44)

The width of each absorption band in eq 43 is determined by
the invariant reorganization energy This occurs despite the
fact that the curvatures of two wells of the lower CT surface
(Figure 2) scale quadratically withe.12 The elimination of the
scaling with the delocalization parameter in the observable
bandwidth is a result of the cancellation of the quadratic
dependence of the curvaturesfof(X) at the minimaX; , with

ethe approximately inverse scaling of the energy gdg{X) =

|X|/Ae in the regions close to the well minima. This indicates

that the invariant reorganization energgl(and notlg) is the

true observable parameter reflected by the spectral width of the

solvent-induced component in the absorption vibronic envelope.
Equation 41 extends the conventional band shape analysis

of ET in localized system&1423to delocalized CT transitions.

It can thus be employed to extract CT activation parameters

from absorption CT spectra. Application of eq 41 to self-

exchange CT systems studied by Nelsen's gtbigoshown in

Figure 4. The fitting procedure employs the simulated annealing

techniqué® in the space of four activation parameteﬁé; Ay,

w, andAE. The magnitude of the delocalization parameter

is self-consistently calculated by integrating the absorption

profile (eq 79 in ref 12) at each simulation step in the parameters

coordinates. The fitting parameters are listed in Table 1. Also
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TABLE 1: Parameters of CT Self-exchange Transitions Extracted from the Fit of Experimental Spectra in Acetonitrilé* to
Equation 41 (Figure 4): All Energy Parameters in 1¢ cm™?!

compound F1g, AP Fan AC I, A Ae R A hvy AE2 [HEMH|e
2+ 4.60 6.63 6.99 0.57 8.89 3.14 1.38 1.66 1.34
3+ 5.25 7.37 7.36 0.58 11.24 2.54 1.25 1.13 0.92

aDonor—acceptor CT complexes according to ref 24: 1,4-Big{2butyl-2,3-diazabicyclo[2.2.2]oct-3-yl)benzene-1,4-dB) &nd its 2,5-dimethyl
derivative @). P ESR measurement$. ¢ According to eq 459 CrystallographicN,N-distance between the t-Bu nitrogens of the hydrazine units

gives an estimate of the geometric separation of the donor and acce@tdid ET matrix element calculated asngH\ = Ae|Hgr| from eq 81 in

ref 12.

4000 T T

-1

/M 'em

6 0 . 14 18
v/10°cm

Figure 4. Fits of experimental spectra in acetonittfiésolid lines) to

eq 41 (dashdotted lines, almost indistinguishable from the experi-
mental spectra on the graph scale). The labeling of the deameptor
complexes is according to ref 24. The fitting parameters are listed in
Table 1.

I
s

(F.X)-C)y/A

Figure 6. Upper panel: the dependence of the absorption (abs.) and
emission (em.) band maxima and their mean (m) on the delocalization
parameter. The dastdotted line indicates the approximatibm, =

AE + AeAF. AFYAL = —1 Lower part: the Stokes shift vs the
delocalization parameter faxFY1. equal to 0 (1)—~1.0 (2), and-1.5

(3). The dashed lines refer to twice the invariant reorganization energy
(2/1'5), the separation of the lower and upper miniméﬁoz and twice

the adiabatic solvent reorganization energW;‘fZZ 2Ae2/1'5). All
energies are dimensionless in unitsigf AE/AL = 3.0.

Figure 5. CT adiabatic free energy surfaces in the CT inverted region;
Ae = 0.7, AFYA, = —1.0, AE/A, = 3.0. X~ and X* indicate the
minima of the lower and upper adiabatic surfaces, respectively.

included are estimates of the diabatic ET distang®btained

: . The positions of the corresponding band maxima are given by
from ry, and Ae according to the relatidA

the vertical energy gapE(X) evaluated at the positions of the

21-12 minima of the lower surfaceX™, and the upper surfac&™
Ae= 1+ Tab (45) (Figure 5). The solvent-induced Stokes shift (eq 1) and the mean
- riz transition energy (eq 5) are then given by the following relations

valid for self-exchange transitions. The diabatic distances appear hAvS = 21L — A€IYAE + AFLJAe)(X—l+ + Xi) (46)

to be close to geometric distances between the centers of
hydrazine units in the doneracceptor complexes (cf. columns AG
3 and 4 in Table 1). Also shown are the GMH ET matrix _ s | 1l 1
element&’ obtained through integrated absorption intensity (eq = 2 (AE+ AstAe)(x+ X) (47)
81 in ref 12). As is seen, the GMH ET matrix elements are
lower than the diabatic matrix element defined for self-exchange where the positions of the minima are obtained by solving the
transitions agHar = AE/2. This result is expected as the GMH  equation
basis generates the smallest matrix element among various
choices of diabatic basis séfs. XE(AE(XY) & 1) = +AAYAE + AFYAe)  (48)
3.2. Inverted CT Region.Large adiabatic free energy gaps
Ang produce the inverted CT region (Figure 5) where both the Absorption and emission energies vary substantially with the
absorption and emission transitions can in principle be observed.delocalization parametexe (Figure 6, upper part). Their mean
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Figure 7. The normalized absorption (abs) and emission (em)
intensities atAe = 0.7 (solid lines) and\e = 0.8 (long-dashed lines)

vs the reduced frequendw/xl's. The dash-dotted lines indicate the
lower boundary for the energy of the incident lighti, (eq 31). The
calculations are performed for the model chromophore (see text) in
the dielectric withes = 50.

is a more gently sloping curve that can roughly be approximated
as

hv,, =~ AE + AeAF, (49)
(dash-dotted lines in the upper part in Figure 6). The Stokes
shift, on the contrary, is a steeply decaying function/Asf
(Figure 6, lower part), especially Ak close to unity. It deviates
strongly from twice the invariant reorganization energy, does
not follow the linear scaling of the difference in the minima
positions

25 =|X"—X| (50)

and follows the adiabatic reorganization ener?@i} only for
AF'S = 0 (Figure 6, lower part, line 1). The latter situation is,
however, unrealistic for transitions in the inverted ET region
with usually a substantial solvation component of the equilib-
rium free energy gap. The dependence of the Stokes shift on
Ae becomes steeper with more negative equilibrium solvation
energies (Figure 6, lower part, lines 2 and 3). This means that
for Ae < 1 the Stokes shift does not measure the reorganization
energy alone and the mean of the transition energies provide
only an approximate measure of the equilibrium energy gap.

These two observables should be considered as input parameterg

to the nonlinear egs 47 and 46 that are solved in respet‘st to
and AF'S. The solution is, of course, possible only if the
vacuum splitting and the delocalization parameter are both
known from an independent source.

Electron delocalization also affects substantially the band
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TABLE 2: Spectral Parameters (13 cm™1) of the Model
Chromophore (See Text) withAE = 24.2 x 1% cm™?!

SWidths are listed in Table 2.

e A 29 2¥a hARE2® AFE  hwyn ALY AN d Ve
Ae=0.7
10 3.67 2.08 058 058 1456 18.82 0091 0.34 0.63
20 4.23 207 056 057 13.78 1855 0.97 029 0.63
30 4.43 217 055 056 1352 18.46 0.98 0.27 0.63
40 451 221 054 055 13.37 18.40 0.98 0.26 0.62
50 4.56 2.23 053 055 13.30 18.39 0.99 025 0.62
Ae=038
10 281 1.80 1.03 090 1575 17.76 1.34 0.74 1.04
20 3.24 207 110 1.09 1508 17.91 151 073 1.12
30 3.39 217 112 111 1487 17.80 158 072 1.15
40 345 221 112 111 1473 17.72 160 0.72 1.16
50 3.51 225 112 112 1466 17.70 161 0.71 1.16

a Difference in the energies of the absorption and emission maxima.
b Obtained as a difference of the first spectral moments, eq Bbe
gap between the free energy minima of the upper and lower surfaces.
4 From half-intensity width according to eq 581, = (Aa,c + Aan)/2.

constant of the solvent is heldat = 2.0 and the static dielectric
constantes is varied in the range 1650. In this model, the
adiabatic solvent reorganization energy and the solvation part
of the equilibrium free energy gap are

Aadz AnﬁZr ES - 1 _ Eoo - 1 (51)
s R |2¢,+1 2¢,+1
and
—m)e —1
AR = — (mo—m) s~ 1 (52)

RS 26t1
The invariant quantities are then obtained by applying the scaling
laws'2

2= (Ae)y (53)

and

AF= AeAF. (54)

The results of calculations of the transition energies and spectral
Table 2 reveals several features of optical transitions in

elocalized systems. Columns 4 and 5 list the reorganization
energiesiy' obtained from maxima energies (eq 1) and the first

spectral moments

|jll'@bs,(am: ,/i,v‘]abs,en(v)dv (55)

shapes of the absorption and emission lines. Two basic features

of optical spectra of positively solvatochromic dyes wikh <

Both Stokes shifts are considerably smaller than the invariant,

1 are illustrated in Figure 7 (the calculations are performed i's = Zg, or adiabatic reorganization energies, in contrast to eq

according to eq 36): (i) the emission width is increasingly
smaller than the absorption width with decreasixgjand (ii)

both absorption and emission lines are asymmetric with higher
intensities of their blue wings. As mentioned above, these effects
are caused by the proximity of the lower boundagy, of the
energies accessible to optical transitions.

To model the evolution of absorption and emission band
shapes with solvent polarity we consider a model spherical
chromophore of the raditRy = 4 A immersed in the dielectric
continuum. The adiabatic dipole moments of the chromophore
aremp; = 5 D andmy, = 15 D. The high-frequency dielectric

3. The dependence of the Stokes shift on solvent polarity is
much weaker than that of the reorganization energy. Also, the
equality ' = A% omvalid for the linear response withe = 1

does not hold. The mean of the squared absorption and emission

widths (column 10) correlates better with the Stokes 2hifihe

Stokes shift increases with solvent polarity & = 0.8, in
accord with traditional theories. At a higher electronic delocal-
ization, Ae = 0.7, on the other hand, the inverted solvent
dependence develops: the reorganization energy and the Stokes
shift have the opposite dependence on solvent polarity. This is

the result of the proximity of the emission line to the band
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TABLE 3: Spectral Parameters (all energies are in 18 cm™1) of the Individual Vibronic Excitations Participating in Absorption
and Emission Band Shapes (Calculations Are Performed for the Model Chromophore witl71's =3.4x
108cm1 4, = 3.23x 103cm™%, hy, = 1500 cnt?, AF'S= —-9.33x 1 cm1, Ae= 0.8, andAE = 24.2 x 10° cm™?)

m hvad Bo%pE hvend BoZ.C hAvS hAG S hvm [(Vapd® I m(Vem)®

0 18.92 3.13 16.69 1.45 2.23 2.21 17.81 0.19 0.29
1 20.42 3.15 15.19 1.45 5.23 5.21 17.80 0.42 0.62
2 21.92 3.15 13.69 1.45 8.24 8.21 17.80 0.45 0.66
3 23.42 3.13 12.19 1.45 11.23 11.21 17.80 0.32 0.47
4 24.92 3.13 10.69 1.47 14.23 14.21 17.80 0.17 0.26
5 26.42 3.13 9.19 1.45 17.23 17.21 17.81 0.07 0.11
Sm 21.66 25.08 13.65 16.86 8.01 8.65 17.65 0.59 0.69

aIndex of the vibronic band participating in the optical li}g, denotes the total spectrum obtained by the superposition of the individual
vibronic excitations, as in eq 38 Energy of the individual vibronic absorption line and of the total absorption spectrGaiculated from the
half-intensity width according to eq 56 Energy of the individual emission vibronic line and the total emission specflntensity at the maximum,
the areas under the total absorption and emission lines are normalized to unity.

boundaryvmin. With increasing solvent polarity, the absorption 0.8 T T T
line still shifts to the red whereas the emission line almost does
not change its position (Figure 7). As a result, the Stokes shift
decreases with increasing the reorganization enéi.gy

The absorption and emission widths in Table 2 were obtained
from the halt-intensity spectral widths according to the relation

_ 0(1/2)abs,em

O' =
abs,em (8 In(2))1’2

o
o

normalized intensity
o o
[ ES

(56)

For a Gaussian line, eq 56 produces the second spectral cumulant 0

reduced frequency

2 _ ® _ 2
[(0v) Tbs,em= f_m(v Vabsenl Jabsek?)dV  (57) Figure 8. Absorption (abs.) and emission (em.) vibronic envelopes

) . vs hw/l, The dashed lines indicate the first five vibrational excitations
The direct use of the second spectral cumulant instead of thewith m= 0 — 4 in eq 36. The parameters of the solute and the solvent

half-intensity width gives the results very close to those listed are the same as those in Table 3.
in Table 2.

The emission lines are narrower than the absorption lines for the individual vibronic transitions, the emission width of the
all polarities considered, which is characteristic of the positively Whole band decays with solvent polarity and the absorption
solvatochromic dye used in the calculations. Ber= 0.8, the ~ Width increases with solvent polarity.

absorption width is a rising function of' whereas the A practically important problem is the development of

emission width decays withS. This type Sf behavior has  algorithms yielding parameters characteristic of th@@olvent-
.

indeed been observed for the C153 opticalP&ytsee Figure 8 broadened vibronic transition from the parameters of the whole
in ref 28b). C153 possesses a large transition difoknd a vibronic envelope. Such a procedure is often referred to as the

substantial delocalization is thus expected. Ber= 0.7, due band shape analysié.From this perspective, egs 3 and 5 are
to the inverted solvent dependence of the Stokes shift, the often used as a source of the reorganization energy and the

emission width increases wil{' whereas the absorption width equilibrium free energy gap of E.T..Tablle 3 i.nd.icates that the
decreases withi%. This rich pattern of various types of mean of the absorption and emission lines is indeed a robust
o

relations between the optical observables differs qualitativel parameter characterizing solely the solvent effect. In contrast,
. © op . - q Y the Stokes shift is strongly affected by the vibrational excitations
from the simple relation in eq 4 valid only fake = 1. . o
. . e . and is not a very dependable source of the solvent reorganization
Intramolecular vibronic excitations produce manifolds of

. S . L energy. For instance, as is seen from Table 3, half the Stokes
absorption and emission lines. Their superposition forms the hift of the 0-0 t i — 0y 2% = 1115 1
absorption and emission vibronic envelopes (eq 36, Figure 8).S ! .g bel Ilran;: |onth(n _d t)) t's - . c?_rr IS
The spectroscopic parameters of several most intense individualcgdnfI erably szna erthan the adiabalic reorganization energy
lines, each corresponding mquanta of vibrational excitation ~ “s — 2176 cnT™. Also, for delocalized systems, the extraction
of the solute, are listed in Table 3. As is seen, all lines from the ©f the solvent-induced Stokes shift by subtracting its vibrational
absorption or emission vibronic envelopes have the same widthsCOmPonent according to eq 3 is applicable only in respect to

and are only shifted relative to each other fy The lower ghetErSt ds_rf)fectral m(t))mt‘\e/\?@m%ﬁ%n‘q ASJSA"“;‘tSt_rated in Figu_:ﬁ
energy boundary/m (eq 35) exists for each vibronic excita- déloczliz;\ti%rr(? r"':I'ehe ¥ aeebet\Neer611 nthe ZWénflﬁﬁzgsisWInot a
tion. For the absorption envelopé™ shifts to the blue withm : C gap be ot

: : . nin . monotonic function of vibrational reorganization and the two
thus enhancing the relative weight of th)e blue side of the parameters may be close to each other or widely different

. ST .

spectrum. Oppositely, for emission Ilneémi_n_decreases W'.th depending on the magnitude Ai/f,‘. The difference of the first
m allowing lower frequency vibronic transitions. The familiar 0 antsA@E however. follows eq 1 for all values of the
mirror-symmetry’2 profiles of absorption and emission bands delocalization ’parameter’

then develop. Still, every solvent-broadened component of the
emission envelope is considerably narrower than the corre-4. Discussion

sponding absorption line and the total emission width is much  Equations 3-5 lay the foundation for connecting optical and
smaller than the absorption width (Table 3). Analogously to thermal parameters in localized ET systems. They, however,
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Figure 9. Stokes shift vs the magnitude of its vibrational component Figure 10. The same vibronic profiles as in Figure 8 (dashed lines)
for Ae = 0.9 (1) andAe = 0.7 (2). The solid lines indicateA @ = are compared to the band shapes calculated in the Drude oscillator
h(@GEbs — @), the circles shovhAvSt = h(vaps — vem). The dask model (solid lines, ref 11) with the solute polarizability of the two-
dotted lines correspond to\vS'. The other solute parameters are as in  State solute (eq 59). Since there is no direct connection between the
Table 3. diabatic and adiabatic vacuum gaps, the Drude spectra are shifted by
a constant energy to ensure coinciding maxima of th® @ibronic
do not hold in delocalized complexes withe < 1. Two transitions of the two absorption vibronic envelopes.

manifestations of this come about. First, the solute-induced ) . o
Stokes shift is less than twice the adiabatic reorganization energyenvelopes obtained in the present two-state description are
(Figure 6) compared to the same spectra following from the Drude model

considered in ref 11 with the ground and excited-state polar-
a5t < pad < 4d (58) izabilities given by eq 59. Though not equivalent, the spectra
ST T are nevertheless very close indicating that the two models

The parametei is in fact a complex function of2%, AF2 produce similar optical band shapes. o
andAe (egs 47 and 46). It does not characterize the reorganiza- Of, course, the two-state truncation is very .unreallstlc n
tion energy alone as well as the mean frequency (eq 5) doegPredicting the solute polarizability that commonly increases with
not give the equilibrium energy gap. Second, the vibrational excitation® The Drude oscillator model is thus preferable for
component of the vibronic envelope affects in a complex way describing the pqlarlqulllty effects. The Drude model gives,
the positions of the spectral maxima. The subtraction of the however, pnly diabatic frge energy surfac.es.. It doe§ not,
vibrational component of the observed Stokes shift in order to tn€refore, include the modification of the activation barrier of
extract its solvent-induced component works only if the first the_”“”a' CT by electronic O!elo_callzatlon. Atwo-state_descnpﬂon
spectral moments are used as the measure of the shift (Figure(W',th a.p055|ble genera}llzatlon to many states) in terms of
9). The use of maxima positions instead of the first spectral 2diabatic CT surfaces is a better choice for describing the
moments leads to errors increasing with delocalization. delocalization effects. However, a proper account of polariz-
Equation 4 relating spectral widths to the reorganization at_>|I|ty effects is hard to achieve by a multistate extenS|_on c_>f_
energy also does not hold At < 1. The adiabatic free energies this approach as many states are needed to get the polarizability
increasingly split with decreasinge. The minimum photon right30 In view of the complications characteristic of each of
energyhvmn sufficient to cover the gap rises with decreasing e models, a hybrid description can be sought to include both
Ae. The boundary of the band of the energy gap fluctuations the delocalization and polarizability effects. The two states

of the solute then blue-shifts. As this boundary approaches theinvolved in electronic transitiong can be treated explicitly in
position of an emission lineAfmy, > 0), the emission line  (€rMS of the two-state model with the Drude model used to
narrows compared to the absorption line (Table 2, Figure 7). describe the polarlzablllty arising from the ylrtual transitions
Another manifestation of this effect is the development of the to all other electron!c states. A generalization of the current
inverted solvent dependence of the Stokes shiftA@tlose to €Ty along these lines is presently underway.

unity the Stokes shift increases with solvent polarity whereas .

for smallerAe the Stokes shift starts to decrease with solvent - Conclusions

polarity (Table 2). Classical theories of the solvent effect on optical band shapes
The two-state approximation and its multistate extensions are consider interaction of the charge distribution of the solute with
often considered to model the electronic polarizability of the the solvent as the source of the solvent-induced band-shift and
solutel®—c The Drude oscillator mod& is another theoretical inhomogeneous broadening. The present deve]opment shows
tool for this purpose. We have recently considered electronic that solvation of the off-diagonal matrix element of the solute
transitions in a polarizable solute within the framework of the f|e|d, represented here by the transition dipo|e, Considerab|y
Drude modef' and a comparison of the two approaches seems modifies optical band shapes. Therefore, in many practical
pertinent here. A connection between the two-state and Drudesituations, optical shifts and widths of intense optical lines

models can be drawn by noticing that a two-state dipolar solute should depend not only on the initial and final dipoles of the

with the transition momenty, generates the polarizability chromophore, but, to a large extent, on the transition dipole.
The band shape analysis of optical lines is extended to include

2m§2 this feature. It turns out that the linear response relations widely
O =+ AE (39) used to connect optical observables to CT activation parameters

(egs 3-5) break down for electronically delocalized systems
that is positive in the ground state and negative in the exited generating essentially nonlinear features of the solvent effect
state. In Figure 10, the vibronic absorption and emission on optical lines. The CT parameters are thus solutions of



6494 J. Phys. Chem. A, Vol. 104, No. 27, 2000

Matyushov and Voth

nonlinear equations involving the absorption and emission Logan, J.; Jortner, 1. Phys. Chem1974 78, 2148. (d) Mahan, G. D.

transition energies, the vacuum energy gap, and the deloca

|_Many-ParticIe PhysicsPlenum Press: New York, 1990; Chapter 4.3. (e)

Bixon, M.; Jortner, J.; Cortes, J.; Heitele, H.; Michel-Beyerle, M.JE.

ization parameter. The optical spectra attain the low-energy Phys. Chem1994 98, 7289. (f) Bixon, M.; Jortner, JAdv. Chem. Phys.
boundary caused by the adiabatic splitting of the free energy 1999 106, 35.

surfaces. This boundary blue-shifts with increasing electronic

delocalization resulting in different widths for absorption and
emission as well as asymmetries of the optical bands.
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