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Classical molecular dynamics with a Hartree-Fock potential (direct dynamics) was used for qualitative studies
of energy and charge dynamics in the gas-phase CO+ CO+ h CO+ + CO electron exchange reaction. Three
potential energy minima and two transition states with energies below the dissociation limit were found along
the reaction path. The central global minimum corresponds to the (CO)2

+ dimer previously observed in
photoionization experiments and two local minima correspond to weakly bound CO...CO+ capture complexes.
At 200 K the energy transfer rate constants for the capture complexes and the (CO)2

+ dimer were found to
be in the 0.6-15 ps-1 range, large enough to ensure complete energy randomization on the isomerization
time scale. Yet the energy transfer is strongly affected by the choice of the initial normal mode energies.
Adiabatic modes and adiabatic mode manifolds were observed for several sets of MD trajectories. The coupling
between nuclear motion and variation of atomic charges was studied by using Fourier transformation techniques.
Fundamental new observations from this study include: (1) substantial transfer of partial charge occurs over
a range of geometries, so electron transfer (ET) is not abrupt; (2) ET is mediated predominately by low-
frequency bending modes of the (CO)2

+ complex; and (3) CO stretching modes do not transfer energy to
torsional or bending modes on the simulation time scale, so a basic tenet of transition state theorysenergy
randomizationsshould be tested experimentally.

Introduction

Electron transfer (ET) is the basis for electrochemical and
electronic devices, and plays a critical role in photosynthesis,
respiration, and many enzymatic, inorganic, and organic
reactions.2-5 Understanding energy transfer is similarly impor-
tant for understanding and controlling chemical reactions,6,7

especially since assumptions of energy randomization inherent
in transition state theories have been questioned.8 Donor-
acceptor complexes, excited-state charge transfer complexes,
and ion pairs provide gas-phase “laboratories” where ET, energy
transfer, and their interplay may be explored independently from
complications of solvent.

The treatment of ET reactions is conveniently based on the
Marcus model:9 ET is considered thermally activated and its
rate constant is given by transition state theory as

wherekB is the Boltzmann constant,T is temperature,∆G* is
the reaction’s energy barrier, andA depends on the barrier
crossing frequency. For nonadiabatic and weakly adiabatic ET,
Marcus related the barrier height to reaction exothermicity,∆G°,
by the expression

whereλ is called the “reorganization energy” or the “intrinsic
barrier” (the activation energy when∆G° ) 0).2-5 The

reorganization energy is separated into a sum of intramolecular
(λi) and solvent (λs) contributions,λ ) λi + λs, and λi is
commonly estimated from reactant and product vibrational
frequencies and geometrical differences.2,3 A single, high-
frequency mode is often assumed to couple most strongly with
the reaction coordinate.10 The theory expressed by eqs 1-2 has
been modified to accommodate strongly adiabatic reactions and
to interpolate between the adiabatic and nonadiabatic regimes.2,3

Calculations have been designed to simulate intramolecular
energy transfer11 and intermolecular ET. To gain insight into
the details of ET, for example, empirical or semiempirical
quantum molecular dynamics (MD) simulations have been
performed to evaluateλs and the shape of the solvent-induced
energy profile,12 and quantum mechanical models have been
constructed to calculate the effects of solvent polarization on
λs.12-14 The electronic couplings between electron donors and
acceptors entering the prefactorA in eq 1, as well as their
distance dependence, have also been evaluated experimentally
and computationally.2-5,15,16Most published molecular orbital
(MO) calculations of electron donor-acceptor couplings use
optimized geometries of precursor complexes assumed appropri-
ate for ET,16,17whereas MD studies used as a reaction coordinate
the extent of charge transfer or the energy gap between reactant
and product surfaces.13,14 In contrast, the present contribution
shows how analysis of a geometrical reaction coordinate can
also give useful, complementary information.

Of course, the reliability of previous treatments requires that
the underlying assumption of Marcus theory, weak interaction
of electron donors and acceptors along the reaction path, should
be met. For ion-molecule reactions, electrostatic interaction
typically leads to the formation of precursor complexes (capture
complexes) before the transition state is reached. Modifications
of Marcus theory have been proposed to account for the
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formation of capture complexes, and thus to account for the
electrostatic part of the interaction on the reaction pathway.18-20

This modification reinstitutes the usefulness of the Marcus
approach for reactions proceeding via the double-minimum
potential well and the modification has been successfully applied
to interpret the kinetics of slow ion-molecule reactions.21 As
the interaction becomes stronger the barrier for electron transfer
completely vanishes. This situation is usually encountered in
gas-phase reactions between diatomic molecules and ions
proceeding with nearly collisional rates.22 Such systems presum-
ably can be described by single-minimum energy surfaces.
Indeed, kinetic and spectroscopic studies indicate the formation
of stable complexes between diatomics and their cationssfor
instance, (NO)2+, (CO)2+, and (N2)2

+srather than transition
states.23-25

The kinetics for both double-minimum and single-minimum
systems is now well rationalized in the framework of Rice,
Ramsperger, Kassel, and Marcus (RRKM)26,27 and average
dipole orientation (ADO)22 theories, however, recent trajectory
calculations28 question the validity of the rapid energy random-
ization assumption for weakly bound ion-molecule complexes.
Another intriguing problem involves microscopic charge dy-
namics. Marcus theory relates charge transfer with vibrational
modes of noninteracting or weakly interacting species. If a
capture complex is formed, questions naturally arise regarding
the relations between charge transfer and the complex’s degrees
of freedom.

The present study describes the dynamics of charge and
energy transfer in reactions of CO with its cation by using ab
initio MD techniques. A discussion of recent experimental and
theoretical studies addressing intramolecular energy transfer can
be found in the article by Pan and Raff.29 It is pertinent to note
that previously reported theoretical studies of energy transfer
were based on empirical potentials (though usually fitted to ab
initio data). The choice of an ab initio potential in the present
study was dictated by our interest in both energy and charge
dynamics; the latter cannot be investigated by implementing
empirical potentials. The present study also complements
previous computational studies of ET by providing geometrical,
energetic, and dynamical data for the CO+ CO+ h CO+ +
CO reaction at unprecedented levels of detail.

Computational Methods. For the entire study, an MO/MD
computer program similar to one described by Carmer et al.30,31

was employed, but modified to use atomic forces from the ab
initio MO computer program GAMESS.32 In this MO/MD
method, nuclear dynamics is governed by Newton’s classical
equations of motion. At each time step the system is treated as
an instantaneous configuration of atomic nuclei and atomic
forces are computed by ab initio methods within the Born-
Oppenheimer approximation. The unrestricted Hartree-Fock
(UHF) method with split valence plus polarization 6-31G(d)
basis set was used for all MD simulations reported here. The
algorithm proposed by Berendsen et al.33 was implemented for
temperature control. To generate dynamics trajectories, MD
simulations were carried out for total (vibrational) energies
ranging from 1 to 5 kcal/mol and a 0.5 fs time step, ap-
proximately an order of magnitude smaller than the time scale
of any vibration. Energies in this range were chosen for
computational speed and to ensure that energies in each
vibrational mode, after equilibration, are near thermal energies.
To generate the minimum energy path (MEP) for the electron
exchange reaction, trajectories were quenched by setting all
atomic velocities to zero immediately after the atoms pass

through the energy maximum. All simulations other than those
used to generate the MEP correspond to real-time dynamics
simulations.

Although the results reported in the next section indicate the
potential of ab initio MO/MD methods for studying ET, readers
should be cognizant of several inherent limitations of the
methods. First, even high-level ab initio quantum chemical
methods are known to include some error in stationary point
geometries and energies. Second, a potentially serious ap-
proximation in the quantum chemical methods used here
involves neglecting electronic excited state mixing with the
ground state. To test the severity of this approximation, we
performed CISD/6-31G(d) calculations at large CO‚‚‚CO+

separations and both CISD/6-31G(d) geometry optimizations
and CASSCF(7,8)/aug-cc-pVDZ//UHF/6-31G(d) single-point
calculations at stationary points on the energy surface, where
ground and excited state mixing is likely to be most extensive.
We found that at large CO‚‚‚CO+ separations, the first excited
state,2Π, is 2.5 eV above the2Σ ground state, at the CISD/
6-31G(d) level of theory. Moreover, the lowest energy excited
state appears more than 2 eV above the ground state at both
the CISD/6-31G(d) and CASSCF(7,8)/aug-cc-pVDZ//UHF/6-
31G(d) levels for the transition states, intermediates, and
precursor (successor) complexes on the reaction’s energy
surface. Thus, electronic excited states perturb the ground state
very little and may be safely neglected in qualitative MO
calculations. The large energy gap (2.5 eV) between the ground
and lowest excited state energy surfaces likewise implies that
the ET reaction is electronically adiabatic. Consequently,
dynamics on electronic excited-state surfaces and transitions
between energy surfaces may be neglected at the thermal
energies (E ) 5 kcal/mol) considered here. Finally, charges were
determined by using Mulliken population analysis34 and should
therefore be interpreted to indicate only approximatechanges
in charge between different structures. Because configuration
interaction (CI) methods with single excitations, rather than
Hartree-Fock methods, are required to give the dipole moment
of CO in the correct direction, qualitative geometries and charge
distributions of all stationary points in the reaction were also
verified by comparing HF/6-31G(d) and CISD/6-31G(d) cal-
culations.

Vibrational spectra were computed from the results of MO/
MD simulations by summing over all atoms the square of the
Fourier transform of the Cartesian components of atomic
velocities, according to the following equation:35

whereE(ω) is the energy of the vibration with frequencyω, n
is the number of atoms,mj is the mass of atomj, L is the total
time of the simulation, andVjú is a Cartesian component of the
velocity of atomj at time t. Although it is customary to scale
vibrational frequencies obtained from ab initio MO calculations
to obtain better agreement with experiment,36 no scaling was
employed here. Because the curvature of the energy surface on
which dynamics trajectories were propagated should reflect
similar errors as calculated force constants used in more
conventional MO calculations of vibrational frequencies, we
focus the interpretation of our results on the close correlation
between atomic and charge dynamics. Charge dynamics were
analyzed by Fourier transforming the time-dependent charge
on atomj, qj(t):
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To assist the investigation of intramolecular energy transfer,
atomic velocities were projected onto the normal modes at each
time step as proposed by Raff and co-workers.37

Results and Discussion

The electron self-exchange reaction

was chosen for the present study. First, we note that calculated
distances for the reactants show r(CO+) ) 1.098 Å and
r(CO) ) 1.114 Å. Although it might appear unusual that the
carbon-oxygen distance in CO+ is shorter than in CO,
calculated distances are qualitatively consistent with those
determined experimentally: r(CO+) ) 1.1150 Å and r(CO))
1.1281 Å.38 Figure 1 shows a qualitative energy diagram and
geometries of minima and transition states. Stationary states and
transition states were computed using the GAUSSIAN94
computer program39 at the UHF/6-31G(d) level. Table 1
summarizes atomic charges for the reactants, potential energy
minima, and transition states shown in Figure 1. The potential
energy surface (PES) for reaction 1 exhibits three minima and
two transition states along the MEP. G1 represents a capture
complex (a “precursor complex” to ET) with a calculated energy
12.9 kcal/mol below the energy of the separated CO/CO+

species. The complex has the oxygen of CO 3.19 Å from the
carbon of CO+. G2 is a C2h symmetry intermediate with a
calculated energy of-33.7 kcal/mol relative to the separated

species and a relatively short C-C distance of 1.82 Å. An
intermediate detected experimentally at 22-26 kcal/mol below
the energy of CO/CO+ indicates that calculated energies are
qualitatively correct.24 Finally, TS1 is the transition state
between G1 and G2 and has a calculated CO oxygen to CO+

carbon distance of 2.38 Å, with the carbon of CO tilted closer
to the CO+ fragment than in the G1 precursor complex. Atomic
charges for each species indicated in Figure 1 are given in Table
1 and indicate that only 0.1 e- is transferred from CO to CO+

in the precursor complex G1, whereas 0.3 e- is transferred
before the structure reaches transition state TS1. An additional
0.2 e- is transferred from CO to CO+ between TS1 and
intermediate G2.

Figure 2a shows a two-dimensional projection of the MEP
generated using (quenched) MO/MD simulations and Figure 2b
shows the evolution of atomic charges along the MEP, as the
carbon-carbon distance changes. The TS1f G1 part of the
trajectory was obtained from MD simulations started at the
transition state by using a quenching technique and, to avoid
“overshooting” near the transition state, the TS1f G2 path
was computed using the Berendsen temperature scaling algo-
rithm33 with temperatureT ) 0.1 K. From G1 to TS1, the
positive charge on CO increases almost monotonically as ET
to CO+ begins. An abrupt increase of positive charge on CO
appears at C-C distances slightly shorter than the distance in
TS1, followed by a very slight charge transfer upon moving to
the intermediate G2. Such unexpected behavior deserves special
comment. Clearly, the most abrupt ET on the entire reaction
path occurs where the C-O bond distances also change most
rapidly, in accord with Marcus theory, but after the transition
state for CO/CO+ association is already attained. In this range

Figure 1. Top panel: Energy diagram for reaction 1 at the UHF/6-
31G(d) level of theory. Numbers are the relative energies in kcal/mol.
Bottom panel: Structure of the CO‚‚‚CO+ capture complex, transition
state, and (CO)2

+ dimer.

TABLE 1: Relative Energies and Mulliken Atomic Charges
from UHF/6-31G(d) Calculations for Species Appearing in
the Electron Exchange Reaction CO+ CO+ f CO+ + CO;
G1, G2, and TS1 Are Sketched in Figure 1

atomic charges (a.u.)

species
relative

E (kcal/mol) C(1) O(1) C(2) O(2)

CO + CO+ 0.00 +0.27 -0.27 +0.93 +0.07
precursor complex G1 -12.9 +0.48 -0.36 +0.89 -0.01
transition state TS1 -4.6 +0.45 -0.15 +0.76 -0.06
intermediate G2 -33.7 +0.60 -0.10 +0.60 -0.10

a Charge transfer calculated using CISD/6-31G(d) optimized geom-
etries are slightly larger than those below (e.g. q(CO)) +0.18 for the
precursor complex G1).

I(ω) )
2

L
∑
j)1

n

|∫0

L
qj(t)e

iωt|

CO + CO+ h CO+ + CO (1)

Figure 2. Top panel: Minimum energy path for reaction 1 computed
from MO/MD simulations. Axis notation and notation for minima and
transition states correspond to Figure 1. Bottom panel: Variation of
atomic charges along the minimum energy path displayed in the top
panel.
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of carbon-carbon distances (1.8-2.2 Å) the charges on CO
fragments are opposite to those expected from their bond
lengths: the longer carbon-oxygen bond corresponds to the
larger positive charge. This, plus the pivoting of COδ+ subunits
required to bring the carbons of G1 and TS1 into close contact
in G2, shows that motions other than bond length changes are
dominant in mediating ET between CO and CO+.

To determine which vibrational modes of (CO)2
+ correlate

most strongly with ET from CO to CO+, we calculated
vibrational spectra and charge oscillation spectra at the G1 and
G2 geometries of (CO)2

+. Figure 3 shows that charge oscillates
between CO and CO+ almost exclusively at frequencies below
600 cm-1. The first column of Table 2 confirms that these low-
frequency vibrational modes correspond to the bending and
torsional modes of (CO)2

+. Because spectral analyses at G1 and
G2 do not necessarily reflect the reaction’s evolution along the
path shown in Figure 1, Table 2 also shows projected segments
of the approximate reaction coordinate, and TS1’s imaginary
mode coordinate, on the normal coordinates of G1 and G2. First,
mode 1 (associated with torsional rotation) is perpendicular to
the MEP because all transition and ground state structures have

planar geometries. The largest component of the imaginary mode
of TS1 in the G1 normal modes ansatz is the CO stretching
mode (fifth mode), while overall motion along the TS1f G1
path is mostly associated with bending (second mode). Similarly,
the largest components of the imaginary mode of TS1 in the
G2 normal coordinates ansatz are those associated with stretch-
ing vibrations, modes 5 and 6, while overall motion along
TS1 f G2 is again associated with bending motion. In other
words, the reaction path is curved, as can also be seen in Figure
2, and the implication of the path curvature will be discussed
later. Here we simply note that Figure 3 and the last two columns
of Table 2 indicate that C-O stretching is important near TS1,
but (CO)2+ bending makes the dominant contribution to the
reaction coordinate from G1 to TS1 and from TS1 to G2, where
the majority of the ET occurs. Thus, estimation of reorganization
energies should account for all vibrational modes, not just a
small subset. Furthermore, the highest frequency modes are not
always the modes that couple most strongly with ET. The
correlation between charge oscillation and bending/torsional
vibrations also implies that such dynamic charge polarization,
frequently a missing component of reaction dynamics studies
using empirical potentials (even those including static polariz-
ability), is important. The general similarity of nuclear and
charge dynamics demonstrated in Figure 3 offers the possibility
for fitting atomic charges as a function of internal coordinates,
in the same fashion as potential energy surfaces are parametrized
for nuclear motion. From the comparison of relative intensities
of charge spectra for the G1 and G2 complexes, one can see
that dynamic charge polarization appears to be especially
important for weakly bound complexes.

We now turn to the investigation of energy transfer dynamics.
Energy transfer kinetics can be approximated by a simple
exponential model37

whereEi is the average total energy in modei, N is the number
of modes,kij values are the mode-to-mode energy transfer rate
constants, andki is the rate constant for energy transfer from
the i-th mode. The first set of 12 MD simulations was carried
out to evaluate energy transfer coefficientski for each normal
mode of G1 and G2 listed in Table 2. Energy transfer was

Figure 3. Top panel: Vibrational spectra for the precursor complex
G1 (solid line) and the intermediate G2 (dashed line). Bottom panel:
Charge oscillation spectra for G1 and G2 have significant intensities
only at frequencies less than 600 cm-1, corresponding to torsional and
bending modes shown in the top panel. Only relative intensities within
a single trace are meaningful. Data were determined from MO/MD
simulations (unquenched) of 0.5 ps duration with initial kinetic energies
of 1 kcal/mol in each mode.

TABLE 2: Projections of the Coordinate Corresponding to
the Imaginary Mode of TS1 and the Approximate Reaction
Coordinates from G1 to TS1 and from TS1 to G2 onto the
Normal Coordinates of Precursor Complex G1 and
Intermediate G2

frequency (cm-1) and
approximate description

projection of
imaginary mode

projection of
approximate reaction

coordinate

G1 TS1 Q(TS1)-Q(G1)
75, torsion rotation 0.000 0.000
67, bending 0.095 0.744
145, bending 0.314 0.125
310, bending -0.061 0.193
2266, CO stretch 0.933 0.627
2452, CO+ stretch -0.132 0.013
G2 TS1 Q(TS1)-Q(G2)
133, torsion rotation, Au 0.000 0.000
137, asym. bending, Bu 0.153 -0.832
186, sym. bending, Ag 0.192 0.006
668, C-C stretch, Ag -0.395 0.185
2476, CO asym. stretch, Bu 0.673 -0.219
2481, CO sym. stretch, Ag -0.576 0.475

The notation for stationary points is defined in Figure 1.
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simulated by using a “pumping” technique, i.e., starting an MD
trajectory from the G1 or G2 minimum energy geometry with
initial kinetic energy of 2.5 kcal/mol in the mode of interest
and 0.5 kcal/mol in each other mode. The time evolution of the
average kinetic energy in the modes of interest is displayed in
Figure 4. Because the vibrational periods for different normal
modes are quite different, we averaged the energy in each mode
over its own vibrational period. The coefficientski were then
evaluated by simultaneously fitting the 15 mode-to-mode
coefficients in eq 2. In Figure 4 the exponential falloff can only
be seen for a short initial period of time and is quickly washed
out by fluctuations of energy among various modes. This
prevents accurate fitting of energy transfer coefficients and thus
our coefficients displayed in Figure 4 should be considered to
be only crude estimates. For the G1 structure, energy transfer
from the low-energy torsional and bending modes occurs on
the time scale of 0.15-0.3 ps, while energy transfer from high
energy stretching modes occurs on the time scale of 1.5 ps. In
contrast, the stretching modes of G2 relax much faster than its
low-energy modes, within 0.1 ps. In all MD simulations
discussed above the average kinetic energy was 0.4 kcal/mol
per mode, which corresponds to the equilibrium temperature
of 200 K. At this temperature the G1f G2 isomerization is
much slower than the energy transfer rates. However, this does
not guarantee the validity of statistical theories, which require
fast energy randomization for any set of initial conditions (initial
normal mode energies).

A second set of MD simulations was carried out to investigate
the dynamics of mode-to-mode energy transfer processes,
emphasizing three different types of normal modes: (1) the
torsional rotation (mode 1), (2) bending vibrations (modes 2,

3, and 4), and (3) stretching vibrations (modes 5 and 6). First,
two MD simulations were started from the ground-state G1 and
G2 geometries with initial kinetic energies of 5 kcal/mol in the
torsional modes. Figure 5 shows the time evolution of kinetic
energy in normal modes during the MD simulation. For the G1
structure all modes become excited, whereas for the G2 structure
modes 2 and 5 remained unexcited throughout 3 ps of simulation
time. The latter results can be rationalized by noticing that the
torsional rotation, mode 1, hasAu symmetry, while antisym-
metric bending mode 2 and antisymmetric stretching mode 5
both haveBu symmetry (Table 2). Even though torsional rotation
reduces symmetry fromC2h to C2, mode 1 still retainsA
symmetry while modes 2 and 5 retainB symmetry. In the next
MD simulation we started from the G1 structure with zero initial
kinetic energy in the torsional mode and 1 kcal/mol in each of
the other modes. The results of this simulation, displayed in
Figure 6, indicate no energy transfer from modes 2-5 to the
torsional coordinate. At first glance this simulation, in connec-
tion with the previous simulation for the G1 structure (Figure
5a), appears to contradict the principle of microscopic revers-
ibility because the mode-to-mode rate coefficientsk1i are
nonzero in one case (Figure 5a), whereas allki1 are essentially
zero in the second case (Figure 6). The apparent contradiction
is of course fictitious, since neither rate coefficient is properly
averaged. The discrepancy, however, emphasizes the depen-
dence of the mode-to-mode energy transfer rates on initial
conditions. Zeroki1 coefficients correspond to the specific set
of conditions, namely, zero initial potential energy of the
torsional mode, whereas nonzerok1i coefficients correspond to
randomized torsional motion. The effect of initial conditions
upon the energy transfer rates is usually quickly washed out

Figure 4. (a) Evolution of average normal mode kinetic energy in structure G1. The initial kinetic energy of the mode of interest was set to 2.5
kcal/mol and the energy of all other modes was set to 0.5 kcal/mol. Numbers are the rate constants (in ps-1) for energy flow out of the mode of
interest and dashed lines are representative curve fits. Each successive curve is displaced upward by 2 kcal/mol for clarity. (b) Evolution of average
normal mode kinetic energy in structure G2. The initial kinetic energy of the mode of interest was set to 2.5 kcal/mol and the energy of all other
modes was set to 0.5 kcal/mol. Numbers are the rate constants (in ps-1) for energy flow out of the mode of interest. Each successive curve is
displaced upward by 2 kcal/mol for clarity.
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due to the complicated nature of mode coupling, and has not
been previously clearly demonstrated.

The normal modes associated with antisymmetric bending
are particularly interesting because they contribute heavily to
the motion along the electron exchange reaction path (Table

2). The results of the previously discussed simulations indicate
that antisymmetric bending modes of G1 and G2 are not coupled
with the torsional mode, at least for the specific sets of initial
conditions tested here (Figure 6 and Figure 5b). Additional MD
simulations were carried out starting from the G1 and G2
ground-state geometries with initial kinetic energy of 5 kcal/
mol in the corresponding second (bending) mode. Note that
antisymmetric bending of G2 lowers molecular symmetry from
C2h to Cs, so one would expect antisymmetric bending to mix
with all other modes except the torsion. The results of these
two simulations, displayed in Figure 7, support the symmetry
analysis as the torsional modes remain nonexcited during 2 ps
of simulation time. In other words, torsional rotation remains
adiabatic, providing it does not have initial kinetic or potential
energy.

In the next set of MD simulations we analyzed the energy
transfer among stretching modes. Two simulations were carried
out starting from the G1 and G2 geometries with initial kinetic
energies of 5 kcal/mol placed into the corresponding stretching
mode. The results of these simulations are displayed in Figure
8. No energy transfer from mode 5 to any other mode of the
G1 complex was observed. In particular, modes 5 and 6 of this
complex correspond to the stretching vibrations of CO and CO+,
respectively, and our results indicate that the vibrations of these
two subunits are completely independent of each other on the
simulation time scale. For the G2 complex, modes 5 and 6
correspond to the antisymmetric and symmetric stretching
motion of all four atoms, respectively, and these two modes
rapidly exchange energy (Figure 8b). Note that no energy
transfer into the other four modes was observed in this
simulation.

The observation of subsets of vibrational modes that do not
exchange energy with other modes demonstrates the existence

Figure 5. (a) Evolution of normal mode kinetic energy in structure G1. The initial kinetic energy of the first mode was set to 5 kcal/mol and that
of all other modes was set to zero. Each successive curve is displaced upward by 5 kcal/mol for clarity. (b) Evolution of normal mode kinetic
energy in structure G2. The initial kinetic energy of the first mode was set to 5 kcal/mol and that of all other modes was set to zero. Each successive
curve is displaced upward by 5 kcal/mol for clarity.

Figure 6. Evolution of normal mode kinetic energy in structure G1.
The initial kinetic energy of the first mode was set to zero and that of
all other modes was set to 1 kcal/mol. Each successive curve is
displaced upward by 2.5 kcal/mol for clarity.
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of adiabatic normal mode manifolds for a specific set of initial
conditions. The possible existence of adiabatic modes and mode

manifolds was envisioned by Marcus40 nearly 50 years ago, yet
to our knowledge the present results are the first direct MD

Figure 7. Evolution of normal mode kinetic energy in structure G1. The initial kinetic energy of the second mode was set to 5 kcal/mol and that
of all other modes was set to zero. Each successive curve is displaced upward by 5 kcal/mol for clarity. (b) Evolution of normal mode kinetic
energy in structure G2. The initial kinetic energy of the second mode was set to 5 kcal/mol and that of all other modes was set to zero. Each
successive curve is displaced upward by 5 kcal/mol for clarity.

Figure 8. (a) Evolution of normal mode kinetic energy in structure G1. Short-time oscillations represent exchange between kinetic and potential
energieswithin the same mode. In both simulations the initial kinetic energy of the fifth mode was set to 5 kcal/mol and that of all other modes was
set to zero. Only modes 5 and 6 are displayed and the former is displaced upward by 5 kcal/mol for clarity. (b) Evolution of normal mode kinetic
energy in structure G2. Short-time oscillations represent exchange between kinetic and potential energieswithin the same mode. In both simulations
the initial kinetic energy of the fifth mode was set to 5 kcal/mol and that of all other modes was set to zero. Only modes 5 and 6 are displayed and
the former is displaced upward by 5 kcal/mol for clarity.
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demonstration of these phenomena for vibrational modes which
are typically considered as nonadiabatic. Although the simulation
times reported here are very short, symmetry-forbidden energy
exchange between vibrational modes will be rigorously main-
tained for as long as the system’s symmetry is maintained. The
presence of adiabatic modes and adiabatic mode manifolds for
specific sets of initial conditions also implies that starting with
the same energy but distributed differently among normal modes
one would end up with different reaction rates, contrary to the
prediction of statistical rate theories. This, however, does not
necessarily imply that experimental thermally averaged rate
constants will significantly differ from the theoretical, statistical
result. Indeed, if systems with specific energy distributions (such
as those discussed above) represent a small part of a micro-
canonical ensemble, their impact on the thermal rate constant
would be negligible. For instance, the theoretical calculations
for the association of N2 and N2

+ into the (N2)2
+ dimer (which

we suggest is fairly similar to the reaction studied here) are in
good agreement with experiment.41

To get further insight into the reaction dynamics we also
modeled association of CO and CO+ molecules starting from
the point on the MEP with initial distance between molecules
of 5 Å and zero initial kinetic energy. The potential energy at
the starting point was 1.8 kcal/mol above the potential energy
barrier or 10 kcal/mol above the G1 ground state. This
simulation, moving from reactants to the transition state, can
be viewed as a chemical activation process. The evolution of
the distance and atomic charges during MD simulations is shown
in Figure 9 and evolution of normal mode kinetic energies is
displayed in Figure 10. One can see that the imaginary mode
of TS1 and the CO stretching mode, which contributes the most
into the imaginary mode (Table 2), are not acquiring energy
directly from translational kinetic energy of two approaching
molecules, but rather become excited due to energy transfer from
other modes, after a short time delay. The reason for this is the

reaction path curvature discussed above. Any set of initial
conditions leads to some specific initial mode excitation, yet in
the present case the modes contributing to the barrier crossing
are not among those populated by chemical activation, and
therefore, statistical rather than mode-specific behavior should
be expected. From charge evolution one can deduce that no
barrier crossing occurs during 3 ps of simulation. Both charge
and intermolecular distances oscillate with frequency about 3.7
ps-1, which is determined by the average width of the potential
well at the given energy and corresponds to the effective
frequency in the RRK expression:

whereE is the total energy,Eb is the energy barrier, ands is
the number of active degrees of freedom. The evolution of the
normal mode kinetic energy (Figure 10) shows that the torsional
mode is adiabatic in this case and should be excluded from the
active degrees of freedom. Substitutings ) 5 into the above
equation, we foundk(E) ) 4 × 10-3 ps-1. Thus, at least 250
ps of simulation time is required to obtain a statistically
meaningful estimate for rate constants and it is not surprising
that barrier crossing was not observed in the present 3 ps time
simulation.

To speed up barrier crossing we repeated MD simulations
starting with the same initial geometry but with extra transla-
tional energies of 6.7 and 15 kcal/mol. The distance between
the centers of mass of the CO and CO+ fragments is displayed
in Figure 11. One can see that no reaction occurs in both cases.
The CO‚‚‚CO+ complex dissociates before it can find the right
transition state structure. Unfortunately, limited computer
resources do not allow us to evaluate the rate constant from

Figure 9. MO/MD simulation of the association of CO and CO+. Top
panel: Temporal evolution of the distance between centers of mass.
Bottom panel: Temporal evolution of atomic charges.

Figure 10. Temporal evolution of kinetic energy in the imaginary mode
of TS1 and normal modes of G1 during MO/MD simulations of the
association of CO and CO+. Each successive curve is displace upward
by 5 kcal/mol for clarity.

k(E) ) ν(E - Eb

E )s-1
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trajectory calculations and quantitative assessment must await
future investigation.

Conclusions

The potential energy surface, intramolecular energy transfer
rates, and ET dynamics for electron self-exchange between CO
and CO+ were investigated by using MD methods with an ab
initio, UHF/6-31G(d) potential. This work indicates some of
the MO/MD method’s limitations, and also demonstrates the
method’s potential for revealing intriguing, general implications
for ET reactions.

First, it is found that the CO+ CO+ h CO+ + CO ET
reaction proceeds through a triple-minimum potential well. The
central, global minimum corresponds to the (CO)2

+ dimer and
two local minima correspond to weakly bound CO...CO+ capture
complexes. We suggest that other ET reactions between polar
diatomic molecules might proceed through similar triple-
minimum potential wells. Charge transfer from CO to CO+ is
found to occur over a range of geometries different from
intermediates or transition states, implying that calculating
electron donor-acceptor coupling by using geometries of
precursor complexes is inappropriate.

Second, Fourier transform methods were used to calculate
vibrational and charge oscillation spectra from the MD simula-
tions. Comparing the spectra and projecting the reaction
coordinate on normal coordinates of the ET precursor (succes-
sor) complex and the intermediate implies that ET couples most
strongly to low-frequency torsional and bending modes of
(CO)2+. Thus, the common practice of assuming that ET couples
exclusively to one or more high-frequency vibrations is unwar-
ranted. Instead of calculating ET reorganization energies from
vibrations of reactants and products, our work implies that
vibrations of precursor and successor complexes should yield
more accurate estimates of ET activation energies.

Next, energy transfer rates were computed from analysis of
the time evolution of normal mode kinetic energies. The analysis
shows that energy transfer processes are fast enough to ensure
complete energy randomization on the reaction’s time scale,
yet the energy transfer is not globally rapid and is strongly
affected by the choice of initial mode energies. We found that
torsional rotation does not participate in energy exchange (e.g.,
it behaves adiabatically), as required by symmetry if its initial
energy is set to zero. Similarly, stretching vibrations of CO and
CO+ in weakly bound complexes do not couple with other

normal modes. It is interesting that, under certain conditions,
symmetric and antisymmetric stretching modes of the (CO)2

+

dimer form an adiabatic manifold, e.g., energy exchanges rapidly
only between these two modes. Note that although low energy
transfer rates have been reported for a number of systems, to
our knowledge the existence of adiabatic vibrational modes and
mode manifolds have not been previously demonstrated clearly.
Our work thus implies that assumptions of energy randomization
during ETsa foundation of transition state theories of ET8s
should be tested, particularly for small, weakly coupled, and/or
highly symmetrical structures. These are also the types of
structures where manifold-specific reactions, similar to the
mode-specific chemistry accomplished previously,42 may ulti-
mately prove possible.
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