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The ab initio multiple spawning (AIMS) method is a time-dependent formulation of quantum chemistry,
whereby the nuclear dynamics and electronic structure problems are solved simultaneously. Quantum
mechanical effects in the nuclear dynamics are included, especially the nonadiabatic effects which are crucial
in modeling dynamics on multiple electronic states. The AIMS method makes it possible to describe
photochemistry from first principles molecular dynamics, with no empirical parameters. We describe the
method and present the application to two molecules of interest in organic photocherathiriene and
cyclobutene. We show that the photodynamics of ethylene involves both covalent and ionic electronic excited
states and the return to the ground state proceeds through a pyramidalized geometry. For the photoinduced
ring opening of cyclobutene, we show that the disrotatory motion predicted by the Woodkaiithann

rules is established within the first 50 fs after optical excitation.

I. Introduction that leads naturally to the explicit introduction of time into

qguantum chemistry.

Thanks to the efforts of many workers over the past few . . . .
decades, quantum chemistry can be considered a mature The |njplementgt|on of analytic energy grad|érfftsvasg
discipline. The wide usage of quantum chemical programs major mllgstqne in the d.evelopme.nt of quanium chemistry.
outside of chemistry and the award of the 1998 Nobel Prize in Before this time, theoretlcal chemists were fprced to guess
Chemistry are evidence of this. Where are the remaining molecular geometries, extract them_from limited resolutlor_1
frontiers? The vigorous activity of many quantum chemistry <T@y crystallography studies, or combine these approaches with
research groups suggests that the answer to this question g€ optimization of a selected few degrees of freedom. All of
multifaceted and would require several articles. We do not make these options had the disadvantage of imposing the theoretician’s
any attempt at a complete answer here. However, we do aim tostructural preconceptions on the molecule of interest. With the
persuade the reader that one important facet of this answer isavailability of analytic energy gradients, it became a routine
time-dependent quantum chemistry. Furthermore, the confluencematter to largely avoid such preconceptions and assumptions
of theoretical advances along this front with recent experimental by directly optimizing all of the molecular degrees of freedom
developments in ultrafast spectroscopy provides a unique to find equilibrium structures. Furthermore, this paved the way
opportunity to understand photochemistry at a level of detail for a second milestorethe introduction of generally applicable
that has been heretofore impossible. We begin with an inten- numerical methods' to trace the intrinsic reaction coordinate
tionally strongly biased recounting of some milestones in (IRC) connecting reactants and products. With automatic
guantum chemistry, highlighting the direction in its development procedures to find equilibrium structures of reactants and
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products and to follow the IRC, mechanistic pathways for cases, the excited state dynamics is essentially complete within
chemical reactions can be found with few assumptions. 1 ps, as established by femtosecond spectros€ophoto-

Yet the desired connection between electronic structure theorychemistry is therefore a natural area for application of ab initio
and chemical reactivity remains incomplete. Despite its theoreti- molecular dynamics for two major reasons. First, the relevant
cal importance, the IRC is not a physical pathway that molecules time scales are often very short and the experiments that can
can follow! Paradoxically, it is only in the limit of infinite ~ Probe these time scales are now available. Thus, both the
friction that any molecule could follow the IR€the same limit experimental impetus and the theoretical feasibility are here.
where activated chemical reactions are impossible. The missingSecond, in contrast to ground electronic states, the electronic
ingredient is of course the nuclear kinetic energy, traditiona”y structure of excited states is not well understood. ThUS, this
considered the domain of molecular dynamics. Such consider-direction provides a partial refocusing of ab initio molecular
ations led to the reaction path Hamiltonian (RPH) apprdach. dynamics as a tool to understand electronic structure can
By combining local information about the potential energy Use the nuclear dynamics to identify the interesting parts of the
surface (PES) along the IRC and molecular dynamics, the RPH potential energy surface. The electronic structure thgt gives rise
method offers a theoretical framework that can provide a detailed 0 the potential energy surfaces can then be studied in more
description of chemical reactivity while avoiding statistical detail in the context of the coordinates that the dynamics
assumptions and tedious analytic fits of potential energy indicates to be most important.
surfaced 1% However, application of the RPH method has been ~ There are two main obstacles to overcome in the development
fairly limited, largely because of the technical difficulties ©Of an ab initio molecular dynamics description of photochem-
associated with the required coordinate transformations. istry. First, the electronic problem must be solved efficiently

All of the aforementioned developments were steps toward and accurately for both ground and excited electronic states.

allowing molecules to tell us where they wanted to go and how Seconq, the qugntur;d mechdarg)lcal characlter of the lnuclea_r
they wanted to get there, i.e., a first principles description of ynamics must be addressed because at least two electronic

chemical reactivity. Even so, a separation between the electronic>tates will be involved during the dynamics. We first describe

and nuclear problems is still enforced to some degree. This TIhe a%prﬁaches we hal\qle take? to ?olve these probl;e_ms_ (sec_t|on
separation is largely a reflection of the existence of two ) and then present the results of two recent applications in

independently developed subfields in theoretical chemistry organic photochemistry (Section I1l).
quantum chemistry and molecular dynamics. Historically, the
prevailing model has been that quantum chemistry provides
potential energy surfaces. The desired connections to chemistry 1 Excited State Electronic Structure. The electronic
are then either inferred, established by invoking statistical rate gty cture of excited states already poses difficulties for con-
theories, or sometimes made explicit by potential energy surfaceyentional time-independent quantum chemistry. The causes of
fitting and dynamical simulation. Instances of the latter have {he propblem are strong multireference character in many excited
usually been carried out through collaborative efforts, although state wave functions and an increased importance (relative to
there are notable exceptions (for example, refs-13). The  ground states) of electron correlation effects. The excited states
to recompute the potential energy surface “on-the-fly,” using considerable single-reference character. Thus, methods such as
ab initio quantum chemistry, as needed by molecular dynamics. configuration interaction singlé&3? (CIS) can provide reason-
The first attempt of which we are aware came from LeforeStier  apje estimates for the vertical excitation energies to these states.
in a paper with a surprisingly early publication date. Compu- However, the usefulness of single-reference methods in general,
tational difficulties hampered progress for many years, and the and single-reference/single-excitation methods in particular,
next major development again came from the dynamics com- rapidly diminishes when global properties of the excited state
munity in the form of the CarParrinello method! Encouraged  PES are required. There are two important problems. First,
by the successes of the Cdrarrinello method, much work has  electronic states with doubly excited character cannot be
been devoted to making AIMD practical and significant progress modeled accurately with CIS. Although these states are usually
has been mad€2% However, with only a few recent excep-  optically forbidden and hence unimportant for the electronic
tions 2930 AIMD methods aimed at real-time dynamics consider absorption spectrum, they can play a significant role in
the nuclei to be purely classical. This assumption is completely photochemistry. Second, the excited state manifold often
natural and appropriate for many chemical reactions, particularly contains avoided crossings and conical intersections. Near these
those occurring entirely on the ground state and not involving regions of the PES, the wave function rapidly changes character
proton or electron transfer. Yet, much of the chemistry that and a multireference description becomes necessagn if
satisfies these requirements also involves large activationthe wave functions for each of the interacting states are
barriers. The short simulation time scale afforded by the solution reasonably described by a single configuration outside the
of the electronic structure problem “on-the-fly” thus poses a crossing/intersection region. Single-reference methods will have
serious difficulty. This difficulty remains, although it has been great difficulty describing the surface equally well in the midst
ameliorated to some extent by increases in computational power of these changes. Thus, for example, the CIS method fails to
a careful choice of the problems where ab initio molecular predict the correct global minimum on the lowest valence
dynamics is applied, and techniques for simulation of rare adiabatic excited state surface of ethylene, vide infra.
events¥—34 The first principles treatment of photochemistry requires the
One branch of chemistry where much of the interesting repeated solution of the electronic Sttlirmger equation for
behavior occurs on very short time scales is photochemistry. It multiple electronic states, including the nonadiabatic coupling
was recognized early on that the excited state dynamics oftenthat induces transitions between states. At the same time, there
occurred on a short time scale, but exactly how short this time is no point in carrying out a first principles approach if the
scale is has only become apparent in the past decade. In manynderlying potential energy surfaces are not at least qualitatively

Il. Theory
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accurate. The conflicting requirements of accuracy and ef- The usual GVB wave function would optimize both the
ficiency, which are already present in time-independent quantum orbitals and the coefficientssy, Cion Or, equivalently,c,, Cp.
chemistry, are made more severe in the time-dependent cas@ccupation-averaged orbitals appropriate for the GVB wave
because of the sheer number of PES computations that arefunction can be defined to minimize the average energy of the
required and the need for global accuracy in the PESs. Despiteindividual terms in eq 2.2:
the computational advantages, most single-reference methods
are not appropriate because of their difficulty in providing this Eaverage™ (V2)[EW cordbz®:) + E(W gordb s )] (2.3)
global accuracy, i.e., in predicting the correct shape of the
excited state potential energy surface(s). It is currently unknown  This is theoretically somewhat more appealing than the use
to what extent this criticism applies to excited state extensions of triplet orbitals, because the orbitals in this case are derived
of density functional theor§8-4° which are superficially similar ~ from a wave function averaged over states with the desired
to single-reference/single-excitation methods. Although these singlet spin coupling. However, we have found little difference
excited state density functional methods present a promisingin studies on ethylene. The subsequent ClI expansion is appar-
avenue for future exploration, application in the current context ently sufficiently flexible to correct the shape of the orbitals in
may be premature. either case. For example, the global features of the potential
A further problem in treating excited states lies in avoiding energy surfaces are qualitatively unchanged for these two
a variational bias to the ground electronic state. State averagingchoices of starting orbitals, and even the vertical excitation
has been proposed as a means to cure this déféétwhere energies are within 0.1 eV of each other. Our previous study
the orbitals are determined to minimize a weighted average of on ethylené& has used the GVB-occupation-averaged (GVB-
the ground and one or more excited state energies. The resultingA) orbitals, but we use the simpler HartrelBock-occupation-
orbitals are not optimal for any of the target electronic states, averaged (HF-OA) orbitals (with high spin coupling) in what
but are rather a “best-compromise” set. The simplest way to follows. In either case, the set of reference configurations from
allow for state-dependent orbital relaxation is through the which single excitations are drawn in the subsequent CI
inclusion of single excitations in a configuration interaction (Cl) expansion is of the complete-active-space (CAS) type, allowing
wave function. In this scheme, single excitations should be takenall possible configurations of the active electrons in the
from the same set of reference configurations that are used tooccupation-averaged orbitals that are consistent with the Pauli
determine the orbitals in the state-averaged multiconfiguration €xclusion principle. We refer to this form of wave function as
SCF (MCSCF). A similar strategy has seen considerable succes$iF-OA-CAS{Wm)*S or GVB-OA-CAS{/m)*S, respectively,
in past treatments of excited states. For example, the first-orderwhere n and m denote the number of electrons and orbitals in
Cl method of Schaeférand the POL-Cl method of Godddfd the active space which defines the reference configurations. The
are both variants of this technique. S indicates that single excitations are taken from the @A)(
Occupation averaging has aims similar to those of state reference configurations.
averaging, but is computationally slightly simpler. In this A final issue is the size of the one-electron basis set. The
approach, the orbitals which are of variable occupancy in the calculations presented here use doubtiality basis sets, which
ground and excited states are equally populated with electrons.is the minimum that can be expected to describe both ground
For example, in the case af— 7* excitation of ethylene, the and excited states simultaneously. Especially for small molecules
7 and z* orbitals would each be singly occupied. There are and near the equilibrium geometry of the ground state, Rydberg
several ways to accomplish this, differing in the treatment of States are often found among the low-lying excited states. Thus,
electronic spin coupling. Perhaps the simplest is to take the inclusion of Rydberg basis functions would be desirable.
orbitals from a triplet single-determinant wave function. This Computational considerations make this impractical at present.
approach has precedent for ethylene, where the lowest tripletIn cases with little or no valeneeRydberg mixing, neglect of
Hartree-Fock wave function is less prone than the ground state these basis functions is tantamount to assuming that the
singlet wave function to overemphasize Rydberg character in dynamics is diabatic with respect to the Rydberg manifold (i.e.,
the orbitals and hence has been argued to provide a betteithe Rydberg states are spectators). Since the difference in size
starting point for Cl expansiorfé.A more sophisticated ap-  of the Rydberg and valence states is expected to lead to weak
proach is to determine the orbitals within the framework of a nonadiabatic coupling between them, this may be a reasonable
generalized valence bond (GVB) wave funcidmhere the assumption. While early theoretical studies of small unsaturated
covalent and ionic states are constrained to have equal weightsorganic molecules, e.g., ethylene, often found extensive Ryd-
For example, the GVB(1/2) wave function for ethylene would berg-valence mixing:?->*the best current calculations suggest

be that this was largely an artifa¢t.>>56Nevertheless, there will
) be some amount of mixing which our treatment ignores, and
Yoveaz) = CooWeordXcp dep) T Xepcpd (@B — Ba)) + the effect of this approximation remains to be completely

c A + _ 21 quantified.
o Veodlepps T Xepitep)(@f — fa)) (2.1) To assess the accuracy of our wave function ansatz, we have

computed the potential energy surface for the twisting and
pyramidalization coordinates of ethylene. (The pyramidalization
coordinate is defined as the angle between the CC axis and the
bisector of the ChHlplane; see Sketch I.) As discussed in more
detail below, these are the coordinates that dominate the
photodynamics in this molecule. Figure 1 shows the PESs which
are obtained using the HF-OA-CAS(2/2)*S wave function with
a doubleg basis set. The benchmark calculations for comparison
Yevewa = G bA(wcor 0. (0 — ) + have been performed using the MOLPRO progPamle first
A determined a state-averaged CAS(2/6) wave function (equally
CAW cordbn b (0 — fr)) (2.2) weighting the three lowest electronic states) in the aug-cc-

whereA is the antisymmetrizing operatoicore represents all
the electrons in the framework, andcp,r andycp, denote the
nonorthogonal GVB orbitals on the right and left carbon atoms
which are dominated by contributions from ti2p atomic
orbitals of the carbon atoms. As is well-known, this wave
function can be written in an equivalent form built from the
orthogonal molecular orbitals:
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Figure 1. Two views of the ground and first excited electronic states of ethylene, computed using the OA-GVB-CAS(2/2)*S wave function, as a
function of the pyramidalization and twist angles. (All other coordinates, except the CC bond distance, are kept at their ground state equilibrium
value and the CC bond distance is stretched to 1.426 A.) On the ground electronic state the molecule is planar (twist’agl8®) Gnd on

the lowest excited state the twisted geometry (twist angt i8Ga saddle point. Accessing the conical intersection requires pyramidalization of one

of the methylene fragments. Note that the conical intersection is tilted and nearly coincides with the global minimum of the excited state PES (not
shown)3®

pVDZ%8 basis set. These orbitals were then used in an internally 12
contracte&®%1 multireference single and double excitation ClI
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~
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(271

Sketch I 4

(MRSDCI), leading to a wave function with 653 735 contracted

(2791 010 uncontracted) configurations. The aug-cc-pVDZ

basis set includes the diffuse functions that are essential to an
accurate description of the Rydberg states. Furthermore, the SA- %50
3-CAS(2/6)*SD wave function includes more extensive cor-
relation than the simpler one used in the AIMS calculations
described below. The resulting PESs for this more accurate waveFigure 2. As in Figure 1, but computed using the aug-cc-pVDZ basis

function are shown in Figure 2. Comparison of Figures 1 and Setand a state-averaged (equally weighting the lowest three states) CAS-
(2/6) wave function augmented with single and double excitations [i.e.,

oo ) . eSA-S-CAS(Z/G)*SD]. The form of the excited state PES is in agreement
qualitative features as our simpler wave function ansatz. The yith the simpler model of Figure-tin particular the global minimum

global minimum on the first excited state (not shown) is of the lowest excited state remains pyramidalized.

pyramidalized and twisted, and a conical intersection between

the ground and first excited states lies in close proximity to the twisted, nonpyramidalized structure. This could have been
excited state minimum. The influence of the diffuse functions expected because of the poor treatment of the doubly excited
is most pronounced in the Franckondon region. The flat  state which dominates the wave function for pyramidalized
excited state PES of Figure 2 in this region corresponds to the geometries. We can conclude that the HF-OA-CAS(2/2)*S wave
3s Rydberg state of ethylene, which has very low oscillator function provides ground and excited state potential energy
strength. The SA-6-CAS(2/6)*SD wave function provides a surfaces with the correct global features. The vertical excitation
quantitatively accurate estimation of the vertical excitation energy predicted is in error by 1 eV, but this error is reduced to
energies-6.8 eV and 7.8 eV for excitation to the R(3s) and V 0.2 eV when a single set of diffuse functions is included in the
states, respectively. These numbers can be compared to thdasis set.

experimental estimates of 7.16 and 8.0 eV, respectifEhe A final electronic structure issue is the form of the coupling
pyramidalization of the global minimum on the first excited between electronic states. This depends on whether an adiabatic
state is in contrast to previous predicti®hdased on CIS or diabatic representation has been chosen. The first of these
computations, which instead find a global minimum for Byg diagonalizes the electronic potential energy, while the second

180
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minimizes the change in electronic character due to nuclearintroduced by Heller in “frozen Gaussian approximation” (FGA)
perturbations and hence approximately diagonalizes the nucleardynamics’® Since its introduction in the mid-1970s, Heller’s
kinetic energy. While dynamicists have generally preferred the Gaussian wave packet dynamics algorithm has been successful
diabatic representation because it leads to smoother potentiain describing a number of short time processes (see, e.g., the
energy surfaces, these states are difficult to obtain without earlier work of Heller et al78% as well as more recent
information about the electronic wave functions at various work8-87), Importantly, and unlike the original FGA method,
molecular geometrie®:%> Hence, we prefer to work with  the complex coefficients of the nuclear basis functions are fully
adiabatic electronic states, in which case the form of the coupled. Thus, the only approximation at this point is the use
interstate coupling becomes of a finite basis set. More specifically, a multiconfigurational

5 frozen Gaussian nuclear wave function of the form
@) = bRl R (2.4)
r

where the parametric dependence of the electronic wave

functions on the nuclear coordinatés is denoted by the . df bl ith ber of | d electroni
semicolon and the integration is over the electronic coordinates 'S US€d T0r @ probiem with any number ot nuciear and electronic

r. For the electronic wave functions under consideration, this 9€9rees of freedom. In eq 2.5 each component is a product of

function has contributions from the geometry dependence of & time-dependent nuclear wave functiop(R;), and an
both the orbitals and the CI coefficients. The second term is €l€ctronic wave functionjiL) The latter is allowed to depend
usually dominang6:67and the use of an averaging procedure to parametrically on the nuclear coordinatd®),(and in what
find the orbitals decreases the orbital contribution. Thus. we follows we use bold letters to denote vectors and matrices. The

neglect the orbital contribution to the coupling function. The time-dependent nuclear wave function, for each electronic state,
derivatives of the Cl coefficients are found from numerical IS represented as a linear combination of multidimensional
differentiation in our current implementation, but it is worth ~traveling Gaussian basis functions with time-dependent coef-
noting that the required theory for analytic evaluation has been ficients
presented in the literatuféIn either case, it is crucial to adopt
i i i i ) — | | D! D! =l |
a consistent convention for the phase of the orbitals that is (Rt = ch(t) % (RiR;(1),P;(1),7;(1).0y) (2.6)
independent of molecular geometry. ]
2. Full Multiple Spawning Dynamics. To describe dynamics
on excited electronic states, it is necessary to include quantumHere, the indiceg andl label thejth nuclear basis function on
mechanical effects on the nuclei in addition to the quantum electronic staté, and all the time dependencies of the basis set
mechanical nature of the electrons that is incorporated during are explicitly denoted. A one-dimensional Gaussian basis
the generation of the potential energy surfaces and their function is associated with each nuclear degree of freedom so
couplings. This is simply because molecules generally live in that each of the multidimensional Gaussian basis functions in
the excited state manifold for a short time before returning to eq 2.6 is constructed as a product of one-dimensional Gaussian
the ground electronic state. Often, this decay is mediated by pasis functions
conical intersectionspoints of true degeneracy between two
electronic state®~7° Dynamics on multiple coupled potential 3N
i i i i | Pl D! =l N — A7 ~l Dl D! |
energy surf_aces is therefore requw_ed, but this _does not admit a 7 (RiRi(1),Pj(1).7,(1),0) = a7 |_| 7 (R;R(1).P (1))
description in terms of purely classical mechanics. On the other o=
hand, multielectronic state dynamics is formally straightforward
in the context of quantum mechani€s. ~ ~ ol |4 ~
An immediate problem arises when one considers a merger7!(R :R. (t),P (t),a' ) = |—2| exp[-o (R, — R,
. . . JN e ) Pl Pl T PN P Pl
of quantum chemistry and quantum dynamics. While quantum - _
dynamics is global, requiring the entire potential energy surface PR, — R;M)] (2.7)
at each time step, quantum chemistry is leggiven a specific
nuclear geometry it provides the potential energy and its where the index enumerates theNBCartesian coordinates of
derivatives. The method chosen for the dynamics must thereforethe molecule. Each Gaussian is parametrized with a time-
be compgtlbltla with the Icf>callty of qusntu.m chem;stry.. The dependent position, momentum, and nuclear phefl;‘)f(t)[
mount that the dynamical method be a6 much as possible of af L 7/(): respectively) and a tme-independent i}
Ioc;I nature. re li/irin Iat every time ste inf%rmatiogl ablout the Hamilton’s equations of motion govern the time evolution of
, red 9 ery P . ..~ _the position and momentum parameters in each Gaussian, and
current values of the potential energy surface and its derivatives . . . . .
o . . . . the propagation of the single nuclear phase is determined in
at specific (as few as possible) nuclear configurations. Classical ) . . .
the usual semiclassical way as the time integral of the

mechanics provides an ideal match as it only requires the CurremI_agrangian. This provides the desired connection to classical

values of the forces, but it is limited to describing the dynamics . R .
of heavy particles occurring on a single electronic state. mechanics, and hence the compatibility with quantum chemistry.
Because the optimal choice for the time-independent width is

Therefore, we will require a dynamical method that retains a K v for th h ) bl %
classical flavor while allowing for quantum mechanical effects, nown only or the case o armonic separable poten -
view it as a parameter characterizing the nuclear basis set.

e.g., interaction of nuclear population of different electronic
states. The time evolution of the complex coefficienfsj'(t) is

The full multiple spawning (FMS) method uses classical governed by the nuclear Schiioger equation. Given the wave
mechanics to generate a basis set within which the nuclearfunction ansatz of eqs 2-2.7 and using the orthonormality of
Schralinger equation is solve@ 75> The basis functions are the electronic wave functions, we obtain the following set of
chosen to be of the frozen Gaussian form that was originally coupled equations of motion for these coefficients

W= Zm(R;t)IID (2.5)

)+
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dC-'(t) other electronic state. The initial position and momentum of
e _iZ(STl)m x {(H, —i§,)),C + Z(Hu)mq]} the newly spawned basis function(s) are determined using

dt : ’ ' = ’ Franck-Condon like considerationghey are chosen to have
(2.8) maximal overlap with their parent basis function at some point

. . in time during the nonadiabatic event. Once the initial conditions
Here, Sy and S, are the t|me-depend|enlt nuclear overlap (qsition and momentum) for the new basis functions are
matrix and its time derivative: § )« = Gily,Jand Siw = determined, the solution of the nuclear Salinger equation
[4l (9/0t)y,C) The subblock of the Hamiltonian matrix describ-  continues, including the trajectory amplitudes for the newly
ing the inter state coupling between basis functions on electronic spawned basis function(s). Excessive growth of the nuclear basis
statesl andJ is (Hu)k = GrdH1yH set is avoided by rejecting spawning attempts that lead to linear
Numerical integration of eq 2.8 requires (at each time step dependence.
and for each nuclear basis function) the diagonal and off- A pictorial description of the spawning algorithm is depicted
diagonal elements of the Hamiltonian matrix. These include in Figure 3 using a collinear A BC — AB + C reaction. The
integrals over the potential energy surface or coupling betweenright and left set of panels correspond to two diabatic potential
potential energy surfaces. For certain model problems it is energy surfaces (represented by blue contour lines), correlating
sometimes possible to evaluate these multidimensional integralsto A + BC and AB+ C, respectively. The two diabatic surfaces
analytically. However, when the PESs are known only locally, are coupled via a constant potential energy term, and they are
as in ab initio molecular dynamics, this is not possible and we plotted in Jacobi coordinates: the A to BC center-of-mass
have overcome this problem in AIMS by using saddle-point distanceR, and the BC distance, The nuclear wave functions
(SP) approximations of the required integré#8®®° These  are superimposed on the contour lines. The calculation begins
approximations are motivated by the localized nature of the with population on a single diabatic PES, uppermost left panel.
nuclear basis functions and bear a strong resemblance to theas the basis functions approach the nonadiabatic region (atom
Mulliken—Ruedenberg and related approximations which have A approaches the diatomic molecule and then recedes from it),
been used in electronic structure theory for the approximate new basis functions are created (i.e., “spawned”) on the other
evaluation of multicenter two-electron integrélswWe have  diabatic state. The location of individual basis functions is
tested the SP approximations, with favorable results, for someindicated by the black triangles. Initially (second and third
model nonadiabatic problent$#.92Nevertheless, this is but  panels), the parent basis functions overlap the ones they spawned
an approximation (the first beyond the use of a finite nuclear yet the subsequent dynamics (lowest panels) are very differ-
basis set) and it can be improved using, for example, various ent: the parent wave function corresponds to ant-ABC
forms of numerical quadrature. Even though these would require arrangement and the spawned wave function to an‘AB
more computational effort, and are currently beyond our arrangement. A more detailed, and quantitative, description of
computational capabilities, they and other approximations (e.g., the spawning algorithm for both multistate and single state
high order SP approximations) should certainly be investigated. problems can be found in refs 74 and 94, respectively.
Further reduction in computational cost (which also resolves  The last ingredient required to completely specify the method
the dynamics into classical and nonclassical parts, therebyis the selection of initial conditions (position, momentum,
simplifying a classical interpretation of the resulting dynamics) nuclear phase, and electronic amplitude) for the initial basis set.
can be obtained by invoking the ideas of operator splitting and The initial state is modeled as a sum over discrete trajectories
Trotter factorizatioP® (see ref 92 for a more comprehensive sampled from the appropriate Wigner distributf®wt this point
discussion). The split-operator propagation is another ap- one has the choice of fitting the trajectory amplitudes such that
proximation which is however compatible with the saddle-point
approximation. . . D _oC= ) G(t=0) (R;t=0) (2.9)
In principle it is sufficient to say that the basis set consists ]
of an infinite ensemble of trajectories (e.g., nuclear basis
functions) on each electronic surface, each dressed by aand following all the trajectories simultaneously or assigning
multidimensional Gaussian function. However, such an imple- unity to each initial amplitude and following the basis functions
mentation would be impractical. On the other hand, the fact (i.e., trajectories) one at a time. In the first case, coupled
that the basis functions move according to classical mechanicspropagation, one attempts a particular form of wave packet
implies that certain quantum mechanical phenomena (e.g.,propagation with classical mechanics as a guide for basis set
nonadiabatic effects and tunneling) may not be well-described selection and propagation. In this mode convergence to exact
with a basis set of fixed size. Practical implementation of the quantum mechanical results is ensured for a sufficiently large
method thus requires a criterion for adaptively expanding the number of basis functions (and in the absence of any ap-
size of the basis set. The algorithm that we use attempts toproximations, e.g. saddle point). When quantal aspects of the
balance two contradicting requirements: maintaining a reason-evolution on a single-potential energy surface are important,
able approximation to the exact nuclear wave function while one should use this option. The second option assumes that a
minimizing the growth of the basis set size with time (and with properly chosen swarm of classical trajectories will suffice to
the number of nuclear degrees of freedom). The basic idea ofdescribe the dynamics occurring on a single electronic state. In
the spawning method is to control the growth of the basis set this case, one gives up on the detailed description of interactions
by allowing it to expand only when the dynamics signals between different trajectories representing the initial state and
impending failure of classical mechanics, e.g., nonadiabatic and/retains only the modeling of inter-trajectory interactions between
or tunneling effects. For multistate problems this is achieved each initial state trajectory and the trajectories (basis functions)
by monitoring the magnitude of the nonadiabatic coupling for that it spawns. The work described in this article primarily uses
each nuclear basis function. When a nuclear basis function enterghe uncoupled representation for the initial state. However, we
a region of strong nonadiabatic coupling, the solution of the have used both methods in the past, finding the fully coupled
nuclear Schifdinger equation is stopped and new basis functions representation to be important in modeling electronic spéttra.
are spawned (i.e., created), with zero initial population on the  The FMS method is computationally more demanding than
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Figure 3. Schematic illustration of the spawning algorithm for a collineai-ABC — AB + C reaction. The right and left panels correspond to

two diabatic potential energy surfaces, correlating te-BC and AB+ C, respectively. Blue contour lines denote the potential energy surfaces,
represented in Jacobi coordinates (the A to BC center-of-mass disRnaad the BC distance). Superimposed on the contour lines are the

nuclear wave functions in the diabatic representation. The calculation begins with population on a single diabatic potential energy surfaast (upper

left panel) and as basis functions traverse the nonadiabatic region (atom approaches and then recedes from molecule) new basis functions are
created on the other diabatic state (second, third, and fourth right panels). The black triangles indicate the location of individual Gaussian basis
functions. Note the initial overlap between the parent basis functions and the ones they spawned, as well as the very different ensuing dynamics:
an asymptotic A+ BC configuration for the ground state wave function and ABC for the excited state wave function that it spawned.

other approximate methods designed to model nonadiabaticthe second is over the subset of trajectories that undergoes a
dynamics for large systems, e.g., surface-hopping proce-nonadiabatic event). This could imply that many trajectories
dures30.97-101 pechukas force method®, 14 and mean-field  will be required to compute stable branching ratios (a disastrous
approximationg%-108 A detailed and systematic study compar- implication for an AIMD method). For a set of one-dimensional
ing all of these methods with FMS has yet to be performed. problems proposed by TulBf,we have indeed showt? that
However, a few general comments can be made from analytic convergence of branching ratios is much faster with the FMS
considerations and comparisons in low-dimensional model method than with surface hopping. Using a two-dimensional
problems’274The FMS method automatically conserves wave model problem? we have also demonstrated that the FMS
function normalization. This is absolutely necessary when method is able to correctly predict branching ratios at low
computing branching ratios for a nonadiabatic process, and isenergies where surface-hopping methods fail due to their
a property shared by surface-hopping and mean-field ap- inability to consistently account for (classically) energetically
proaches. In contrast, the PechuRagorce method as imple-  forbidden hopping attempts. Because of their simplicity and ease
mented in ref 103 does not conserve normalization automati- of numerical implementation, mean-field related approximations
cally. Furthermore FMS is not stochastic with respect to the are attractive. However, their range of applicability is still in
nonadiabatic event. The “fewest-switches” surface-hopping question. These methods assume that an ensemble of indepen-
scheme of Tull§® requires double averaging of trajectories (the dent trajectories traveling on a time-dependent average of the
first is the usual ensemble average over initial conditions and PESs is sufficient to describe the dynamics. As has been
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previously discussed by TulR?;1%0ne expects these methods Although the wave function is far from converged, the average
to fail when the different electronic states are of different position and even the second moment of the wave function can
character, e.g., one is bound and the other is dissociative.be correctly predicted. Indeed, classical mechanics of the Wigner
However, it has also been shown that when the motion is distribution already does a good job in this reg&fdt might
strongly diabatic, as is sometimes found at conical intersections, therefore be prudent to change the focus of inquiries concerning
the dynamics may be qualitatively corré¢t 113 scaling from the accuracy of the time-evolving wave function
3. Scaling and Numerical ConsiderationsBecause of the  to the accuracy of the relevant (possibly projected) expectation
locality of quantum chemistry, a traveling localized nuclear basis values. A similar redefinition of this question occurred early
set is ideally suited to AIMS. Furthermore, it can be pushed to ©n in quantum chemistry, when it was recognized that ap-
convergence for problems with few degrees of freedom. This Propriately designed methods could obtain much higher accuracy
has been explicitly demonstrated for time-dependent electronicin the computation of chemically relevant energy differences
populations’* There are however disadvantages. Demonstrating than was feasible for the absolute energies of reactants and
convergence for problems with many degrees of freedom is Products.
difficult and often impossible, especially when the PES is so
expensive that one must be satisfied with few trajectories. . Applications

Although in principle it would be desirable to study the 1 photoinduced cis-trans Isomerization of Ethylene. In
numerical convergence and scaling of the FMS method in the poth chemical and biochemical systems the conversion of light
context of AIMS, this is not computationally feasible. As a energy to mechanical energy is often achieved via photoinduced
consequence, our comparisons to quantum mechanically conis—trans isomerization in unsaturated systems. Typical ex-
verged results have been confined to low-dimensional models smpjes that have attracted much theoretical and experimental
with analytic PESs. A few general conclusions can be drawn attention include the photochemistry of stilbéd&the primary
from these studies. Foremost, one has to distinguish betweengyent in visiort!® and cis-trans isomerization of retinal
single surface convergence and convergence of the quantunpyrotonated Schiff base in bacteriorhodop$thTheoretically,
mechanics assoc;iate_d with Fhe nonadiabatic event. Convergencensaturated alkenes pose a challenge to quantum chemistry
of the latter, which is dominated by the number of spawned pecause the description of their lowest excited electronic states
basis functions, does not necessarily imply convergence of therequires a careful treatment of electron correlation. For example,
former, which depends on the number of initial nuclear basis tne ordering of the lowest lying doubly excited, And singly
functions. To some extent, these two criteria are intertwined. If gxcited B, states is very sensitive to the details of the wave
the accuracy of the wave packet when it enters the nonadiabatiGynction used, and this ordering has been the source of a long
region is poor, so too will be the subsequent nonadiabatic controversy in the case of butadief?.Given the many
dynamics, regardless of the number of basis functions that aretheoretical and experimental studies and the importance of
spawned. Since for multistate problems we do not allow for polyene photochemistry in biological systems and molecular
spawning on the same electronic state, the initial size of the switching devices, our incomplete understanding of the pho-
basis determines the accuracy of the propagation from theigisomerization mechanism is quite surprising.
asymptotic region (e.g., the Franeondon region) into the The simplest unsaturated hydrocarbon, ethylene, provides a
nonad|ab§1t|c coupllng region. For a given |n|t|al.ba5|s set, the paradigm for the photochemistry of alkenes. However, it should
shorter this propagation time, the better the quality of the wave pe reqjized from the outset that it is also special in some respects.
packet in the nonadiabatic region. Since photodynamics is often gjmpe particle in a box considerations suggest (and theory and
characterized by short time scales, this is an ideal area forgyperiment confirm) that as the size of the conjugated system
application of AIMS from the standpoint of accuracy as well  gecreases its excitation energy increases. Hence, ethylene has
as computational feasibility. a large excitation energy but at the same time it also has a small

Formally, scaling is also exponential in the number of degrees number of internal modes. Consequently, it is not surprising
of freedom. Here again, one should be careful to distinguish that photoexcitation of ethylene leads to fragmentation in
between scaling with respect to single-surface quantum mechan-addition to the photoisomerization that is the hallmark for larger
ics and scaling with respect to the quantum mechanics of polyenesi?t-123 This added complexity is accompanied by
nonadiabatic events. The tests that would be required to sayunresolved issues regarding the absorption and resonance Raman
anything definitive about the practical scaling in the former case spectrum of ethylene, which are partially due to incomplete
have yet to be carried out. However, we can say that the scalingknowledge of the character of the manifold of excited electronic
in the latter case is definitely not exponential. Empirically, this = states. The following crude statements about the singly excited
is evidenced by the fact that between three and five spawnedstate of ethylene can be made. Upon absorption of a photon by
basis functions per nonadiabatic event is usually enough to ethylene, an electron is promoted from a bondinmolecular
obtain convergence in the population transfer, independent of orpital (MO) to an antibondingr* MO. While the ground
the number of molecular degrees of freedom. Physically, it arises electronic state is planar and stable with respect to twisting,
because the spawned basis functions are related to a singleéhe excited state favors a twistBds geometry to minimize both
classical-like trajectory that is a quasi-one-dimensional object, the kinetic energy associated with the antibondirtgorbital
independent of the number of atoms in the molecule. and the Coulomb repulsion between the p electrons of the two

Having said all of this, we would like to comment on the carbon atoms. Hence, the electronic excitation results in
correlation between the quality of the propagator and that of geometric relaxation toward a stretched (formally the bond order
the results, e.g., expectation values. Our experi&aad that is reduced from 2 to 1) and twisted geometry. Both the
of otherst14115gyggests that expectation values converge long interpretation and the controversy regarding the absorption and
before the wave function. The simplest example that supportsresonance Raman spectrum of ethylene are based on these
this empirical observation is a free particle. When a localized considerations.
basis of fixed size is used, spreading makes the wave function The absorption spectrum of ethylene exhibits a broad diffuse
deteriorate. Yet expectation values may be well predicted. band that has been assigned by Wilkinson and Mulfikeio
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thexr — z* valence (V) and Rydberg (R) states. Originally the 1= ‘ . ,
single progression in the V state band of ethylene was assigned,

based on an isoelectronic analogy betweer@ GH,, to the 508 T ......... s 0 AN
C=C stretching motioi?* This assignment was questioned by :3;

later investigators, who suggested a purely torsional progres- g 06 [quemhine sofs \\  t=180fs
sion12>Subsequently, based on their spectral study of ethylene 2

isotopomers, Foo and Infé& agreed with the reassignment, K 047

but suggested a mixture of=€C stretching and torsion. When 2 02|

theoretical investigatiofpredicted that the change in the=C g

C bond length on the excited (V) state was less than 0.1 A,

(=]

Mulliken became convinced that the torsion dominated the 0 100 200 300 400 500
spectrum-?”128 Siebrand and co-worké® challenged the Time / fs

_accepted qs&gnr_nent of mixed tor_S|on ar.]d. stretchlng_by pre_sent'l:igure 4. Excited state population of ethylene as a function of time
ing theoretical evidence that there is no visible stretching activity i, temtoseconds (full line). The results are averaged over 10 calcula-
in the spectrum. Consequently, there have been few challengesions. Quenching to the ground electronic state begis6 fs after the

to the torsional assignment of the progression, but recently, theelectronic excitation, and a Gaussian fit to the AIMS data (dashed line)
very identity of the bands has been questioF€dThese predicts an excited state lifetime of 180 fs.

uncertainties regarding the excited state motion were exacerbated

when the possible role of a third coordinatgyramidalization- that we have also recently used AIMS to compute the electronic
was suggested. absorption and resonance Raman spé€trarthermore, we do

not discuss the photofragmentation dynamics except to note that

the AIMS simulations do predict extensive fragmentation on

the ground electronic state that is only partially completed within
ps.

The AIMS simulations treat the excitation as being instan-
taneous and centered at the absorption maximum. Thus, the
initial state nuclear basis functions are sampled from the Wigner
distribution for the ground state molecule in the harmonic
approximation. A single initial basis function is used in each
simulation, and the results of 10 such simulations are averaged.
OEach simulation is followed for 500 fs and leads to ap-
proximately 10 spawned nuclear basis functions. The results

Whereas the importance and implications of sudden polarizationfoorﬂt]hti:)r(ac\',\tle:ats;a;ﬁdl';eggﬁsigznpfrif;?ggdown':fl;;ﬁ:&g:’g?;,[
have been questioned, both theory and experiment suggest tha :

the pyramidalization coordinate does participate in the excited of 180 fs can be inferred, in general agreement with the

state dynamics. The theoretical evidence is based on restricted” xpectation (.)f subplcosgcond dynamics. The_decay IS C_"??‘”V
o : . nonexponential, which might be expected from time-reversibility
geometry optimizations of the excited electronic state of

ethylenel33.1%These optimizations have found that the lowest arguments given the femtosecond time scales that are involved.

excited state has a minimum at a nonsymmetrical pvramidalized Furthermore, one should note that the excited state population
nsym Py .. ~does not begin to decay appreciably until approximately 50 fs
geometry. Resonance Raman studies find overtone activity in

. . o . has elapsed after the optical excitation. This behavior is
both out-of-plane wagging and rocking vibratiddssupporting . . . o ;
e oo " . consistent with the expectation that a conical intersection must
a role for pyramidalization in the initial motion of ethylene after

photoexcitation be accessed for excited_ state quenching, requiring some minimal
: o amount of nuclear motion.

The absence of fluorescence after photoexcitation of ethylene A more detailed account of the excited state dynamics is given
suggests a short excited state lifetime. This also holds for ;, Figure 5, where we show several snapshots of the centroid
butadiene and hexatriene, but not for the larger polyenes wheregs the dominant nuclear basis function, along with a rendition
fluorescence is observed. There have been a number of ultrafasgs the two active orbitals comprising the electronic wave
pump-probe experimentd>**"aimed at studying the excited  fynction. Concentrating first on the behavior of the nuclei, one
state dynamics of hexatriene (in solution) which have establishedgees that the molecule begins in the expected planar geometry.
an upper bound of 500 fs for thg excited state lifetime. An after 50 fs, the molecule is clearly twisted as expected.
obstacle to the analogous experiments for ethylene has beerowever, recall that excited state quenching does not even begin
the difficulty of obtaining femtosecond pulses in the deep yntil 50 fs. Thus, torsion is not the sole coordinate responsible
ultraviolet. This obstacle is now being overcome, and the first for the return to the ground electronic state. Indeed, this can be
femtosecond pumpprobe investigation of ethylene has been jnferred from the PESs in Figure 1, where the gap between the
reported:*® The AIMS results are compared directly to this  ground and excited electronic states is large at the twidtad
experiment below. geometry £3 eV). After 110 fs, one of the methylene units

Given the above experimental summary, one can anticipatebecomes pyramidalized, and it is at this point that quenching
that the photodynamics of ethylene will occur on a subpico- to the ground state becomes significant. Further snapshots show
second time scale, and that it will involve twisting. To some attempts at hydrogen migration (200 and 280 fs), which in this
extent stretching and pyramidalization may also be involved, example are not successful.
although this will be more controversial. We have carried out ~ We turn now to the electronic structure during the dynamics.
AIMS simulations of the photodynamics upan— s* excita- Superimposed on each of the molecular geometries is an
tion. In the following, we limit our discussion to the photo- isosurface rendition of the two natural orbitals in the Cl wave
chemical mechanism of cidrans isomerization, but we note  function corresponding most closely #oands* orbitals. The

The pyramidalization coordinate of ethylene has first been
studied in the context of the concept of “sudden polariza-
tion.”131-133 There are two low-lying valence excited states of
ethylene-the V (covalent) and Z (ionic) states in Mulliken’s
notation. As first noted by Salem and co-work&¥s!32and
subsequently by Brooks and Schaéférpyramidalization of
twisted ethylene, keeping the moleculeGasymmetry, results
in a large dipole moment. The onset of this phenomenon is quite
sudden; i.e., small distortions result in a large change in the
dipole moment (which is identically zero at a twisted geometry).
This arises because of an avoided crossing between the V an
Z states very near the twisted, nonpyramidalized geometry.
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Figure 5. Snapshots of the- ands*-like natural orbitals (computed from the OA-GVB-CAS(2/2)*S wave function) of an individual nuclear basis
function traveling on the excited electronic state of ethylene. The occupation of each orbital is indicated by the arrows drawn on the energy levels
to the left of the orbital. The calculation begins at a planar geometry where the excited state wave function has aovateitcharacter. During

the course of the dynamics, the excited state wave function oscillates between covalent (50, 150, and 200 fs) and ionic (110, 170, 280, and 350 fs)
forms. Attempts at hydrogen migration are observed for both ionic and covalent wave functions (snapshots at 200 and 280 fs).

1 15 fs
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.......... Exponential fit .
to data: = = 352
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04 2255 30 fs
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” q (RE)
O .-: - r
0 50 100 150 200 J
Time / fs Figure 7. Snapshots of a typical excited state trajectory of cyclobutene.

Figure 6. C;H4ion yield as a function of time in femtoseconds. Heavy The values of the CC double bond distance and the HCH hybridization
line: predicted ion yield using AIMS data and assuming an ionization angle are indicated. Following the electronic excitation the first motion
threshold of 3.5 eV. Dashed line: predicted ion yield using an is a stretching of the CC double bond. This is followed by a change in
exponential fit to the AIMS data with an excited state lifetime of835 hybridization of the methylene carbons and by a pronounced disrotatory
2 fs and assuming an ionization threshold of 3.5 eV. Gray shaded motion.
area: the reported ion yieff obtained using an exponential fit to the
experimental data with an excited-state lifetime of-85 fs. the excited state dynamics as consisting of electron transfer
between the two methylene units. This can be understood from
occupation of these orbitals (rounded to the nearest integer) isthe PES in Figure 1, where it is clear that tBey twisted
denoted by the arrows in the energy level diagram to the left of geometry is a saddle point connecting two minima on the excited
each snapshot. The expected@ndz* orbitals are evidentat 0  state PES (where alternately the left and right methylene units
fs, immediately after ther — z* excitation. Already at 50 fs, are pyramidalized). The intramolecular electron transfer dynam-
breakdown ofr—s separation is observed, as evidenced by the ics is punctuated by quenching to the ground state each time
significant contribution of 1s character from the H atoms. the molecule reaches one of the excited state minima, since these
Although the decreased symmetry on the excited state makesare in close proximity to a conical intersection (see Figure 1).
this breakdown expected, it is perhaps surprising that it happensHence, the AIMS results paint a picture of the ethylene
so quickly. At 110 fs, the excited electronic state is best photochemistry that intimately involves the pyramidalizatiol
described as a double excitation, with both electrons localized torsional motions, and where the excited state dynamics involves
on one of the methylene units. This is accompanied by boththe V and Z states. This picture can be contrasted with the
considerable pyramidalization of the anionic carbon atom, above discussion of experimental results, which centered on the
suggesting that the molecule is now on the Z electronic state. torsional coordinate and the role of the V state.
However, at 150 fs, the electronic state is again well-described Although the experimental information does support the
as a single excitation; i.e., the molecule is on the V state. The qualitative picture that comes from the AIMS simulations, a
situation changes again at 170 fs. Thus, one can characterizalirect comparison would be desirable. The recent experiment
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of Radloff and co-workef8® provides the short-time information  lifetime, one might conclude that the photochemical and thermal
that is ideal for this purpose. The experiment is of the pamp  rules work for the same reasethe relative barrier heights for
probe variety, with ionization induced by the probe pulse. different motions (disrotatory vs conrotatory in the case of ring-
Assuming an exponential decay of the ionizable excited state, opening reactions) are determined by orbital symmetry/phase
Radloff and co-workers obtained a lifetime of 3015 fs. If considerations. On the other hand, if this time is very short,
the AIMS data is correct, this is much too short to be considered one might instead conclude that the thermal and photochemical
as an excited state lifetime, and the possibility of a dark form rules have very different character, with the photochemical rules
of the excited state should be entertained. Direct simulation of originating from an impulsive approximation to the excited state
this experiment has been carried out using the AIMS data, dynamics.
assuming that molecules ionize with 100% efficiency provided  Mathies and co-workers have used time-resolved resonance
the excited state ionization potential is below the threshold given Raman experiments to investigate this situation for a number
by the probe pulse. The results are shown in Figure 6, along of ring-opening reactions, including that of cyclobutéfie.
with an exponential fit. The time constant obtained by the Intensity was observed in an overtone of the 1075 tfmys)
exponential fit (354 2 fs) lies comfortably within the  normal mode at 2150 cm, implying that the corresponding
experimental error bars (the range consistent with the experi- motion plays a significant role in the excited state dynamics on
mental results is shown by the shaded area). This agreement is time scale shorter than that of the resonance Raman experiment
encouraging and provides support for the veracity of our results. (~50 fs). Earlier work®°-15lindicated that the;s normal mode
It also suggests that the experiment is probing the excited state(b, symmetry) is of disrotatory character. (Note that the
only within a limited window around the FranelCondon  disrotatory and conrotatory modes are not normal modes.)
region, thus providing a lower bound on the excited state Relying on this assignment, Mathies concluded that the WH-
lifetime. In this picture, most of the excited state dynamics, after predicted disrotatory motion is established early in the photo-
significant twisting which is discussed above and shown in chemistry. Later worket82 presented theoretical evidence that
caricature in Figure 5, is invisible to the experiment. A further g conflicting assignme#® due to Wiberg et al. was correct.
caution comes from the fact that the AIMS results are clearly According to this assignment, the overtone Mathies observed
poorly modeled by an exponential decay. It may not be fruitful corresponds to a CHwagging motion, also of hsymmetry,
to analyze this much further at present since the time resolutionnot a disrotatory ring opening. The normal mode that this
of the experimental pump and probe pulses is only 125 fs. assignment predicts to correspond to disrotatory motigg,
However, it is possible to perform a more complete AIMS has a frequency of 848 crth and thus the lowest overtone is
modeling of the experiment, explicitly accounting for the finite expected at 1696 cm. Unfortunately, this region of the
duration of the laser pulses. This would allow direct comparison spectrum is dominated by scattering from butadiene photoprod-
of simulated and experimental ion yield signals, without going uct, precluding a straightforward reinterpretation of the experi-
through the exercise of fitting both sets of data to a possibly mental data. Although a femtosecond pungpobe experiment
inappropriate model. might be possible that could settle the issue, little more has been
2. Photochemical Ring Opening of CyclobuteneThe said about it. Thus, we have used the AIMS method to
formulation of the WoodwardHoffmann3° (WH) and related investigate the ultrafast excited state dynamics of cyclobutene
rules40-142 represented a monumental advance in our under- immediately following photoexcitation.
standing of the relationship between orbital phase and barriers The electronic structure is treated in a fashion similar to that
to chemical reactions. While the applicability of the rules is of ethylene, using a HF-OA-CAS(4/4)*S wave function where
sometimes hotly debated for the thermal reactijig,e., the four active orbitals are those which become the two
whether the reactions are concerted or sequential, the succeserbitals in the butadiene photoproduct. Initial conditions for the
of the rules is undeniable in these cases. Furthermore, it is quiteclassical trajectory basis functions after photoexcitation are
clear that, at least when the reaction in question is concerted,chosen from the Wigner distribution corresponding to the ground
the rules give the right answer for the right reason. The treatise state (vibrational and electronic) cyclobutene molecule in the
of Woodward and Hoffmann remains an excellent explication normal mode approximation. The trajectory basis functions are
of the rules, but the reader is also referred to several recentnot coupled, and only the short-time dynamics has been
articles that have provided a detailed analysis of the subtletiesinvestigated (up to 50 fs). Four distinct initial conditions are
of the rules in light of modern-day electronic structure thééy?> employed. For this short propagation time and small set of initial
Such a happy state of affairs does not obtain for the conditions, we did not observe any nonadiabatic effects.
photochemical variants of the rules. Particularly in the case of ~ We find that motion along the disrotatory, i.e., WH-allowed,
ring-opening reactions for substituted cyclobutenes, there arecoordinate is immediate, thus confirming Mathies’ conclusion
many cases where the WH-predicted stereochemistry is not(but, as discussed below, only partially confirming the experi-
obtained in the photoproduct$® Furthermore, it has been mental interpretation). This is an important result because it
established that the electronic state that is relevant in orbital establishes that the WH rules are at least in part based on an
symmetry conservation principles is populated for as little as implicit impulsive approximation in the excited state manifold.
50 fs, whereupon nonadiabatic transitions to a second excitedin Figure 7, we show snapshots of a single trajectory basis
electronic state (about which the WH rules are silent) oc- motion after photoexcitation. All other basis functions behave
cur147:148 Despite this fact, the WH-predicted stereochemistry similarly. The first motion is a stretching of the CC double bond,
is observed in certain alkyl-substituted cyclobutene ring open- whose formal bond order is reduced from 2 to 1. Shortly
ings*® The situation is thus rather murky. The rules are not thereafter, the hybridization of the methylenic carbon atoms
obeyed for many cases, and even when they are obeyed, a WHhanges from $pto spg. Finally, and within 20 fs of the
state is apparently only populated for a few molecular vibrations. photoexcitation, significant displacement along the disrotatory
The first important question that must be answered is how long coordinate occurs. This is quite clearly discernible in Figure 7,
it takes for motion along the WH-predicted coordinate to but a quantification of the results is also desired. This is shown
develop. Should this time be comparable to the excited statein Figure 8, where the expectation values of the hybridization
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120 : : : : 150 forbidden) coordinate and will evolve along the disrotatory
—e— Disrotatory angle = (WH-allowed) coordinate. The only impediment to immediate

[ —s— Hybridization angle 4120 Né motion along the disrotatory coordinate is the fact that the

» 115 ¢ % Franck-Condon point is a saddle point. Thus, for example, a
o “L purely classical trajectory with geometry corresponding to the
é’ i Nt equilibrium ground state without any zero-point energy would
3 110 Py remain on the ridge forever. Quantum mechanical effects are
2 expected to minimize the relevance of such a classical periodic

i @ orbit. Thus evolution along the disrotatory coordinate should

105 . ' ¢ be essentially immediate (as we observe in the AIMS calcula-

0 10 20 30 40 50 tions).
Time / fs

We have analyzed the character of the normal modes and

Figure 8. The disrotatory angle (full line with circles and rightxis) must agree with Negri and co-work&?s that the assign-

and the HCH hybridization angle (full line with triangles and lgft ment5°151 on which Mathie¥” based his interpretation is
axis) as a function of time in femtoseconds. Results are averaged over. Alth h th . f di
four trajectories traveling on the first excited electronic state of Incorrect. Although there is some component of disrotatory

cyclobutene. The absolute value of the disrotatory angle is defined asmotion in the 1075 cm* normal mode, the mode is dominantly

[(B1+ B2) — (B3 + Ba)l. (See inset for definition of th8 anda angles.)
The change in hybridization (from o sp) begins almost immediately
after the electronic excitation and is completed within 50 fs. The
disrotatory motion begins approximately 10 fs after the electronic
excitation and its amplitude is large (120

a CH wag. Nevertheless, by following the excited state
dynamics we can conclude that the WH tendency is established
during the first femtoseconds of the ring opening. This suggests
a role for impulsive character and kinematic effects on the
efficacy of the WH rules for photochemical reactions. Indeed,

one might then expect that classification of the cyclobutene and
substituted cyclobutene ring-opening reactions which do and
do not lead to the WH-predicted stereochemistry could be
correlated with the effective mass of the substitutetite
heavier the substitutents, the more likely that the initial WH-
directed impulse could be overcome by the detailed landscape
of the excited state potential energy surface. Further calculations
and experiments, for example using deuterated cyclobutene, are
needed to make progress in formulating such a theory.
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The work presented in this paper shows that it is possible to
Figure 9. One-dimensional cut of the excited state potential energy model photochemical reaction d_ynar_nlcs from first principles
surface of cyclobutene along the disrotatory and conrotatory coordinates.for molecules of general chemical interest. However, there
All other coordinates are kept at their ground state equilibrium value. remain many directions for improvement. The electronic
Along the disrotatory coordinate the excited state potential is attractive, structure treatment that we have used does not do full justice
and it is repulsive along the conrotatory coordinate. to the Rydberg states of the molecule. Yet, it is well-established
that in the FranckCondon region, the lowest-lying excited
and disrotatory angles for the entire set of trajectory basis states of at least the smaller unsaturated hydrocarbons are
functions are shown. In this figure, the disrotatory angle is Rydberg states. Compared to the higher-lying, optically acces-
defined not in terms of ground state normal modes, but rather sible valence excited states, the energies of the Rydberg states
in terms of local modes in symmetry-adapted internal coordi- are relatively insensitive to molecular geometry. Thus, one
nates. We use Wiberg's definition of the disrotatory ari§fe,  expects (and finds theoretically) that as the geometry of the
given in the inset of the figure. Notice the range of the molecule varies to minimize the valence excited state energy,
disrotatory angle over the 50 fs time scale shetitrincreases a series of avoided crossings and/or intersections with Rydberg
from 0° to 12C°. The rationale for this behavior must certainly states will be encountered. Furthermore, there will generally
be found in the excited state potential energy surface. Thus, itbe some amount of Rydbergalence mixing in the Franek
is instructive to examine the excited state potential energy Condon region that will however decrease as the geometry of
surface for displacements along the disrotatory and conrotatorythe molecule changes to favor the valence excited state. One
modes. Both of these modes are nontotally symmetric and can conclude that a “de-Rydbergization” process must occur
therefore the ground state equilibrium value must be a stationaryas the molecule finds its way from the Frarg®ondon region
point on the excited state. Indeed, this is the case, but theto the ground state. This de-Rydbergization process is poorly
important point is that on the excited state and at the ground understood, and is not addressed in the present work. Effectively,
state equilibrium value, the disrotatory coordinate has a saddleour calculations assume that de-Rydbergization is immediate
point, while the conrotatory coordinate has a minimum. This is and that henceforth the Rydberg states are spectator states; i.e.,
shown in Figure 9, where the Frane€ondon point is at the  the dominant evolution is diabatic with respect to the valence/
midpoint of thex axis, and the disrotatory coordinate extends Rydberg character of the excited state. Certainly this is an
to the right while the conrotatory coordinate extends to the left approximation that must be less successful at some levels than
(the excited state PES in both cases is symmetric with respectothers. For example, the character of the electronic absorption

Conrotatory Disrotatory

to reflection about the FranekCondon point). All other normal
modes are left at their FranelCondon values in this plot. The

spectrum would be expected to be more sensitive to this issue.
Indeed, a Rydberg state has recently been proposed to play a

expected dynamics is clear. The wave packet produced on thedominant role in the absorption spectrum of ethyl€feéNe

excited state will remain bound in the conrotatory (WH-

are currently exploring the role of the Rydberg states by carrying
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out calculations on ethylene with more extended basis sets, butnonadiabatic and tunneling events (given a localized nuclear
it must be admitted that these calculations are extremely wave packet) provides a means to limit this expansion, but
demanding of computational resources and border on what isspreading effects cannot obviously be so effectively localized.
practically possible with the present methodology. Certainly,
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Similarly, improvement in the accuracy of the nuclear
dynamics would be fruitful. While it has been shown that the
FMS treatment of the nuclear dynamics can border on numeri- (1) Pulay, PMol. Phys.1969 17, 197.
cally exact for systems with a couple of degrees of freedom, Ne (2%_;?:5"%3#%2"QYgr(]zsfnmgLaemegtrGOffnfgﬁ gDDen Secrl\]lla;fk?c:’d?n':.

. . . L2 w Di i uantu istry: yti v i
we Certam!y do not claim 'Fhls for the appllcatlons presented Ab Initio Electronic Structure TheoryOxford University Press: Oxford,
here. Due in part to a paucity of models with many degrees of 1994.
freedom where the quantum dynamics is exactly soluble, we 66 g?i)Séshida, K.; Morokuma, K.; Komornicki, AJ. Chem. Physl1977,
do not have a flrm prescription for assessing the accuracy of °® @) Fukui, K.: Kato, S.: Fujimoto, HJ. Am. Chem. Sod975 97, 1.
the FMS approximations in large molecules. In principle, we (5) Fukui, K. J. Phys. Cheml97Q 74, 4161.
can carry out sequences of calculations with larger and larger  (6) Miller, W. H.; Handy, N. C.; Adams, J. El. Chem. Phys198Q
nuclear basis sets in order to demonstrate that interesting72 99. o . .
experimentally observable quantities have converged. In the phy(g)lg%?yfgs‘z%y"'er’ W. H.; Yamaguchi, Y.; Schaefer, H.J-Chem.
context of AIMS, the cost of the electronic structure calculations (8) Colwell, S. M.; Handy, N. CJ. Chem. Phys1985 82, 1281.
precludes systematic studies of this convergence behavior for  (9) Baldridge, K. K.; Gordon, M. S.; Steckler, R.; Truhlar, D. &.
molecules with more than a few atoms. It is interesting to note Ph{f(.))C?ergJﬁ%S_ir 9,3'351&1; Phys1994 100 8014

. I e i Hmal ruong, T. N.J. m. Phy: .
that a similar situation obtains in time mt_dependent guantum (11) Maierle, C. S.; Schatz, G. C.; Gordon, M. S.; McCabe, P.; Connor,
chemistry-the only reliable way to determine the accuracy of j. N. L.J. Chem. Soc., Faraday Tran997, 93, 709.
a particular calculation is to perform a sequence of calculations h(12) Allison, T. C.; Lynch, G. C.; Truhlar, D. G.; Gordon, M. .Phys.
; i ; : ; ;1 Chem.1996 100, 13575.
ina hu_ararc_h_y of increasing basis s_ets a_md electron correlation. (13) Weakliem, P. C.: Wu, C. J.: Carter, E. Rhys. Re. Lett. 1992
What is critically different about time-independent quantum g9 500,
chemistry is that well-defined and extensively tested hierarchies (14) Desainteclaire, P.; Barbarat, P.; Hase, WJ.LChem. Phys1994
exist, e.g., the correlation consistent basis sets of Dunning and101, 2476. _ _
co-worker88161162and the increasing orders of perturbation 11818)9)2(32uallar, V.; Batista, V. S.; Miller, W. HJ. Chem. Phys1999
theory, _MFh.l_G?’ Developing suc_:h hierarc_h_ies for thg FMS (16) Leforestier, CJ. Chem. Phys1978 68, 4406.
method is an important goal that is prerequisite to the widespread (17) Car, R.; Parrinello, MPhys. Re. Lett. 1985 55, 2471.
use of AIMS. We are working toward this goal, but it is 88; :afitey g-? gaf:ef’ E zJCthT Phgi- ;5;%395712536358-
: : P . : artke, B.; Carter, E. AJ. Chem. Phy \ .
important to recognize that it will only be useful if it arises 50 £2n,Ci”p Bonacic-Koutecky, V.. Jellinek, 3. Wiechert, M.:
from an extensive set of applications. _It is not fru|tfl_JI to propose Harrison, R. J.; Guest, M. Ehem. Phys. Lettl99§ 250, 47.
a computational hierarchy unless the incremental improvements (21) Jellinek, J.; Bonacic-Koutecky, V.; Fantucci, P.; Wiechert,M.
going from one step to the next are similar throughout, and at €hem. Phys1994 101, 10092.

. . . (22) Maluendes, S. A.; Dupuis, Mnt. J. Quantum Cheml992 42,

the present stage it appears that this can only be determined, 57
empirically. (23) Hammes-Schiffer, S.; Andersen, H. L.Chem. Phys1993 99,

: —— 523.
Finally, there are new directions that should be pursued. The (24) Parrinello, M.Solid State Commuri997 102, 107.

AIMS approach emphasizes a particular type of quantum  (55) Gordon, M. S.; Chaban, G.: Taketsugu,JT Phys. Chem1996
mechanical effect in the nuclear dynamig®nadiabatic transi- 100, 11512.
tions. Yet, other quantum mechanical effects can be importantCh(ZG) F?}?Itcinégl;.:lstrgfgggel, H. B.; Hase, W. L.; Song, K.Rhys. Chem.
; nAi ; em. Phys , .

to chemistry, no?ably zero point energy and tuqnellng. Because (27) Tuckerman. M. E. Ungar, P. J.: Vonrosenvinge, T.: Klein, M. L.
the .FMS dynam@s used in AIMS may be cor_15|dered a f_orm of 3. Phys. Chem1996 100, 12878.
basis set expansion solution to the nuclear Sdihger equation, (28) Stich, I.; Gale, J. D.; Terakura, K.; Payne, M.@hem. Phys. Lett.
these effects have not been arbitrarily removed. However, there199§928§ 402. V.- Berard. . R Voth G. &herm. Phvs. Letil99
is no question that the AIMS method does not focus on an 30((1 9)3. avese, M.; Berard, D. R.; Voth, G. &hem. Phys. Let0.999
accurate treatment het¢he adaptive nature of the basis setdoes  (30) vreven, T.; Bernardi, F.; Garavelli, M.; Olivucci, M.; Robb, M.
not take these effects into account. We have recently profosed A. (J ?m. CEem. S0d 997 119, 12h687. A

; ; ; 31) Sprik, M.; Ciccotti, GJ. Chem. Phys1998 109, 7737.
an extension of the AIMS method that incorporates tunneling  o>% o2 40 "8 570 Ve (ol Ve " Carter, E.urf. Sci. Lett1997
effects by spawning “on the other side of the barrier.” Similar 3g1 g2g.
extensions to the concept of spawning can be envisioned which  (33) Curioni, A.; Sprik, M.; Andreoni, W.; Schiffer, H.; Hutter, J.;
allow nuclear dispersion effects to be accurately treated. Pazgz)e“,a, M.J. EAFTJ %he_flT(L 33(1297, élhg 72188-(1998 120, 6345

H H : eler, . J.; Sprik, . AM. em. S0 .
Howeyer, it is not clgar that this unld be compu'tatlon.ally (35) Zewail, A. H.J. Phys. Chem1996 100, 12701,
practicat-to be useful it must be possible to aggressively limit (36) Ditchfield, R.; Del Bene, J. E.; Pople, J. A. Am. Chem. Soc.

the rate of basis set expansion. The temporal localization in 1972 94, 703.
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