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Electronic Energy Transfer in Multichromophoric Arrays. The Effects of Disorder on
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The effects of diagonal (site energy) and off-diagonal (intermolecular interaction) disorder arising from the
distribution of ionization energies on superexchange coupling and the corresponding electronic energy transfer
(EET) rate are considered. The effective donacceptor coupling is obtained using the Dyson’s equations-
based solution of the Green’s function for both the orthogonal and nonorthogonal basis sets. In a disordered
multichromophoric array, the effective superexchange coupling is shown to be enhanced. Furthermore, the
competing roles of the multiple pathways when next-to-nearest-neighbor interactions exist behave differently
depending on the type and extent of disorder. It is demonstrated that the exponential falloff of the energy
transfer rate with increasing doneacceptor distance weakens when disorder is present. Moreover, this
exponential decay is more apparent when the debadge energy gap is reduced. A method to treat EET

at the molecular orbital level using Dyson’s equations is also presented when the coupling between adjacent
bridge sites is either Dexter or through-configuration interaction. We find that the superexchange coupling
derived from the through-configuration interaction is the dominant mode of superexchange EET. The
implications of the results for the design of molecular arrays with optimized energy transfer properties are
considered.

1. Introduction The most common analytical expression used to describe this

Both experimental and theoretical studies have recently been'nd"reCt coupling is the McConnell model

devoted to the elucidation of the mechanisms responsible for 2 me1

electronic energy transfer (EET) from an initially excited donor Hps = (l)(ﬂ) (2)
chromophore to an acceptor chromophbreSuch investiga-

tions are of crucial importance to the understanding of energy
transfer dynamics in biological systems such as the photosyn-
thetic unit, and in synthetic light harvesting systeh#s.key
objective is to equip photochemists with the required knowledge

to design optimized structures for application in photomolecular ; . . .
deviceg. P PP P exponential decay of the magnitude dha with increasing

Bridge-mediated or superexchange energy transfer has beerfridge length. The supergxchange interaction rgsults primarily
proposed to be important in photosynthetic systems whereby TOM the short-r_ange orbital-overlap depen(_jent interaction be-
intervening protein molecules are capable of mediating elec- tween the cons_tltuent molecules. The effective overlap_ between
tronic coupling between the localized donor (D) and acceptor € Wave functions of the donor and acceptor thus arises from
(A) molecules. It is now established that when through-space the mixing of these wave functions with the bridge orbitals.

coupling is negligible between D and A, the excitation energy S¢Veral electronic factors such as Dexter's exchange integral,
is still able to tunnel across the bridge states to the aCCeptc)rpenetratlon terms, and through-configuration interaction have

chromophoré.An example was given in paper 1 in this setfes been proposed to promote such m‘ﬂ@“e cqmmonly in\(oked
where it was concluded that through-bond interaction is the Dexter’s theory and the through-configuration interaction have

dominant mechanism in the EET dynamics for a rigidly linked recently beeq examined C.|OSé|We shall study the roles of
naphthalene dimer with the chromophores separated by sixPOth mechanisms here using a different approach.

sigma bonds. This rate is nonadiabatic and is given by the classic The McConnell model suffers from approximatiqns \.NhiCh
Fermi's golden rule expression can be removed when the Green’s function formalism is used

to treat superexchange coupling. Evenson and Kaftpiase
o 5 managed to use the partitioning technique to evaluate a closed
k=" Hpal0(Ep — E,) @ form expression foHpa which reduces to the McConnell's
equation in the limit ofw| > |2v|. The Green'’s function method
whereHpa is the bridge mediated electronic coupling and the has been extensively used in the problem of electron trafrsfer.

Dirac delta term ensures energy conservation between the twoOf great interest to us is the solution of the Green’s function
states. elements via the Dyson’s equations, first introduced by da

Gama? to obtain the superexchange electron transfer rate. As
* Corresponding author. E-mail: k.ghiggino@chemistry.unimelb.edu.au. demonstrated by da Gama and othérs, this powerful

w ]\

whereV is the coupling of A and D to the bridge, is the
coupling between the bridge componentsjs the excitation
energy difference between the donor/acceptor and the bridge,
and m is the number of bridge units. Equation 2 predicts an
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technique eliminates the need to perform tedious matrix v

inversion and leads naturally to the tunneling pathway method. ANV IR VIRV SN Eev
When energy transfer measurements are conducted in the N y > 5

condensed phase, disorder in the form of diagonal site energy v

and off-diagonal intersite coupling fluctuations may ocurhe

former corresponds to a fluctuation of transition frequencies of 1 7

the individual molecules due to different molecular environ- Figure 1. Schematic energy level diagram for a one-dimensional chain
ments, while the latter implies a variation of the intermolecular gonskl)s_tc'jng Of_ta donotr (snt(e _il) agdBaZagcep?gS'tTehﬂ connetcteo_l \ﬂ?) a
interaction brought about by physical irregularity (e.g., positional V€ Pridge sites system (sites 2, 3, 4, 9, and ©). The nearest-neighbor
: g : . - teraction (NN) is denoted by; while the next-to-nearest-neighbor
disorder) of the molecular chain itself. It will be shown in this in : ; Lo
. . . interaction (NNN) between bridge units is denoted\l
work that both diagonal and off-diagonal disorders can result ( ) g by

from a perturbation of the ionization potential energies. Such Green's function method is introduced and applied to the
heterogene|1t6y has been known to affect the optical properties othogonal and nonorthogonal basis systems. Methods for
of polymgrlz, molecular aggregaté$and even photosynthetic  caicylating Dexter's and through-configuration interaction are
systems?1?In particular, through-space energy transfer rates geyeloped at the molecular orbital level. The Monte Carlo
and lifetimes are affected in disordered systé"tsOn the other o mnytational results are presented in section 3 along with the
hand, the effects of disorder on the superexchange couplinggiscyssion. Finally, section 4 summarizes the results and
involved in EET have attracted little attention. Studies in this implications of this work, and discusses possible experimental

area have usually considered electron trarféféf.In this paper, applications.
we shall emphasize superexchange EET and show the nexus
between energy transfer and electron transfer. 2. Theory and Method

We shall employ the Dyson’s equations-based solution to the
Green'’s function to demonstrate the behavior of the superex-
change energy transfer rate in the presence of disorder. One
dimensional chain systems with only nearest-neighbor (NN)

(a) Orthogonal Basis We consider a one-excitation Hamil-
tonian for our system

interactions are first considered. This is then extended to a H= Z€n|n| + Z Z Vi m{NHIM| (3a)

system where next-to-nearest-neighbor (NNN) interactions exist. n nm =m

Such interactions give rise to multiple pathways for the transfer =S H. |nn 3b
nte . S Hy i (30)

of excitation energy between donor and accept@onstructive =

and destructive interferences between different routes are
possible and the effects of disorder on the competing roles of Here the|nCrepresents the state in which molecolgh = 1, 2,
these pathways will be investigated. ..., N) is excited and all other molecules are in their ground
An inspiration for this paper is also derived from the state.e¢, is the energy of the excited molecufe and Vi
continuous effort to offer plausible explanations for the unprec- describes the intermolecular interaction between moleaules
edented ultrafast energy transfer rates observed in real moleculaand m. Direct through-space coupling between the donor and
systems studied in this laboratory. Such anomalous rapid energyacceptor will be ignored throughout this work.
transfer is evident in dimethoxynaphthalem®rbornane bridge- The Green’s function elements for the above Hamiltonian
ketone molecul#8 and the complex poly(acenaphthalene) can be easily obtained from the Dyson’s equations. Equation 4
polymerst28|n these systems, through-space coupling between gives the Dyson’s equations when orthogonal basis is consid-
the donor and acceptor chromophores is unable to completelyered?
explain the energy transfer mechanism. Through-bond interac-
tion, on the other hand, is subject to the distance attenuation EG. =9, + ZHi S (4)
factor. This leads to another purpose of this paper, namely an ! : e
investigation of the dependence of the attenuation factor on
varying amounts of disorder. Working with real systems andE is the tunneling energy for the excitation. For the case of
involves the nonorthogonality of the orbital basis which will only nearest-neighbor (NN) interactions between the molecules,
be included in our Dyson’s equations. the set of Dyson’s equations for our model system consisting
Several questions pertaining to the superexchange couplingof a donor (site 1) and an acceptor (site 7) connected by 5
and the corresponding energy transfer rate can therefore ariséoridges (sites 2, 3, ..., 6) (see Figure 1) is given as
when disorder effects are considered.
1. What are the effects of diagonal and off-diagonal disorder? (E—€)G;=1+H Gy
How would increasing the disorder affect the transfer rate? _
2. What is observed when disorder is introduced into a system (E = €2)Gy1 = Hy:Gyy + HogGay

where NNN interaction exists? In particular, how would the (E — €)Ggy = H3,Gyy + G3,Gyy
effective donotacceptor coupling contributions of individual
pathways be affected? (E — €4)Gy; = HysGsp + HysGsy

3. Through-medium energy transfer is known to fall off

exponentially with increasing doneacceptor separation with (E = €5)Gs1 = H5Ga1 + HseGo

a decay rate off. Would 5 change with disorder? (E — €9)Ggy = HgsGsy + He/Goy
4. How would the superexchange coupling change when
either Dexter interaction or through-configuration interaction (E—€7)G;; =Hy (5)

is used to describe adjacent bridge interaction?
These issues will be addressed in this paper which is Stepwise renormalization of the above equations reduces all
organized as follows. In section 2, the Dyson’s equations-basedinformation onto the single site 1 (the donor)
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(E-ea = AJE—€,— AY(E — €5~ Ag)(E — )
1 Pathway 1 7 (pathway 2) (11)

Because of the NNN interactions, the site-energy parts in eqgs
/\ 10 and 11 are different from eq 8. An example is given below
/_\ /_\
2 3 4 5 6

/’ A4 =
\ H46H 64 H45H 54 H45H 56H 64

E-—c) (E-co—A) E-cdE—e—Ag

- Pathway 2 7
Figure 2. Schematic depiction of two possible pathways taken for HyeHgsH54 HyeHgsHs6Hs4
the transfer of excitation energy from the donor to the acceptor. (a) (E— €)(E — e — Ay > (12a)
and (b) represent pathway 1 and pathway 2, respectively, as discussed €6, €s S (E- 56) (E—- €5 As)
in the text.
where
(E—e—A)PG;; =1+ H,Gy (6)
) ] _ HseHes b
The effective superexchange coupling between the donor and As=E_— e (12b)

acceptor is thus given by

(b) Nonorthogonal Basis.Analogous to electron transfer

5 .
_ i (ET), the Green'’s function method using Dyson’s equations can
H17 - H67 (7) H H
LVE -6y — Ay be used to treat electronic energy transfer at the mo!ecular orbital
level. Appropriate treatment and inclusion of orbital overlap
where integrals for nonorthogonal basis states must be considered when
formulating the superexchange coupling term. It will be shown
HoHoo here that the main difference between EET and ET is the
i i+1,

A =

i (8) involvement of two orbital overlap integrals in the former. This

would therefore necessitate a more complex approach to
) ) o correctly describe the superexchange rate in EET.
Aiis deflned_ to be the self-energy.part of site i and accounts  yntjl quite recently, many workers have been relying on the
for all the information on the sites removed during the (|assical Dexter interaction to interpret EET kinetics between
re_normahzat_lon procedure. An obvious advantage of the COU- chromophores which are in close proximity. This has been
pling form given in eq 7 is that the through-medium coupling  shown by Harcourt et dlto be an erroneous description of the
attenuation between sites i anéli is conveniently given by energy transfer dynamics. In their analysis, the need to consider
the interactions between ionic charge transfer configurations and
t = Hijve 9) locally excited states was advanced. This results in through-
' E—€u— A configuration interaction between donor and acceptor molecules.
The contribution from the Dexter exchange integral is canceled
When next-to-nearest-neighbor (NNN) interactiovig />, and out during the derivation of the through-configuration interaction
V3 of Figure 1) between the bridge sites are included, the whole term when the Mulliken approximation is employédt is
system can again be reduced to the donor site using thetherefore worth investigating how the superexchange coupling
renormalization method. In this case, different pathway contri- is affected by considering each mechanism and the effects of
butions to the effective superexchange coupling can be achieveddisorder. We begin by first deriving the superexchange coupling
In particular, a five-bridge system gives rise to 43 different when only Dexter interaction occurs between adjacent bridge
possible pathways of which only two of them will be examined sites before proceeding on with the through-configuration
here (Figure 2). The route which includes only nearest-neighbor interaction.
interactions (-2 — 3 —4—5— 6 —7) is chosen to be We define §,a) and p,b") to be the (HOMO,LUMO) of
pathway 1 whereas pathway 2 has a NNN subroute replacingmolecules A and B, respectively. The Dexter-type exchange
two NN subroutes (> 2 — 4 —5— 6 — 7). Pathway 2 is integral contribution to the overall electronic coupling between
said to be an order smaller than pathway 1 since the number ofA and B separated by a distancerag is given by’
sites visited is one smaller (i.e., site 3 is not encountered in

E—€i—Ain

pathway 2). Both pathways are ideal to investigate as their total Dexter _ _B,b 1 b aD (13a)
path lengths are reasonably short and hence are vital routes taken AB l'ag
by the excitation to go from donor to acceptor. Furthermore,

y 2 ’ = —(ab|ba) (13b)

the pathways’ contributions to the effective superexchange
coupling are of opposite sign, resulting in destructive interfer- . . L
ence effects. The superexchange coupling contributions for eachUSIng the Mulliken approximaticl
pathway are given by Dexter _
HAB -

5 H.'A+l _ 1- PN} I Al '/ 1A/
paweyl_ i He, (pathway 1) (10) JSaSul(@al|bb) + (@ajag) + (b'bi|bb) + (b'b'[aa)]

=1(E— €11~ Aiyy) (14)
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where @'a'|bb) is the Coulomb repulsion between electrons on

a'a’ andbb and sy, (saw) is the overlap integral of orbitala
(@) andb (b") (i.e., sap = [@|bD. We can approximate the one-
center integral by

(@alaa) = (I, + 1,)/2
(b'b'|bb) = (I, + 1,)/2

(15)
(16)

wherel; is the ionization potential of orbital Electron affinity

terms are taken to be zero for ease of analysis without affecting

Yeow and Ghiggino

ZGil(ESj — Hy) =9 (23)

such that for a model system with five bridge unisg is given
by
G =
{(ES; — Hp)(ESy, — Ha)(ESs — Hyd (ESs — HSG)}/
{a—p7} (24)

the overall conclusions. The two-center integral is approximated Where

via the Mataga Nishimoto formul&® such that

eZ

0= —[(ES, — Hs)(ESis — Hag (ESs — Hedl[—(ES;, —
Hsz)(E%3 - H23) + (Egz - sz)(ESe.s - Hss)] (25a)

(a'a’|bb) = —e2 a7)
e B = (ES, — Hp)(ESy — Hi(ES, — Ha) -
? {(ESM - H44)[—(E%2 - H32)(E§3 - H23) + (Egz - sz)
HYeX'®"is thus given by eq 18 (ES;; — Hgol} (25b)
Dexter _ _ 1 Ci e 7 =[~(ESs — Hex) (ESs — Hsg) +
S 2@ 2@ (ESs — Hed (ESs — Hed)] (250)
e T 1, Tt

Now

1
atlat ol (18) ES — H, = Hy,§ — H, = EX()S, — EX()

(26)
where EX{) is the excitation energy of moleculandS; = 1.

As espoused by Harcourt et athe Dexter term may notbe  gjnce the tunneling energy cannot assume the unreasonably large
the dominant elt_actronlc factor in the shqrt-_ran_ge orbital- \,a1ue of the locally excited configuration energis, which
dependent coupling. Instead, at close proximity, it was found j,reases rapidly with the number of bridg&sjs naturally
that the more important factor is the through-configuration .,qsen to be EX(1). The configuration overlap integral is

interaction term arising from the mixing between the locally yiained vi
excited and ionic configuration states. In this case
2B.Ba “SwSay A= B, |A-B[=1
Hye =—7% (19) S =10 A=BA-B|=1  (27)
1 A=B

whereA is the energy gap between the locally excited state and Similar expressions can also be derived for different bridge
the charge transfer state. The bond integfalsand Sy are lengths.

given in eqgs 20 (c) Disorder and Computation Method. We assume a
Gaussian disorder distributida(x) with standard deviatiol

for both the offset bridge energies (diagonal disorder) and
the bridge-bridge couplingsy; (off-diagonal disorder) in the
case of the orthogonal basis system

o1 20"]
F(x) = ex

W=5/= o b

D varies from 0 to 0.4 eV (3226 cm) for diagonal fluctuation

The Huckel constank assumes a value of 1.75 in this work. and 0 to 0.1 eV (806 crii) for off-diagonal fluctuation. This
Equation 21 is the usual formula used to compute the off- assumption has been successfully used in studies of aggfégates

diagonal Hamiltonian elements in electron transfer. It is clear and photosynthetic light harvesting systéhwenere uncorrelated

from egs 18 and 1921 that two overlap integralsd, Sav) fluctuations are induced.

are necessary to effectively describe energy transfer hence Disorder is added into the nonorthogonal basis system via

distinguishing EET from ET. the ionization potential energids, Using Koopmans’ theorem,
Using Lowdin’s partitioning method? we arrive, for a we can write the singlet transition energy for an excited molecule

nonorthogonal basis at the interaction term for the coupling as®
between the donor (site 1) and the acceptor (S)teonnected

via N — 1 bridges (sites 2, 3, .N — 1)%3
Hin= (Hi, = ES)Go N 1(Hyoan — ESi1n) whereo. ando! are the HOMO and LUMO of the chromophore
andT consists of Coulombic and exchange integrals. If disorder
The Green’s function elements for the bridge system can be causes EX to be normally distributed with a Gaussian density
derived from Dyson’s equations function, thenl, andl, can also be assumed to be displaced

ﬁab = hab - Sabhaa
ﬁa’b’ = ha’b’ - Sa’b’ha'a’

(20a)
(20b)

hi is taken as—I; from Koopmans' Theoref and hj is
approximated using the Wolfsbergielmholz formula3!

(28)

EX=1,—1,+T (29)

(22)
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Figure 3. The effects of disorder on the real (R€ and imaginary (Irff,0) components off;[] The analytical R&;[Jobtained from eqgs 35 and
36 is given as the solid line.

according to eq 28. It is important to note that using the approach attenuation factor between siteandi + 1, ti. Say, when =
introduced here (see eqs-121) off-diagonal disorder can arise 1, eq 9 can be rewritten for the averagetpbver disorder
from a distribution of ionization potential energies and a
probability distribution of interchromophoric distances. The Hi, D
latter significantly affects the orbital overlap integrals. In section 0= (g e — A (31)
2 2

3b, off-diagonal disorder is solely induced from a distribution
of ionization potential energies, while keeping the interchro- The spectrum for the real (Rgl) and imaginary (Irff;[) parts
mophoric distances, and hence the orbital overlap integrals fixed. of [;Jare presented in Figure 3. Disorder is present in the form

Monte Carlo simulations were performed on ensembles of of fluctuation of the coupling between bridges 2 and3 )t is
linear chains. All relevant parameters were obtained by averag-shown that the absolute magnitudes offiReand Init,Cincrease
ing over 100 000 chains, and the inverse transform méthod with disorder and the primary factor @§[is the real component.
was employed to generate random variables with a Gaussian The above observation can be further appreciated by deriving
probability distribution. Computations were all carried out on the analytical expression for Rgl] We can rewrite eq 31 to

a Cray J916 computer. give

3. Results and Discussion 0= Q vi(€; — €3) 2D (32)
(a) Orthogonal Basis. We start our discussion by first E—e)le—e) — v

examining the tunneling excitation enerd@y which can be o .

obtained by repeated diagonalization of the Sdimger equation ~ Where the simplified form oy is used

in the partitioning metho@ Often it is just assumed to be the 2

effective donor and acceptor term without including any vibronic A= Y2 (33)

states or vibronic coupling effects. This is an incomplete 2 € — g

description of the tunneling energy since EET proceeds between

the continua, rather than single, vibronic states of the donor This simplification is valid because all other omitted terms (e.g.,
and acceptor chromophor&sTo correct for this neglect, asmall ~ Asz) in A; are relatively insignificant. R&[is therefore given
complex parameteiic (= 0.001) is introduced such that the by

tunneling energy becom&s8

vy(e; — €(e1 — €)(€e; — €3) — V3] D
E=eatic (30) ReL= Dkfl —e)(e; —€3) — Ug]z [k(e, — 53)]2 59

Though this treatment is phenomenological in nature and lacks Using the virtual-crystal approximatiéhwhere self-averaging

rigorous finesse, it has been shown in previous works that it is js assumed, the value obtained from any configuration is similar

usually adequate to avoid undue divergences in the resonanceo the ensemble averaged value over all possible configurations.

region*38 Since our sample size is reasonably large, the above assumption
To illustrate the effects of diagonal and off-diagonal disorder holds. In this case, eq 34 is recast into

on the rate of superexchange energy transfer, a simple system

consisting of chemically similar donor and acceptor chro- Re, (= {vy(e; — €5)[(€; — €,)(e; — €5) — DA}/

mophores with donerbridge energy gap of 3 eV (24 195 ci) 2 2 2

is considered. Interchromophoric interactions are assumed to {[(e; = e(e1 = €5)]" = 2(e; — e)(ey — ) d5LH 500

be 0.1 eV (806 cm?) throughout the chain and = 2 eV. An [k(e; — 63)]2} (35)

insight into the behavior of the superexchange coupling with

disorder can be obtained by first examining the coupling From standard Gaussian integrals, we obtain
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Figure 4. Variation of (JH-/?Cwith diagonal disorder (a) when disorder occurs at all bridge sites and (b) when disorder occurs at bridge 2.
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Figure 5. Variation of [H/?Cwith off-diagonal disorder (a) for all adjacent site interactions and (b) for interaction between bridge 2 and bridge
3.

@50= u® + D? (36a) increase in the superexchange coupling from the latter is greater
than the reduction caused by an increased in the energy band
|31ng= /14 + GMZD2 + 3D* (36b) gap. This means that diagonal disorder effectively lowers the

energy gap between the donor and the bridge sites, thus

where upon substituting into eq 35 gives the final analytical facilitating the superexchange mechanism. Similarly, the rate
form for Re®,[] The graph of R&thus obtained using eqs 35  Of change of the superexchange coupling with intersite interac-
and 36 is given by the solid line in Figure 3b. The analytical tion v is proportional toN2(~% so that an enhanced effective
form of Ref,Cagrees well with the Monte Carlo result and again €nergy transfer rate is also achieved with off-diagonal disorder.
shows the enhancement of the coupling attenuation factor whenAnother feature worth noting in Figures 4 and 5 is that the
disorder is slowly increased. effects of fluctuations on all bridge energies or all interbridge
By applying the Green's function method introduced in COUPlings are more apparent than that on either singte «;
section 2, we demonstrate that diagonal (Figure 4) and off- SINC€ an ensemble average of 1@3 are now needed to treat
diagonal (Figure 5) disorder can result in an increase in the JH17?Ll A study on molecular wires reported by Ratner and
effective superexchange coupling. This is easily rationalized CO-workers® revealed that electron conductance in molecular
from the constituent attenuation terms) (of Hiz; which wires is affected in an analogous fashion by disorder. In
experience the same effects of disorder as discussed above. Fdparticular, when the Fermi level lies outside the wire bandwidth,
aN-bridged system where eq 33 is applicable, the rate of changethe superexchange conductance increases initially with energetic
of the superexchange coupling with energy gap-(e — A) is disorder before decaying away.
roughly proportional to—N(E — ¢ — A)~™N*1, When the We now turn our attention to the effects of next-to-nearest-
excitation site energy; is displaced by an equal amount either neighbor interaction and in particular on the relative contribu-
away from or closer to the tunneling energy, the resulting tions of pathway 1 (eq 10) and pathway 2 (eq 11) to the effective
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Figure 6. Effects ofdiagonaldisorder on the contribution to the effective superexchange coupling of pathvmyiﬁi‘htvayﬁzlj and pathway 2
(QHPa™ay32[y along with their resultant contributioHPa™ayl 4 HPatwayizry ywhen (a) the next-to-nearest-neighbor interaction N&IN.003337

eV, (b) NNN = 0.005 eV, and (c) NNN= 0.001 eV.

superexchange coupling in the presence of disorder. Notice fromof the same sign, a destructive interference occurs between the
the McConnell model, when the NNN and NN interactions are two pathways. Figure 6a describ8#li7/?0as a function of
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Figure 7. Effects ofoff-diagonaldisorder between adjacent bridge coupling on the contribution to the effective superexchange coupling of pathway
1 (QHPE™a¥}2y and pathway 2 [HP3™#42[ along with their resultant contributionJHPa™aL + Hpatwayiery when (a) the next-to-nearest-
neighbor interaction NNN= 0.003337 eV, (b) NNN= 0.005 eV, and (c) NNN= 0.001 eV.

bridge energy disorder for the two pathways (it€)3™**and coupling (i.e., HPA™aL 4 ppatwayd iy this case, the NN
HP3"™2Y and their resultant contribution to the superexchange interaction is 0.1 eV while the NNN interaction between sites
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Figure 8. Effects of off-diagonal disorder between adjacent bridge coupling and non-nearest-neighbor interaction on the contribution to the effective

superexchange coupling of pathwayQHE2™®12[) and pathway 2[{H?2"™®32() along with their resultant contributiomfa™ay* -+ Hpaiway3zry
when the next-to-nearest-neighbor interaction NNND.0O1 eV.

2 and 4 in pathway 2 is 0.003337 eV. Both pathways are of of disorderD is greater than 0.07 eV. At this region, the
equal importance in the absence of disorder which gives rise tofluctuation is able to create a system where the NNN interaction
a near-complete destructive interference and a diminishedbecomes smaller than the optimum interaction brought about
resultant contribution to the energy transfer rate. In this case, by an effective increase in the NN couplings. Pathway 1
we name the NNN interaction as the optimum interaction. With therefore gains significance. Whe,, is now allowed to

the introduction of disorderHfaM™ &/t ppaiway2 5 q pypathwayl
andHPaMwayly ppatway2increase in magnitude with the longer
pathway 1 becoming the dominant route. We can assign
—(E — € — A) = ¢ when the bridge sites are energetically far

undergo fluctuation, the shorter pathway 2 becomes the
dominant route for all three cases of NNN interactions. We
choose NNN coupling= 0.001 eV to illustrate this point. Figure

8 shows that pathway 1 is the dominant path at small degree of

disorder but is negligible wheb > 0.0025 eV. This is due to

a relatively smaller optimum interaction formed when compared
to the disordered NNN coupling. Note that an equal amount of
NN disorder is unable to compensate for the decline in
|HPawaY} velative to|HPS™YE,

The above results emphasize the importance of disorder
effects on the tunneling dynamics of excitation energy. The
implications in this section are especially relevant for photo-
chemists in pursuit of the ideal photomolecular device. Morrison
et al#® have recently studied the kinetics of long-range through-

As expected, when the NNN interaction is now increased to bond energy transfer for a series of molecular ph(_)tonic devices.
0.005 eV, the shorter pathway 2 becomes the more importantMore recently, we have report€dthe need to invoke the
route taken by the excitation energy (Figure 6b) whereas when SuPerexchange mechanism to fully explain the EET dynamics
Haa is reduced to 0.001 eV, the longer pathway 1 prevails N @ rigidly linked naphthalene dimer. I.r?corporgtmn of high-
(Figure 6¢) throughout all degrees of disorder. In general, when €N€rgy gates and relays can help to facilitate or impede the rate
the next-to-nearest-neighbor interactiehy, is greater (smaller) of superexchange energy transfer. Therefore, by careful selection

than the optimum interaction, pathway 2 (pathway 1) is the of these units, various pathways via the gates or relays will
dominant pathway. contribute differently to the superexchange coupling depending

Next we consider a system where fluctuation is centered on " disorder effects. One has the potential to control the rates of
adjacent bridge couplings. The disorder-dependent behavior of€N€rgy transfer in such systems.
the mean of the square bfPaMWaL pPatway2 g jpathwayl | (b) Nonorthogonal Basis It is well-known that the rate of
HPEWaY2 e presented in llzigurés 177a b and 1770 for NNN SuPerexchange energy transkedecreases exponentially with

17 ]

coupling= 0.003337, 0.005, and 0.001 eV respectively. Again 2" Ncréasing doneracceptor separatioR, such that
an increase inH,7/2Cis observed when disorder sets in. Given (38)
the two possible nonexclusive pathways, we note that vidgn

is either 0.003337 or 0.001 eV, the dominant energy tunneling wheref is the effective decay constant per bond. In the first
path is pathway 1. This is also observed in the diagonal half of this section, we shall examine the effects of disorder on
disordered system mentioned in the previous paragraph. Anthe attenuation factg#. To mimic a real molecular system, the
interesting feature is revealed when the next-to-nearest-neighborbridge molecule used in our study was chosen to closely
interaction between bridges 2 and 4 is 0.005 eV (see Figureresemble ethen®.Ab initio studies of the electronic factors
7b). Even though the expected pathway 2 remains the principalresponsible for excitation transfer within an ethene dimer have
pathway, its role in energy tunneling is reversed when the degreepreviously been performe®.The average HOMO ionization

removed from the donor. From eqs 10 and 11, we get

E_o= HaaHs,
p=0 Ha,

(37)

for D = 0 eV. Pathway 1 is the primary factor in the resultant
contribution when 73"+ HPaway3 < ¢ js satisfied. For a
disordered system, this condition can be translatedgptg >

&p which is easily fulfilled since fluctuation of the site energies

has been shown to reduce the energy band&gap

k O exp(—=pR)
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Figure 9. Bridge length dependence of Idb;7|?Ofor different values of disorder. The gradients of the linear lines decrease with increasing
disorder, indicating a weaker exponential falloff in a more disordered system.
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Figure 10. Plot of attenuation factor ratifp/fp = o as a function of disordeb.

potential of each bridge was set at 22 eV while the LUMO B~ —In(lv/Z]) (39)
ionization potential I¢) was varied from 30 to 28 eV. This
corresponded to an energy gap of 3 eV (24 195%9rtp 1 eV

1 ; .
(8065 cnt?), respectively. The orbital overlap termsp and energy gaft (), f would naturally decrease.

S, and A required to compute the through-configuration To investigate what happens when the dertmidge energy
interaction between adjacent chromophores are 0.01, 0.005, ancbap is changed, we first define

1 eV, respectively. The donor (acceptor)- bridge coupling is
fixed at 0.001 eV. . Bo

The dependence of the superexchange transfer rate (i.e., _ﬁo—o (40)
[Hpa|20) on the bridge length is illustrated in Figure 9 fpr= B

28eV. A Straight line is obtained irrespective of the amount of Where[/jD andﬁD=O are the decay constants for disordeand
disorder operating in the system. This suggests that even at thep = eV, respectively. Figure 10 sho\ﬁsas a function oD
maximum disorder @ = 0.3 eV), the energy is tunneling for energy gaps of 1 eVli(= 28 eV), 2 eV [ = 29 eV), and
through a barrier at a rate that decreases exponentially with an3 eV (;, = 30 eV). In generalfp and hence? decrease with
increase in the separation distance between donor and acceptadisorder with a more prominent change inobserved when
(i.e., superexchange mechanism). The most striking featurethe energy gap is reduced. This implies that when the bridge
observed is the weaker falloff df with distance when the  molecules are modestly removed from the donor, the rate of
fluctuation is gradually increased. This is easily followed from decay of the superexchange coupling with an increase in donor
the gradient,g, of the lines in Figure 9 sinc@ is simply acceptor distance is greatly impeded in the presence of disorder.
—1.151%). The attenuation factor can be easily shown to be The tunneling mechanism via chemical bridges is therefore still

where v relates to adjacent bridge coupling. Since disorder
effectively reduces (enhances) the magnitude of donor-bridge
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highly feasible in long disordered chains. We have recently between sites in these macromolecules. A well-designed den-
showri2 that bath coupling with bridge molecules in systems drimer, in light of the “pathway control” model proposed here,
with modest enough energy gap can activate a sequential energygan provide a critical study of the efficiency of energy funneling
transfer mechanism via the bridges. The competition betweenfrom the peripheral groups on the surface of the dendrimer to
sequential and superexchange mechanisms would therefore takan interior energy trap.
on a new dimension with the introduction of static disorder. = We have also shown that the exponential falloff of the energy
Studies exploring the dual effects of bath fluctuation and static transfer rate with increasing doneacceptor distance weakens
disorder on long-range energy transfer kinetics are undefivay. when disorder is present. This may shed some light on the
We conclude this section by comparing the superexchangeunprecedented ultrafast energy transfer observed in systems
coupling derived from through-configuration interaction (eq 19) where the donor and acceptor are substantially separated (see
and classical Dexter coupling (eq 18) between nearest bridgethe Introduction for the systems studied in this laboratory).
molecules. The calculatg#i>s*'®] and |H'%| whenl; = 30 eV Moreover, the impeded exponential decay of the superexchange
are 7.29x 10*and 3.71x 102 eV, respectively. Clearly, the  coupling with distance is more apparent in a system where the
through-configuration interaction is about 50 times larger bridge is only modestly removed from the donor. Finally, it is
than the Dexter interaction. By plotting |a]g|t1°7 2|]|:|]H?§X‘ef|2[j demonstrated that the superexchange coupling derived from
against disordeb in Figure 11, it is evident from the positive  through-configuration interaction is the dominant mode of
values obtained that the through-configuration interaction is the superexchange energy transfer.
principal mode of “virtual” energy transfer throughout all
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We have examined the effects of disorder on the superex-
change coupling for several possible systems. An important
conclusion is the remarkable enhancement of the effective
donor-acceptor coupling when fluctuation is introduced into a
disorder-free system. Molecular bridge arrays can be chemically
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