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The structures, energies, and charges of uranyl cation complexes with water molecules, nitrate ion, and carbonate
ions were determined using Hartree-Fock, second-order Mo¨ller-Plesset (MP2) perturbation theory, and density
functional theory (DFT) ab initio quantum chemical methods. Reasonable agreement with experimentally
determined structures was found. Significant polarization of the ligands as well as charge transfer to the
uranyl ion was observed in the complexes. The dissociation energy curves for the complexes were also
determined at the MP2 level of theory. Attempts to reproduce these curves with molecular mechanical models
with fixed atomic point charges failed, showing that an appropriate force field for these systems must include
polarization and charge-transfer effects.

1. Introduction
During the past decades the actinide elements have attracted

intense experimental and theoretical interest.1-3 The reasons for
this are, of course, that they are radioactive, chemically toxic,
and of great importance for the nuclear-power industry. A major
rationale for much actinide work has been that of detoxification
after contamination due to accident or dumping. Thus, effort
has gone into the identification of agents that promote the
excretion of uranium,4 plutonium,5 and neptunium6 from the
human body and into how to separate actinide ions from other
ions in the management of nuclear waste.7,8

Molecular modeling and theoretical simulation studies are
potentially powerful approaches for tackling such problems and
can be used, for example, to compute the association constant
of different chelating agents to uranium or plutonium in solution.
A few studies of this kind have appeared in the literature. They
employed molecular mechanical (MM) force fields to determine
the coordination geometry of various uranyl complexes and the
free energies for association of the uranyl ion with water, NO3

-,
18-crown-6, CMPO, and calix[6]arene6-.9-14 A problem with
the MM force fields used in these investigations, though, was
that the charge distribution of each molecule was fixed, being
represented by partial point charges on the atoms, and so no
account was taken of electronic reorganization effects due to
interactions between the ligands or between the ligands and the
solvent. A more recent study attempted to estimate the
magnitude of some of these effects by performing simulations
of UO2(NO3)2OdPR3 (R ) H, methyl or phenyl) 1:1 and 1:2
complexes and calculating the free-energy differences between
two different states of the complexessone in which the charge
distribution was that of the complex itself and the other in which

it was that of the separated UO2(NO3)2 and OdPR3 species.15

Once again, however, effects such as polarization and charge
transfer were partially neglected due to the fixed point charge
representation of the charge distributions.

Our main interest in modeling uranyl and its complexes has
been in the design of chelating compounds for the treatment of
contamination and the detoxification of human serum. To
perform such modeling, however, it is necessary to have a
reasonable representation of the force field for the uranyl ion
and its ligands. We have, therefore, undertaken a number of
quantum chemical calculations to gain insight into the nature
of the bonding in uranyl complexes and data for our param-
etrizations. Previous quantum mechanical studies on uranyl
complexes have indicated that the bonding is primarily ionic.16,17

In this paper, we focus on the uranyl ion, UO2
2+, and on the

ligands H2O, NO3
-, and CO3

2-. The uranyl ion is the most
important species in the aqueous chemistry of uranium and is
the predominant biological form of uranium in the blood and
in tissue. The coordination chemistry of the uranyl ion has been
investigated in several experimental studies, and a large number
of structures (about a hundred) with these three ligands can be
found in the Cambridge Structural Database (CSD).18 Further-
more, structural and thermochemical data also exist for the
association of uranyl with NO3- and CO3

2- in solution.3,19,20

Nitrate is found in high concentrations in liquid solutions of
nuclear waste21 and carbonate and bicarbonate are found in
significant concentrations in many natural waters and are
therefore of interest as complexing agents for uranyl in
environmental chemistry.22 Recent theoretical studies of the
uranyl ion have looked at its complexes with OH-, H2O, NO3

-,
CO3

2-, SO4
2- and OdPR3 (R ) H, methyl or phenyl).15,16,23,24

The outline of this paper is as follows. Section 2 describes
the methods we have used to study uranyl and its ligands, section
3 discusses the results we obtained, and section 4 concludes.
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2. Methods

The actinides present considerable challenges for quantum
chemical techniques because they can have complicated bond-
ing, potentially involving 5f, 6p, 6d, 7s, and 7p atomic orbitals,
and because relativistic effects can be significant.17,25 For our
study, we mostly employed the program package CADPAC,26

although some of our calculations were done with GAUSSIAN
94.27 Depending upon the system, we used either a restricted
Hartree-Fock (HF) method, second-order Mo¨ller-Plesset
perturbation theory (MP2) (all electrons active),28 or density
functional theory (DFT)29 with the B3LYP functional.30

Due to the large number of electrons that uranium has, it is
usual to neglect the core electrons and replace them by a
pseudopotential. In our study, the effect of the 78 core electrons
of uranium was represented by the relativistic one-electron
effective core potential (ECP) of Hay (up to and including 4f
and 5d electrons), and a [3s3p2d2f] contracted Gaussian basis
set was used for the remaining 14 electrons.26 Both the ECP
and the corresponding basis set were derived for use with HF
calculations. However, previous work has shown that it is
feasible to use them with DFT methods.31,32Likewise, calcula-
tions on transition metal complexes with equivalent basis set/
ECP combinations have given good results,32,33 and so we
assume that this is also a valid approach in our work. For the
other atoms, different basis sets were employed, including
6-31G(d), 6-31G(2dp) (a 6-31G basis with two polarization
functions and a set of diffuse sp functions), double-ú (DZ) and
double-ú with polarization (DZP) sets.28 We should note that,
in the rest of the paper, we will only explicitly define the basis
set on the non-uranium atoms, it being understood that the basis
set/ECP combination discussed above is always used for
uranium. In all calculations, d- and f-functions were taken to
have 6 and 10 Cartesian components, respectively.

Two distinct types of calculation were done. The first
consisted of geometry optimizations of the uranyl cation and
some of its complexes. The calculations were performed by
optimizing all the available geometrical degrees of freedom,
without symmetry constraints, and the optimizations were taken
to have converged when the rms gradient for the complex was
less than 10-4 hartrees bohr-1.

The second set of calculations were profiles for the dissocia-
tion energy of the uranyl ion and the ligands H2O, NO3

-, and
CO3

2-. In these calculations, the internal geometry of the
molecules was held fixed, and only the distances between the
uranyl ion and ligands were altered. The uranyl cation is linear
and we chose a U-O bond length of 1.761 Å which is the value
derived from experimentally determined structures in the CSD
(see next section). The structures of NO3

- and CO3
2- were

optimized at the MP2 level using the AUG-cc-pVDZ basis in
GAUSSIAN 94,27 giving N-O and C-O bond lengths of
1.2699 and 1.3152 Å, respectively. These values correspond
well to the experimentally determined bond lengths for these
ions in crystalline systems which are found to be in the ranges
1.22-1.27 and 1.27-1.31 Å, respectively.34 The structure of
H2O was taken from reference 35.

For both sets of calculations, charge analyses were performed
and binding energies were calculated. The charge analyses were
done either by a Mulliken procedure in CADPAC or by using
the CHELPG algorithm in GAUSSIAN. The binding energy of
a complex ABn was estimated as∆EABn ) EABn - EA - nEB

whereEX is the energy of species X. When determining the
dissociation energy curves, the binding energies were corrected
for basis set superposition error (BSSE) using the counterpoise
method.36

3. Results and Discussion

3.1. The Uranyl Cation. The structure of the uranyl cation
was optimized at the HF, MP2, and B3LYP levels with both
DZ and DZP basis sets on the oxygens. The results are given
in Table 1. It can be seen that the optimized U-O bond lengths
deviate quite substantially from each other and range from 1.65
to 1.78 Å, depending on the type of calculation. The Hartree-
Fock method gives the shortest bond lengths, and inclusion of
polarization functions on the ligands systematically decreases
the bond length by 0.02-0.04 Å. This behavior has also been
found by others.16,17,24

It is interesting to compare these results with U-O distances
determined experimentally. Although, our calculations are in
the gas phase, the most comprehensive experimental source of
structural data is derived from X-ray crystallographic studies
and stored in the CSD. Here there are about a thousand structures
that contain uranium. From these we selected complexes in
which there was a uranyl ion coordinating to either carbonate,
phosphate, sulfate, nitrate, or water. As a further criterion, we
only accepted complexes with at least two coordinating water
molecules if none of the other ligands were present. This left
us with 76 structures in total from which we found that the
mean U-O distance was 1.761( 0.039 Å with a minimum of
1.6795 Å and a maximum of 1.9489 Å. The distribution of
distances was very strongly peaked around the mean value with
frequencies of 1.65-1.70, 8; 1.70-1.75, 37; 1.75-1.80, 94;
1.80-1.85, 7; 1.85-1.90, 3; 1.90-1.95, 3. It should be noted
that we made no attempt to take into account the resolution of
each structure in deriving these results.

Table 1 also shows the Mulliken charges for the uranium
and oxygen atoms obtained for each of the optimized complexes.
As with the bond lengths, there is a significant variation
depending upon the method and basis set, with the trend that a
shorter bond length gives a higher charge on uranium. As
Mulliken charges do not seem to model properly the charge
distribution in the U-O bond,16 the charges on the atoms of
the uranyl ion were also obtained from a fit to the electrostatic
potential, derived from a HF/DZ calculation, using the CHELPG
procedure.27 The fitting requires atomic radii for the construction
of the surface where the electrostatic potential is calculated, but
as there is no default radius for uranium in GAUSSIAN, we
tried values in the range 1.0-2.5 Å. The results are shown in
Table 2 and indicate that there is only a small variation of
0.15 e in the charge of the uranium as its radius is increased
from 1.5 to 2.5 Å, but there is a significant increase when the
radius is decreased to 1.0 Å. In addition to the fits done to the
electrostatic potential, the table also shows the results of a fit
done to reproduce some of the lower order multipole moments
of the uranyl cation.37 The charges obtained are similar to those
resulting from a fit to the electrostatic potential with a large
uranium radius. As a final test, we investigated the dependence
of the atomic charges as a function of the U-O bond length

TABLE 1: Results of Optimizing the Uranyl Cation with
Different Methods and Basis Setsa

method/basis set U-O/Å energy/hartrees qU/e qO/e

B3LYP/DZ 1.731 -201.1150 1.92 0.04
B3LYP/DZP 1.708 -201.1621 2.15 -0.08
HF/DZ 1.666 -199.6631 2.14 -0.07
HF/DZP 1.648 -199.7373 2.42 -0.21
MP2/DZ 1.783 -200.3652 1.84 0.08
MP2/DZP 1.747 -200.5345 2.07 -0.04

a qU and qO are the Mulliken charges of the atoms U and O,
respectively.
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and found that the variation is not large, the charge on the
uranium decreasing (increasing) slightly as the bond length
decreases (increases).

As a result of the above analysis, in the rest of the paper and
in our MM model of the uranyl cation, we assign charges of
2.9 and-0.45 e to the uranium and oxygen atoms, respectively.
These values compare with those previously published in the
literature of 2.8/-0.416 and 2.5/-0.25 e.11

3.2. Geometry Optimizations of Uranyl-Water and Ura-
nyl-Carbonate Complexes.Geometry optimizations were
performed of uranyl-water complexes UO2(H2O)n2+ with n
varying from 1 to 5 and the uranyl-carbonate complex UO2
(CO3)3

4-. The optimizations of the water complexes were done
with a B3LYP/DZ method while those of the carbonate
complexes were done at both the HF/DZ and B3LYP/DZ levels
of theory.

The structures and relative energies for the optimized uranyl-
water complexes are presented in Table 3. Similar calculations
on uranyl-water complexes with from 4 to 6 water molecules
have been reported by Spencer et al.24 The oxygens of all the
water molecules are found in the equatorial plane with the
hydrogen atoms positioned perpendicular to this plane. The only
complex in which the uranyl ion is expected to be bent is
UO2(H2O)2+, and this is indeed the case, but only by a very
small amount (an angle of 179.9°). The U-OH2O bond length
increases by about 0.03 Å for each additional water molecule
added, whereas the U-OUO2 bond length increases by about
0.01 Å for each additional water.

The binding energies for the complexes were determined as
described in section 2. We have introduced neither BSSE nor
zero-point energy (ZPE) corrections for these complexes,
because we are only interested in an estimate of the binding

energies, not quantitative values. These would, in any case, be
hard to get with the presently available basis sets for uranium.
The energy of the isolated water was determined at the reference
geometry of reference 35 and that of the uranyl ion at the
optimized geometry appropriate for the method and basis set
being used to study the complex. The energy values, which are
listed in the last column of Table 3, show that the binding is
very strong. This is in agreement with the findings of Spencer
et al., who also note that the binding is likely to be significantly
weakened in solution.24 These latter workers also determined
BSSE and ZPE corrections and showed that they amounted to
only a few percent in the total binding energies.

It is possible to compare the B3LYP structure for the complex
UO2(H2O)52+ with those obtained experimentally in solution
and in the crystal.38,39 These are shown in Table 3 along with
the results of an optimization at the HF level of theory. Both
the HF and B3LYP calculations overestimate the U-O dis-
tances, those between the uranium and the water oxygens by
0.04-0.08 Å, respectively, and those between the uranium and
the uranyl oxygen by 0.01-0.08 Å, respectively. These differ-
ences, although not large, could be due to the fact that the
calculations are performed for the complexes in gas phase as
opposed to the condensed phase or due to limitations in the
basis set. Indeed, it can be seen from Table 1 that the U-O
bond length in UO22+ decreases by up to 0.03 Å on going from
a DZ to a DZP basis set.

The results of a Mulliken charge analysis for the uranyl-
water complexes are shown in Table 4. The charge on the uranyl
ion decreases for each additional water molecule added, by about
0.27 e for the first water and by about 0.16 e per water in the
complex with five water molecules. This clearly demonstrates
that charge transfer is significant even with an uncharged ligand.
The added charge is approximately equally distributed between
the uranium and the oxygens of UO2

2+. The water molecules
are clearly polarized by the uranyl ion, as can be seen by
comparing the Mulliken charges of gas phase water (the first
line in Table 4) with complexed water. This effect weakens as
the coordination number increases, probably because the charge
of the uranyl is decreased by charge transfer from the water
molecules. Interestingly, the charges on the water oxygens are
almost constant, independent of the number of coordinating
water molecules.

The structure of the complex UO2(CO3)3
4- was optimized at

the HF/DZ and the B3LYP/DZ levels of theory. The results
are compared with the experimental values in Table 5. The
agreement between the calculated and experimental values is
reasonable, although the calculations overestimate the U-OCO3

bond length by about 0.12 Å and the C-O bond length for the
non-coordinating oxygen by about 0.05 Å. Again these differ-
ences may be due to the fact that the calculations are performed
in the gas phase or because of deficiencies in the theoretical
approach. The binding energy for the complex is found to be

TABLE 2: Atomic Charges for the Uranyl Cation Obtained
by Fitting an Atom-Centered Point Charge Representation
of the Cation’s Charge Distribution to the Electrostatic
Potential at the Molecule’s Surface Calculated at the HF/DZ
Level of Theory

U-O/Å U radius/Å U and O charges/e

1.761 1.0 3.330/-0.665
1.761 1.5 3.010/-0.505
1.761 2.0 2.918/-0.459
1.761 2.5 2.858/-0.426
1.761a 2.832( 0.13/-0.416( 0.09
1.650 1.5 2.958/-0.479
1.900 1.5 3.058/-0.529

a This fit was done to reproduce the quadrupole, octupole, and
hexadecapole moments of the cation (with statistical weights of 1.0,
0.11115, and 0.01235, respectively) and not the electrostatic potential.

TABLE 3: Structures and Relative Energies of
Uranyl-Water Complexes Obtained from Geometry
Optimizations at the B3LYP/DZ Level of Theorya

na U-OUO2
2+/Å O-U-OUO2

2+/deg U-OH2O/Å ∆E/kJ mol-1

0 1.731 180.0 0
1 1.744 179.9 2.338 -341
2 1.755 180.0 2.381 -638
3 1.766 180.0 2.402 -908
4 1.776 180.0 2.430 -1129
5 1.781 180.0 2.488 -1260
5b 1.720 180.0 2.503 -1218
5c 1.71 180 2.45
5d 1.702 180 2.421

a Results are shown for complexes withn ) 0-5 water molecules.
b An additional result at the HF/DZ level of theory.c From an
experiment in the solid state.39 d From an experiment in solution.38

TABLE 4: A Mulliken Analysis of the Charges on the
Atoms in the Uranyl-Water Complexesa

n qU qO(UO2
2+) qUO2

2+ qO(H2O) qH(H2O) qH2O

0 1.92 0.04 2.00 -0.69 0.35 0.00
1 1.80 -0.04 1.72 -0.77 0.52 0.27
2 1.72 -0.10 1.52 -0.78 0.51 0.24
3 1.67 -0.15 1.37 -0.79 0.50 0.21
4 1.65 -0.20 1.25 -0.78 0.49 0.20
5 1.66 -0.22 1.22 -0.78 0.47 0.16

a Results are shown for complexes with 1-5 water molecules. The
entries corresponding ton ) 0 refer to the species at infinite separation.
Charges are in units of the fundamental charge e.
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much larger than that for the uranyl-water complexes with a
value of about 2600 kJ mol-1. In a simplified model, this can
be explained by the fact that the charge-charge attraction
driving the uranyl-carbonate complexation is stronger than the
charge-dipole attraction of the uranyl-water complexes.

In Table 6, the Mulliken charges of the ions in gas phase
and in the complex are presented. There is a very large charge-
transfer effect from the carbonates to the uranyl. Both the HF
and B3LYP calculations predict similar changes in the carbonate
carbon, carbonate oxygen, and uranyl oxygen atom charges on
complexation. They differ, however, on how the charge of the
uranium changes. The change is small (∼ -0.1 e) in the HF
calculation but much larger with B3LYP (∼ -0.6 e). It is worth
remarking, however, that at both levels of theory the charge of
the uranyl lessens substantially and much more so than it does
in its complexes with water. In contrast to the case of the
uranyl-water complexes, the calculations indicate that there is
little polarization of the carbonate ions, possibly because the
uranyl ion has been neutralized to a large extent.

A comparison of the general details of the complexes’
structures that we optimized here with the structures that we
selected from the CSD shows good agreements the coordinating
ligand atoms tend to be positioned in the plane perpendicular
to the O-U-O axis, and in this plane, the coordinating atoms
of different ligands are positioned so that they are as far apart
from each other as possible. Thus, the structures of the
complexes can be considered to be due to a compromise between
the electrostatic charge-charge or charge-dipole attraction
between uranyl and ligand and the ligand-ligand repulsions.

3.3. Uranyl-Ligand Dissociation Energy Curves.To gain
further insight into the nature of the bonding in the uranyl
complexes and more data for the generation of a reasonable
uranyl MM force field, we determined the dissociation energy
curves for the uranyl ion and water, nitrate, and carbonate
ligands. Schematics of the geometries of the complexes that
we used in these calculations are shown in Figure 1.

To estimate the MM electrostatic interaction energy between
the uranyl ion and its ligands water, nitrate and carbonate, we
had to derive atomic point charge models for the ligands. For
nitrate and carbonate we obtained the charges by performing
HF calculations with the 6-31G(d) basis set using the CHELPG
algorithm. This gave charges of 1.010 and-0.670 e for the
nitrogen and the oxygens of the nitrate ion and 1.198 and-1.066
e for the carbon and the oxygens of the carbonate ion,
respectively. Repeating the calculations at the MP2 level with
the same basis set elicited variations in the charges of up to
0.07 e per atom. It is common practice40 when deriving MM

force fields to use HF/6-31G(d) CHELPG-derived charges
because, in general, they give a dipole moment that is too large
(although here neither of the ions have a dipole moment). This
overestimation is assumed to make up for the lack of polariz-
ability upon solvation.

For water we used a different approach and chose two
different charge models. The first we obtained by fitting the
charges to reproduce the dipole moment of the water molecule
in a vacuum, 1.85 D. For our reference geometry this gave
charges of -0.6574 and+0.3287 e on the oxygen and
hydrogens, respectively. The second set of charges,-0.834 e
on the oxygen and+0.417 e on the hydrogens, we took from
the TIP3P model of water that is often used in MM simulations41

and which gives a dipole moment for the water molecule of
2.31 D.

The curves of the interaction energies between the uranyl
ion and two water molecules, between the uranyl and two
nitrates, and between the uranyl ion and two carbonates are
shown in Figures 2, 3, and 4, respectively. Initially we tried
doing these calculations with a B3LYP/6-31G(2dp) level of
theory but we had severe convergence problems in the carbonate
case and so switched to a MP2/6-31G(2dp) model. The
calculated curves were corrected for BSSE because we wanted
to have data of sufficient quality to use for parametrization of
an MM force field for these systems.

Figures 2-4 also show the electrostatic interaction energy
curves calculated with the point charge models that we derived
for the uranyl ion and its ligands. All of the curves agree well
with the MP2 results at intermediate and long distances but,
except for the TIP3P charge model of water, fail to reproduce
the depth of the well at the minima. We have attempted to model

TABLE 5: Structures and Relative Energies of the UO2(CO3)3
4- Complex Obtained from Geometry Optimizations at the

HF/DZ and B3LYP/DZ Levels of Theorya

method U-OUO2/Å O-U-OUO2/deg U-OCO3/Å C-Oc
a/Å C-Ou

a/Å O-C-O/deg ∆E/kJ mol-1

B3LYP/DZ 1.848 180.0 2.576 1.344 1.307 112.7 -2833
HF/DZ 1.765 180.0 2.573 1.317 1.283 112.1 -2662
experiment 1.79( 0.01 180 2.45( 0.01 1.33( 0.02 1.24( 0.03 115( 2

a The Oc type corresponds to the two oxygen atoms per carbonate that coordinate the uranium atom, whereas the Ou type is the uncoordinated
oxygen. The experimental data are from ref 43.

TABLE 6: A Mulliken Analysis of the Charges on the Atoms in the UO2(CO3)3
4- Complex and in the Separated Uranyl and

Carbonate Ionsa

method qU qO(UO2) qUO2 qOc
b qOu

b qC(CO3) qCO3

B3LYP/DZ gas phase 1.92 0.04 2.00 -0.65 -0.65 -0.04 -2.00
B3LYP/DZ complex 1.33 -0.50 0.33 -0.51 -0.58 0.16 -1.44
HF/DZ gas phase 2.14 -0.07 2.00 -0.82 -0.82 0.45 -2.00
HF/DZ complex 2.06 -0.55 0.96 -0.74 -0.73 0.55 -1.66

a Charges are in units of the fundamental charge e.b Oc and Ou refer to the coordinated and uncoordinated oxygens of the carbonate, respectively.

Figure 1. Schematics of the geometries of the uranyl cation complexes
used for the calculation of the interaction energy curves: (a) the
carbonate and nitrate complexes; (b) the water complex, equatorial
approach; (c) the water complex, axial approach.
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this extra deepening in our MM force field with suitably
parametrized Lennard-Jones terms but it is just not possible
to do so and maintain chemically valid values for the Lennard-
Jones interaction parameters. Even if the point charges as well
as the Lennard-Jones interaction parameters are varied within
reasonable limits, the MM energies cannot reproduce the QM
energies. This result implies that polarization and charge transfer
effects are important in the binding of uranyl complexes and
need to be included to have a useful model of uranyl-ligand
interactions. It is interesting to note that the electrostatic energies

determined using the TIP3P charge model of water do give fair
agreement with the MP2 energies, even at the minimum. The
charges in the TIP3P model were, however, parametrized to
reproduce the liquid-state properties of water and so implicitly
take account of polarization effects through the enhanced value
of the water dipole moment that they give. As noted above, the
charges assigned to the atoms in NO3

- and CO3
2- are similarly

expected to take into account (some of the) polarization effects,
but even so the fixed point charge model does not reproduce
the MP2 energies well for these systems.

As is clear from Figure 4, we were unable to dissociate the
uranyl-carbonate complex to the species UO2

2+ and CO3
2-.

This is probably due to the fact that the highest occupied orbitals
of CO3

2- in gas phase have positive energies with the methods
and basis sets used. The ions do, however, have the correct
character up to a distance of about 5 Å, as judged by the
Mulliken charges and the form of the curve in Figure 4. The
Mulliken charges of the uranyl ion, water molecule and nitrate
ion in UO2(H2O)22+ and UO2(NO3)2 were also determined and
found to have the appropriate values of+2, 0, and-1 e,
respectively, at long distances.

For a final interaction energy curve, we determined the
energies as the hydrogens of the two water molecules approach
the uranyl ion along its axis. We did this because it has been
suggested that improved uranyl-chelating agents can be
designed by including at least one hydrogen-bond donor for
interaction with the uranyl oxo groups.42 To determine the most
favorable geometry for approaching the water molecules, we
did calculations with values of the uranium-uranyl oxygen-
water hydrogen angle ranging from 60° to 180° and chose the
value, in this case 100°, which gave the lowest absolute energy.
The oxygens of the water molecules point away from the
uranium, and the water molecules themselves are in a trans-
configuration with respect to each other.

The interaction energy curve is shown in Figure 5 and was
calculated with an MP2/6-31G(2dp) level of theory. It is clear
that the curve is essentially repulsive and is probably due to
the fact that the water dipole is in the wrong orientation with
respect to the net positive charge of the uranyl ion. This
explanation is supported by the similar behavior of the curves
of the MM electrostatic energies and suggests that the possibility
of a hydrogen bond may depend on the type of ligands in the
equatorial plane. If they are negatively charged, thereby produc-
ing a zero (e.g. UO2(NO3)2(H2O)2) or even a net negative charge

Figure 2. Interaction energy curves for the uranyl ion and two water
molecules as a function of the uranium-water oxygen distances. The
solid line is the curve of MP2/6-31G(2dp) energies, the dotted line is
the MM electrostatic energy calculated using the vacuum charge model
for water and the dashed line is the MM energy obtained with the TIP3P
water model. The water molecules were approached in the equatorial
plane of the uranyl ion from opposite sides of the uranium.

Figure 3. Interaction energy curves for the uranyl ion and two nitrate
ions as a function of the uranium-nitrogen distances. The solid line is
the curve of MP2/6-31G(2dp) energies, whereas the dashed line is the
curve calculated using the MM electrostatic model. The nitrate ions
were approached in the equatorial plane of the uranyl ion from opposite
sides of the uranium.

Figure 4. Interaction energy curves for the uranyl ion and two
carbonate ions as a function of the uranium-carbonate oxygen
distances. The solid line is the curve of MP2/6-31G(2dp) energies,
whereas the dashed line is the curve calculated using the MM
electrostatic model. The carbonate ions were approached in the
equatorial plane of the uranyl ion from opposite sides of the uranium.

Figure 5. Interaction energy curves for the uranyl ion and two water
molecules as a function of the uranyl oxygen-water hydrogen distances.
The solid line is the curve of MP2/6-31G(2dp) energies, the dotted
line is the MM electrostatic energy calculated using the vacuum charge
model for water, and the dashed line is the MM energy obtained with
the TIP3P water model. The water molecules were approached along
the axis of the uranyl ion such that the angle subtended by the uranium,
the uranyl oxygen, and the approaching water hydrogen had a value of
100°.
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(e.g. UO2(CO3)3
4-), hydrogen bonding may be facilitated, but

if they are neutral, hydrogen bonding may be inhibited. In
addition, ligands, such as carbonate, that promote a large charge
transfer to the oxygens of the uranyl ion may also enhance
hydrogen bonding. Finally, it is worth remarking that the MM
energies obtained using the vacuum charge model of water agree
better with the ab initio energies than those of the TIP3P charge
model, indicating that polarization effects are less important in
the uranyl-water interaction when the water molecules approach
in an axial direction. Consequently, a single fixed point charge
water model cannot appropriately account for the interactions
for different configurations of uranyl-water complexes. TIP3P
is the best of the two models for water molecules in the
equatorial plane, whereas the vacuum water model is best for
axially positioned water molecules.

4. Conclusions

In this paper we have examined some complexes of the uranyl
ion UO2

2+ with the ligands water, nitrate, and carbonate using
quantum chemical techniques. Our aim in doing this work has
been to understand the interactions between the uranyl and its
ligands so that we can parametrize a MM force field for these
systems that can be used in molecular dynamics simulations.

The major point to have emerged from this work is that it is
crucial to take into account charge transfer and polarization
effects when attempting to study complex formation. This can
be seen both from an analysis of the charges of the atoms in
the complexes when compared to those in the isolated molecules
and from the interaction energy curves. In previous work on
uranyl complexes that used MM force fields,9-13,15these effects
were neglected, and it may be for this reason, for example, that
a rather small charge had to be assigned to the uranium ion in
uranyl11 in order to get the correct free energy of solvation
relative to Sr2+. It is perhaps worth emphasizing that although
the short-range interactions are not well-described by a purely
MM model, the long-range interactions are fitted well by the
electrostatic part of the MM energy.

To us it is clear that it is necessary to go beyond a standard
MM force field if reasonable simulations of these systems in
solution are to be performed. There are a number of approaches
that can be envisaged. One possible way is to treat the
complexes with a quantum mechanical potential directly, either
in a fully ab initio simulation or as part of a hybrid potential,44

but these methods are expensive. Another way, and the route
we favor, is to employ an enhanced MM potential that includes
charge transfer and polarization. While a substantial amount of
work has been done to include polarization effects in MM force
fields, less seems to have be done for charge transfer. Fortu-
nately there is a method, the chemical potential equilibration
(CPE) or fluctuating charge model,45 that describes both effects
and it is this that we intend to employ in our simulations. We
are currently parametrizing a force field for some simple
molecules that includes CPE and will report our results in due
course.46
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