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Using Kohn—Sham Orbitals in Symmetry-Adapted Perturbation Theory to Investigate
Intermolecular Interactions

I. Introduction

This work attempts to fulfill a need in theoretical chemistry,
i.e., the development of a new quantum chemistry approach for
studying weak chemical interactions between large molecular
systems, with the additional expectation that we can predict
intermolecular interaction energies with the level of accuracy
that is typically expected from correlated ab initio quantum
chemical techniques. A reasonable starting point for such a
development would be the KohiShant? implementation of
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This is the first reported use of a hybrid method involving density functional theory (DFT) and symmetry-
adapted perturbation theory (SAPT) to calculate intermolecular interactions. This work was stimulated by the
reported failures of supermolecular DFT calculations to adequately predict intermolecular (and interatomic)
interactions, particularly of the van der Waals type. The goals are to develop a hybrid scheme that will calculate
intermolecular interaction energies accurately and in a computationally efficient fashion, while including the
benefits of the energy decomposition provided by SAPT. The computational savings result from replacing
the costly perturbation theory treatment with DFT, which should include the intramolecular correlation effects
on the intermolecular interaction energies. The accuracy of this new hybrid approach (labeled SAPT(DFT))
is evaluated by comparisons with higher level calculations. The test cases inclyd& slé\r—H,, (H.0),,

(HF),, CO,—CHsCN, and CQ-dimethylnitramine. The new approach shows mixed results concerning the
accuracy of interaction energies. SAPT(DFT) correctly predicts all the qualitative trends in binding energies
for all test cases. This is particularly encouraging in dimer systems dominated by dispersive interactions
where supermolecular DFT fails to predict binding. In addition, the method achieves a drastic reduction (a
factor of at least 100) in computational time over the higher level calculations often used to predict these
forces. With respect to quantitative accuracy, this initial hybrid scheme, using the very popular exchange-
correlation functional B3LYP, overestimates the second-order energy components (e.g., induction and dispersion
terms) for all of the test cases, and subsequently overestimates the total interaction energy for all dimer
systems except those heavily dominated by the electrotstatic interactions. The SAPT energy decomposition
points to the use of DFT virtual orbital eigenvalues in the second-order perturbation terms as the likely cause
for this error. These results are consistent with earlier work suggesting that DFT canonical virtual orbital
energies obtained from commonly used functionals are less than optimal for use in such a perturbative scheme.
The first-order interaction energy terms from the SAPT(DFT) are found to be generally more accurate than
the second-order terms, and agree well with the benchmark values for dimers containing molecules with a
permanent electric dipole moment. These first-order terms depend only upon the occupied MO eigenvectors,
and hence are not affected by the inaccuracies in the K&fwam DFT virtual orbital eigenvalues. These
observations encourage future studies utilizing newly reported functionals, some of which have been developed
to directly address problems with DFT virtual orbital energies and the asymptotic region of the electron
density.

depend on approximations to the exact energy functionals of
the density. Studies have shown that for the commonly used
exchange-correlation functionals, the Lon¢udispersion forces
are essentially neglectédind some papers warn that even the
results predicted for H-bonding interactions by DFT “... should
be taken with care*! Recent work in the development of new
exchange-correlation functionals has produced functionals fitted
to many properties, including hydrogen bonded dimdékence,
these functionals would be expected to give improved H-

density functional theory (DFTY:5 While DFT has demon- bonding energies, at least for a category of H-bonded systems

strated impressive successes in predicting properties of isolate
molecules, it has had less success in predicting intermolecular
interaction energies.® “Exact” density functional theory applied
to a collection of interacting molecules would include ALL

pimilar to the fitting set. To our knowledge, no such analogous
work has been done to fit functionals to van der Waals
complexes to produce functionals which better describe disper-
sive interactions. Whether this approach would be suitable for

correlation effects, including the dispersion forces. Unfortu- including dispersion interactions into DFT remains to be seen.

nately, the exact energy functionals of the density for molecules  The inability to correctly account for dispersive interactions
are unknown. Hence, all implementations of DFT to molecules is a serious defect in DFT, and will drastically reduce its

usefulness in important application areas such as biological
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applied to the H-bonding and stacking of DNA base pairs, problem) by application of the MBPT implementation of the
Sponer et al! state “The stability of stacked pairs originates in SAPT approach. This DFFSAPT hybrid approach should
the electron correlation (dispersion energy) ...". They also state exhibit the aforementioned five attributes. The issue then
that: “In view of the exponentially growing number of attempts becomes the accuracy one can expect from a SAPT description
to use DFT for biomolecules we have emphasize that the methodof the interaction energy by using the monomer electron
completely fails for van der Waals complexes including stacked densities, and MO eigenvectors and eigenvalues derived from
base pairs, and must be used with care, especially for biologicalDFT with a given exchange-correlation functional.

molecules.” If we wish to study biological systems (and any = The main goals of this study will be to first ascertain if this
systems dominated by “van der Waals” interactions) with the new hybrid method shows at least the correct qualitative
expected accuracy of ab initio quantum chemical techniques, it behavior for the interaction energies, and second to evaluate
seems imperative that a computationally tractable method suchits absolute accuracy with respect to predicting total interaction
as DFT be available, and that some methodological improve- energies. The interaction energy decomposition that results from
ments be made to correct for its inaccuracies in predicting the SAPT method will be helpful in analyzing the sources for
dispersive and electrostatic interactions. any error in the total interaction energies. In addition, the ability

Kristyan and Pula¥ recognized these shortcomings in the (or rather inability) of supermolecular DFT to adequately
existing DFT methods, and have stated: ‘Therefore, presentaccount for dispersive interactions between atomic and molec-
DFT theories are probably not useful for the investigation of ular systems will be further documented for a selection of
weakly interacting systems. In view of the good performance commonly used exchange-correlation functionals. To gauge the
of modern density functional methods for the bulk of correlation performance of this new hybrid DFASAPT method, we will
effects, it is of considerable interest to develop hybrid methods compare interaction energies calculated using this method with
which include the dispersion energy in DFT calculations.” This energies resulting from high-level calculations using the standard
current study addresses directly this need for a “hybrid” method, implementation of SAPT. This will be done for various atomic
and takes the first step in developing and testing a new hybrid @ahd molecular dimer systems, including dHé\r;, Ar—Hp,
method. (H20),, (HF),, and (CQ)—X, where X= CH3CN and dimeth-

It would be highly desirable for such a hybrid method to ylnitramine (DMNA). These systems cover a range ofinter_action
include the following attributes: (1) retain much of the €Nergy types (|_n particular, d|sper§|ve versus elec_trostat|c) and
computational expediency of the DFT method: (2) include the Magnitudes. Finally, MOs and eigenvalues derived from a
intermolecular correlations in a nonparametric (ab initio) fashion; S€lection of popular exchange-correlation functionals will be
(3) avoid the “double counting” of electron correlation effects, (€Sted to determine which, if any, provide suitable canonical
both for electrons interacting within a monomer and between °rPitals and energies for this hybrid method.
monomers. (4) calculate the fundamental contributions to the .
intermolecular interactions, i.e., electrostatic, exchange, inductive!!- DFT: Previous Attempts to Calculate van der Waals
and dispersive interaction energies, with equal accuracy; (5) Forces

ascertain the relative magnitudes for each of these components g proposed by Hohenberg and Kdtamd Kohn and Shar?
of the interaction energy. DFT35 includes a description of the intrasystem electron

The benefits of attributes {34) should be self-evident, and  correlation in an approximate way through the so-called
attribute (5) would provide a more basic physical understanding exchange-correlation functional. The choice of this functional
for the nature of such interactions. In addition, these componentsdetermines the accuracy limits of this method. As previously
of the interaction energy could then be used in developing more mentioned, DFT sometimes fails completely for van der Waals
accurate (and meaningful?) classical potential energy functionsinteraction€-° As Lacks and Gordd®d point out, this is not
(“molecular force fields”) for subsequent use in classical totally surprising because the currently popular exchange-
molecular dynamics and Monte Carlo simulations of large correlation functionals have been tested mainly for strongly
molecular systems including biosystems. bound molecular systems and solids.

Toward these ends, we have combined DFT with the well ~ Gordon and Kind? (GK) developed what was probably the
documented, ab initio symmetry-adapted perturbation theory first method for investigating intermolecular interactions using
(SAPT)}3-15 approach to calculating intermolecular interaction DFT as a starting point. They made two basic assumptions of
energies. Quite simply, the KokiSham (KS) implementation  interest here. First, there are two distinguishable atomic densities
of DFT has been used to produce KS molecular orbitals (MOs) that undergo no rearrangement or distortion when they are
and their corresponding MO eigenvalues for use as expansionbrought together. Second, the total system density simply equals
functions and energy differences (respectively) in a many-body the addition of the HartreeFock density of systems A and B.
perturbation theory (MBPT) implementation of SAPT. The DFT They proceeded to investigate a number of closed-shell-atom
method will be used to account for the electron correlations atom interactions. This theory does not result in a full inclusion
within each monomer (intramolecular correlation) involved in  of dispersion and induction effects as fluctuations in the uniform
the intermolecular interactions. This will eliminate the most electron gas model are not included. These fluctuations are
computationally intensive part of the calculations in a standard essential to describing these particular physical effects. Even
MBPT implementation of SAPT, hence retaining most of the so, as illustrated by the authors, this method produced reasonable
computational expediency of DFT. It will be shown in a later results for atomic interactions; the only notable exception is
section that this approach can reduce the computational timethe He interaction for which this method does poorly. This
for a dimer system the size of GAN—CO; by a factor of 100 basic method can be extended or modified in a variety of ways
or more! Such an enormous computational savings is the mainand more detail on extensions can found in SpacKfand
driving force behind this study. These computational savings Parr and Yand.
are obtained while predicting intermolecular interactions (in-  One modification of the GK approach made by Radzio-
cluding intermolecular electron correlation corrections) in a Andzelm and Kolo¥36 incorporated the exchange energy
rigorously ab initio fashion (without the “double-counting” expression used in Jeziorski et3alThe total system density
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now included, in addition to the sum of the unperturbed system close agreement with supermolecule DFT results fot-HNCH.

A and B densities (the basic GK assumption), three terms which They also examined the results of performing only a single
accounted for electron exchange between the two systems. Thisteration wherein the density on eithep B NCH was relaxed,
modification significantly improved the results, especially for but not both. They briefly described the qualitative differences
He,. Unfortunately, the dispersion component of the interaction in results between this presumably less accurate, noniterative
energy was still not a natural result of the theory and had to be approach and the fully iterative scheme. They were also able
added separately in order to directly compare with experiment. to show that the kinetic energy calculated through their definition

Another DET approach to calculating the intermolecular Of the kinetic energy coupling term was in good agreement with
dispersion forces has been developed in refsBB All of these the supermolecular DFT kinetic energy, lending credence to their
studies use essentia”y the same Starting assumption as SAP'phOK:e for the form of the nonadditive kinetic energy functional
theory, namely that there are twdistinguishableelectron term.
distributions for systems A and B. However, in these approaches N @ third approach, Cioslowski and Lopez-Bo#ueeport
the density-density response functions (susceptibilities) of the What could be a very important step in the general development
electron distributions are calculated with the further restriction Of exchange-correlation functionals. The authors derived an
(not present in SAPT) of nonoverlapping charge densities. Theseappa_rently new, approximate electraglectron re_pulsmn energy
authors are then able to derive expressions for the van der Waaldunctional of the one-electron reduced density matrix that is
Cs coefficient using DFT and the Casimir and Polder formdfas. reported to contain an explicit functional form for the dispersion

Analogies between ref 42 and the SAPT dispersion component€nergy. This dispersion energy term is not an add-on, but rather
are further discussed in refs 13 and 15. comes naturally out of the derivation of the functional, which

uses the hypervirial theorem for a certain class of two-electron
operators. While no applications of this new functional are
reported, the authors stétehat coding is underway to allow
for its application to atoms and molecules.

One of the most recent developments in DFT theory for
inclusion of dispersion forces is the work of Kohn et*diwho
propose and test a method that divides the Coulombic interac-
tions into two parts, i.e., a long-range and a short-range part.
The long-range part includes the van der Waals interactions, . M

. O . . : . Methods
and its contribution to the interaction energy is represented by
the “adiabatic connection formuld®. This equation is then A. Symmetry-Adapted Perturbation Theory: Back-
transformed into a time dependent expression to avoid solving ground. The traditional theoretical method for calculating the
for the density-density response function via iterative proce- intermolecular interaction enerdy; between two systems is
dures. Utilizing an “exact” KS exchange-correlation potential, the so-called supermolecular approach. In this method, the
Vixc, their results on the HeHe integrated frequency-dependent energies of the monomeEs, and Eg are subtracted from the
susceptibility are in close agreement with the value determined energy of the dimerEag, to give the total interaction energy
from the “completeness sum rule”, and their static susceptibility Eint as
is also in very close agreement with the best theoretical value.
Their predicted values of the van der Waals’ constaator Ei
both H—He and He-He are in extremely close agreement with

the best theoretical values (differing by less that 1%). When Unfortunately Eiy is typically many orders of magnitude smaller
the exactVxc was replace by an LDA/xc, the value for the  hap the system energies, and errors introduced by the applied
He—He Cs coefficient was off from the best value by 28%.  approximations may be as large as the quantity sought. Even if
While this new approach is quite promising, its application to the various theory and basis set truncation errors are smaller
larger systems employing approximagc must yet be ex-  than the desired accuracy, the supermolecular method yields
plored. only one number, i.e., the total interaction energy, with no
There are at least three other methods for investigating weakadditional information about the physical nature of the interac-
intermolecular interactions using DFT that should be noted. Two tion (e.g., electrostatic versus dispersive).
are based on specific partitions of the electron density. Ste- Symmetry-adapted perturbation theory (SAPT) was developed
fanovich and Truontf describe a method of embedded density as an ab initio approach tdirectly investigate these weak
functional theory designed to model adsorption on crystalline interactions and has been successfully applied to systems such
surfaces. In this method, the electron density is divided into a as Ar—H,,420 He—HF 4 He—CO# Ar—HF 4 He—C,H,,4
part for the cluster and a part for the adsorbate. The secondH,—CO 2t and (H0), 22 (further examples can be found in refs
method by Wesolowski and Welecalculates weak interaction 13, 14, and 30). Besides its potential for high accuracy, this
energies by first partitioning the electron density into two parts theory provides a very physical picture of the intermolecular
(in the case of a dimer interaction), density “d1” and density interaction potential energy surface sin&g; is naturally
“d2”, with each density being that of the isolated molecule. The partitioned into components resulting from the electrostatic,
KS operator is then divided into two parts, &d F, where | exchange, inductive, and dispersive interactions of the two
operates exclusively on the “nonfrozen” density d1, and F systems. With a judicious choice of atomic orbital (AO) basis
describes the interaction of the two molecules by operating on set?® SAPT components can also be computed faster than an
both d1 and the “frozen” density d2 on the neighboring equivalent level of ab initio theory using the supermolecular
molecule. Through this procedure,(&1,d2) provides a mech-  method. Unfortunately, even with this advantage, SAPT (and
anism for relaxing d1 due to the presence of the neighboring ab initio electron correlation methods in general) exacts a high
molecule and its density d2. This was then followed by computational cost, much of which is associated with calculating
exchanging the assignments of d1 and d2 to the other moleculethe intramolecular correlation corrections. This might be reduced
in the dimer pair, and again relaxing the density d1 in the significantly by incorporation of DFT to account for the
presence of a frozen (but now improved) d2. This iterative intramolecular correlation corrections.
scheme is then repeated until a predetermined convergence in B. Symmetry-Adapted Perturbation Theory: Outline of
energy is achieved. This approach gave interaction energies inthe Theory. A detailed derivation and description of SAPT has

=Epp— (Ea T Ep) (1)



Hybrid DFT—SAPT Calculation Method J. Phys. Chem. A, Vol. 105, No. 3, 200849

already been presenféd!®>2430%and will not be repeated here. k
However, the current, abbreviated outline of the theory will be EQ . (K) =EL + ZESX'();h (5)
necessary in interpreting the results, and understanding the role =

played by DFT in determiningin.. The basic Hamiltonian used
for SAPT is divided into two parts. The firstp = Ha + Hg,
represents the Hamiltonians for twsolatedsystems A and B.
The second part is the intermolecular interaction operstor
between the two systems. Adding the two gives the full system
Hamiltonian H = Hy + V. The SAPT zeroth-order wave

If the sum overl in the second term contains but a single
perturbation order, this energy contribution will be represented
as an arabic character with the valuel afiven as the second
number in the superscript. Otherwise, if the sum contains more
than one value of, the energy sum will be represented more

function is the product of the two isolated monomer wave compactly by the greek letter epsilon, Withztzhe highest value of
functions®W = W,Ws. The interaction energ can then be | @Ppended parenthetlcally For examph‘% )contallr;;s only
expanded in terms of this total Hamiltonian and wave function thel =2 term, whilee$),(2) is the sum oESg), andELZ), that

is
as

exch

Elnt EgIL%t+ E( xch+ EEJ20)| + Ec(ezx)ch (2) exch (k) Z (1|) (6)

where the superscript indicates the perturbation order with

respect toV. Each term in eq 2 has a physically motivated Finally, as seen in eq 5, the sum of all calculated perturbation
interpretation. The leading ter Ist and E(emh can be inter- levels to a given energy term is represented by an arabic letter

preted as the classical electrostatic interaction energy and the with the highest perturbation order appended parenthetically,

energy effect of the resonance tunneling (quantum mechanlcalI exch (2). Such par(tzl)tlons holg for each of the components:
exchange) of electrons between the two interacting systems, Ist’ Eexch' Ednsp' Emd' Eexen-disp Eexen-ing

respectively. TheEeIst is the first-order component of the The supermolecular Hartred-ock (HF) interaction energy

HF .
general set of termg&") . Both the second-order polarization E can be shown to be asymptotically equal to the sum of
pol aer p . elected SAPT componeftsas
and exchange energies separate naturally into dispersion and

induction components as HE (10 (10 20 20) HE
Emt - Eelst) + Eexc)h+ E|(nd)resp Efaxcrﬂnd resp+ aEmt (7)
2) _ 2 2 2) _ (@2 2
Eéo)l Efm + Egigp and E,=ESy g+ E(ex)ch—disp 3) ESAPT respT SENT (8)

Equation 2 implicitly assumes full intramonomer electron where the subscript resp indicates that these terms have been
correlation for each component. Because this is generally notcalculated with the inclusion of the coupled Hartréeck
possible for many-electron systems (with some exceptions beingresponse of a perturbed systéhiThe remaining termdE,
noted>29, each interacting molecule must be expanded in orders indicates all other higher-order induction and exchange-induction
of the intramonomer electron correlation operatgrwhich is terms not currently part of the SAPT suite of codes, but are
the sum of MoellerPlesset type fluctuation potentiald/ = part of the supermolecular HartreBock energy. We will
Wx + W, for systems A and B, respectively. The many-electron always calculate)Ejy using the Boys-Bernardi counterpoise
SAPT HamiltonianH can then be expressed as a sum of scheme?®
operatordd = F + W+ V whereF = Fat+Fg is the sum of the The correlated portion of the interaction energy is ap-
Fock operators for system& and B. Standard Rayleigh proximated in SAPT by
Schroedinger perturbation theory using this Hamiltonian results
in the so-called “polarization” expansion. The corresponding E-ORR= (ellgt resp(3) + D 2)+'ECD +
exchange counterparts result from symmetry for€inigsigned e | @ 20) 1(22)
to impose the correct permutational behavior on the electrons Edisp T €disp @)+ Eexch-disp T Eexchrind ©)
between systems. An expansion of eaath-order (in V) @2) )
polarization and exchange energy in powerd\béan then be where the termiE; ;' collects all of thetrue correlation effects

written as from Es) ;% This is the first correlated induction contribu-

tion and hence not included i&". The'EZ2 . , component
£ ( |) o ® - should quench the correspondlng induction component, but is
n __ n n n
Epol = Z)E and Eg,cn= Z)Eexch (4) currently not coded. By SCAliNG4o) ing esp PY o/ Elagresp
= our estimate of this term is

wherel indicates the order iWV. It is worth emphasizing that (22

eq 4 represents a computationally intensive, double perturbation Efaizc)mhd ~ EexCand respﬁ (20)
expansion. As will be shown in Section III.D, the inclusion of ind,resp

DFT will eliminate the need for the expansion\M providing

a sharp reduction in computational effort. The eexcM,Sp (2) could be approximated in a similar fashion,

guenches a relatively small part of
with i = 1, are probably very

In practice, these infinite series expansions must be truncatedbut becauseEexc)rHj,S
at some computationally tractable values ahdn. To indicate Ed2|0) 30 effects of Ee{émﬁsp
this point, we begin by dividing the infinite order series in eq smaII
4 into two parts, such that the first term does not include any  The total SAPT interaction energy, from its standard imple-
intramonomer electron correlation and the second term is mentation, at the highest level of theory currently available will
truncated at théth-order inW. then be approximated by
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E,=E"F+ Eﬁ?RR (11) In both approaches, the same 1-electron and 2-electron integrals
over atomic orbitals are used to form a Hamiltonian matrix.
Interaction energies, both the total and its components, calculatedlhese include the 1-electron kinetic energy and eleetron
from eq 11 will be referred to as the “benchmark SAPT” results. nucleus attraction integrals, and the 2-electron coulomb repulsion
To explore the role played by intramolecular electron correlation integrals. In HF theory, the exchange energy is introduced during
(or rather, the lack thereof) on the intermolecular interaction the formation of the Fock matrix through the HF operator and
energy, we define the SAPT interaction energy between two the spin properties associated with each sjpirbital. Likewise,

interacting Hartree Fock atoms or molecules to be in DFT, the exchange-correlation energy is incorporated into
the KS equations during the formation of the KS matrix through
E;n0] = EGS) + ESO,+ EGo) + the use of the KS operator, which includes an exchange-

correlation operator operating on the sporbitals. Therefore,

the effects of the DFT exchange-correlation operator are
included in the MO eigenvectors and eigenvalues as a result of
diagonalizing the KS matrix.

20 20 20
i(nd) + Ev(exc)h—disp+ Efexc)h—ind (12)

with a superscript SAPT added if the possibility of confusion
with the supermolecular HF interaction energy exists. This level

of SAPT implementation contains intermolecular correlation but 10 Proceed on to the SAPT part of the calculation, one then
nointramolecular correlation, and will be referred to as “SAPT- Uses the 1- and 2-electron AO integrals, transforming them to
(HF)". integrals over MOs using the MO eigenvectors obtained from

C. Density Functional Theory. The DFT energy of a system either th(_a HF or KS equations. Finally, the excitation ene_rgies
can be written ds3 needed in the denominator of the second-order terms in the
SAPT expansion of the interaction energy are obtained from
1 . (rp(ry) the differences between MO eigenvalues, obtained through either
E=To+ [oVexdr + Effr—drldrz + Excle]l (13) the HF equations or the KS equations. In summary, the
12 difference between the HF based SAPT versus the DFT based
t SAPT equations is the source of the MO eigenvectors and
eigenvalues; in the former case these are calculated using the
the third term represents the classical coulombic interaction of HF Operator, and in the latter case they arise from application
the electrons. The last term is called the exchange-correlation©f the KS operator.
functional and incorporates the remaining “unknown” pieces ~Some comments are in order concerning the use of KS MO
of the exact DFT functional. In principle, the exact nonrelativ- €igenvectors and eigenvalues in this type of “sum over states”
istic solution to the problem (including the London dispersion (SOS) perturbation approach. HF theory relates the eigenvalues
forces) could be obtained if this term were known precisely. to the ionization potentials of the electrons via Koopman's
The last three terms on the right hand side of eq 13 can betheorent’ In the KS implementation of DFT, the eigenvalues

whereTy is the kinetic energy of non-interacting, independen
particles Ve represents the electrostatic field of the nuclei, and

grouped into an effective potential unfortunately do not have this simple intuitive meaning. Rather,
DFT eigenvalues are related to the derivative of the energy with
Veit = Vext T Veou T Ve (14) respect to orbital occupation number as shown by J&hake
physical interpretation of the MO eigenvalues in DFT is made
where even more nebulous by the use of hybrid functionals such as

) SE Becke’s three-term exchange functional, which contains some
Vo (1) = f’o 2 dr, and Vy.= _Xc (15) exact Hartree Fock exchang&%~54 Besides the basic difference

EP) op in the physical content of the eigenvalues, there is another
) ) possible source of problems when using eigenvalues from a DFT
Equation 13 can then be compactly written as calculation as first shown by Perdew and LédyThe energy
gaps between the occupied and unoccupied orbitals are under-
E=Ty+ fPVeffdr (16) estimated due to the approximate form of the XC functionals.

. . . . . . Specifically, the functionals do not have particle-number deriva-
Using this effective potential, an independent particle system e giscontinuities at integer particle valu€g24%which is also
of equations can be written as partially responsible for an incorrect asymptotic behavior in the
1, potential as one moves away from the atomic cerifelAny
V@it Ve = 69 (17) underestimation of the eigenvalue differences between HOMOs
and LUMOs would lead to an overestimation in any interaction
which will be solved self-consistently to find the minimum energy terms with energy denominators constructed from these
energy of eq 13 given the condition that MO eigenvalue differences, such as the second-order interaction
energy terms i/ seen in eq 12 (see ref 14, eqs 1.26 and 1.27,

N for the explicit form of the energy terms). In the case of the

- =112
p(T) =) lg; (T)I (18) DFT-based SAPT approach being presented here, this would
= produce values foEG, EQ), ES, sy aNEGy, ing in €q 19
whereN is the total number obccupiedorbitals in the system.  that are larger than their correct values.
D. Combining Density Functional Theory with SAPT. It The use of canonical KS DFT MO eigenvectors and eigen-

is important to state at the outset that absolutely no modifications values in a “sum over states” perturbation calculation has been
were made to the DFT energy expression as programmed instudied previously to predict nuclear magnetic resonance (NMR)
the Gaussiali codes to facilitate the use of DFT with SAPT in  shielding tensors by Malkin, Malkina, Casida, and Salahub
this study. The basic steps used to “connect” DFT with SAPT (MMCS).16 Because SAPT also contains perturbation terms in
are formally identical to the steps used to “connect” HF theory an SOS representation, it is worth examining the quality of the
with SAPT as detailed in earlier papers describing SAPT:30 results obtained by MMCS. The perturbation operator used in
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calculating the NMR shielding tensors is a one-electron operator, dependent on a specific choice of the exchange-correlation
whereas SAPT contains both one- and two-electron perturbationfunctional. For emphasis we note that eq 19 contains only one
operators, but both have terms in the perturbation energy perturbation index as compared to the two indices in eq 12,
expansion that contain energy differencésky ., in their since no expansion ikV is done to account for the intramo-
denominators. More specifically, in both cases these energylecular correlation, which is taken care of by the DFT correlation
differences are represented as MO eigenvalue differencesfunctional. Therein lies the motivation for combining these two
between filled (“k”) and virtual (“a”) KS MOs. In MMCS'’s theories, specifically, using DFT to replace the computationally
work, they acknowledge the underestimation of the energy demanding MBPT treatment of the intramolecular correlation
differences between HOMEOLUMO eigenvalues, and propose  corrections in SAPT. The abbreviation SAPT(DFT) will be used
several approximations to correct these energy differences. Theirto indicate when density functional theory, as opposed to HF
simplest approximation is referred to as a “zeroth-order” theory, is used as a starting point for SAPT.

approximation, i.e. AEx—.a = & — €, which uses the canonical

KS MO eigenvalues,and g, as is done in this study. They |V. Computational Details

show that for many of the molecules tested, the NMR shielding ) . .
tensors calculated with this zeroth-orde, ., approximation Al calculations were performed with GaussiarP@iterfaced

are in good agreement with experiment. There are, however, 10 the SAPT suite of codeéd.Several combinations of DFT

NMR shielding tensors associated with certain atoms for which €Xchange-correlation functionals were tested in this study, and
this simple approximation seems to fail, particularly with respect 2!l aré present in the Gaussian 94 library of functionals. They
to quantitative predictions, and these tend to be atoms with INclude the hybrid Becke-3 Leévang-Parr (abbreviated
multiple bonds, or pathological cases such as F B3LYP) functionalss2 which contain the exchange contribution
The authors suggested two analytical forms for a correction 5 & Weighted sum of the exact HF exchange, the Slater (S) or

term, AE)k(Ea, to improve the approximation to the electronic Iocal_ Spin de5r‘13|ty_ (LS_D)_ exchan@é,a_nd _the Becke 88
. . _ XC functional (B)?* which is itself a combination of the LSD
transition energy according toAE—a = & — e — AE =, - . . .
. . c exchange and a correction term involving the gradient of the
This correction term accounts for part of the change in the density. The correlation functional in B3LYP is also a weighted
exchange-correlation energy resulting from the transfer of an sum of two terms, the LSD VoskoWilk —Nusair (VWNF5 and

electron from MO "k” into MO “a”. The use of this correction - 6,57 .

term (both forms) did indeed improve agreement between theirthe g_radlent corrected Lee(an_g—Parr (l.‘YP)S correlathn

calculated and the experimental NMR shielding consténts. functllonal. The other correlation functional used herells the

However, even for problem cases such as PN, GONE and gradient-corrected PerdewVang 91 (PW915%8 The resulting

H.CO th’eir calculations (using the zeroth o;dﬁEk’ ' ap combinations of exchange-correlation functionals tested include

2 ’ = —a - .

proximation) typically predicted correct trends in the relative B3LYP’. BLYP.’ SLY.P’ and BPWO1. Finally, for the sake of

comparison with a widely used method, second-order Moeller

magnitudes for the NMR coupllng constants. MMCS s work cFlesset (MP2) supermolecular calculatfdnsere performed,
seems to suggest that the canonical KS MO eigenvectors and . .
with a frozen core, for most of the dimer systems at selected

eigenvalues represent a reasonable first approximation forgeometries. The MP2 results are included in the tables. The

defining the matrix elements and energy differences found in g . I ;
2 Boys—Bernard?® basis set superposition error corrections were
the individual SAPT terms. . -
. . . ... included for these MP2 calculations.
A second point that needs to be emphasized is that within The detail ing the atomic orbital basis set dh
the KS part of the DFT-based SAPT calculation, monomers A € details concerning the atomic orbital basis Sets used here
can be found in Table 1. Thed and7f representations of the

and B are treated as isolated, noninteracting molecules. HenceGaussian functions were always selected. Both of the HF-based
the electron density calculated via DFT for molecule A (or B : : )
Y (or B) SAPT approaches, i.e., the benchmark SAPT and the ap-

has no sense of the presence of its neighbor B(or A). The . :
presence of monomer B is felt by A only through the SAPT proximate SAPT(HF), applied to the (pr systems, use the
interaction operator V as described in Section III.B. This is an sp—called monomer—centereq plus basis sets (B, Wh'Ch
important point because it guarantees that the DFT-SAPT d!ffer from the systems previously described Where'?‘ the full
approach does NOT “double-count” the correlation corrections d|mer-cente_red basis sets (DCB? We,',".e u;ed (exceptmg_'@e He
to the intermolecular interaction energy. system, yvhlch uses M@BS). The _plus indicates the adqmon
Returning now to the specifics of combining DFT with SAPT, of functions beyond those a§5|gned to t.he ato_ms in each
consider repartitioning the monomer SAPT HamiltoniarHas monomer. For the sake of clarity, let us define a dimer system
in which the first monomer is labeled A and the second as the

= Ka, WhereKa = Tp + Vest is @ Kohn—Sham style operator. . . ;
The operator will be defined similarly for monome: No ghost monomer”, with the goal of calculating molecular orbitals
! for A. One efficient way to allocate additional basis functions

operator analogous M, in the partitioning of Section 111.B is e . o .
defined here because the intramonomer electron correlation will W'th'n the MUBS framework involves retaining the full atomic
orbital basis set on monomer A, but only a subset of the full

be taken into account by our choice\gfc. Then the new SAPT basi he ah A simpl b h d d
Hamiltonian would beH = K + V, whereK = K -+ Kg is the asis on the ghost monomer. A simple subset that produces goo

results is the original ghost monomer’s basis less the higher
angular momentum (i.e., polarization) functions. For example,
if a 4s2pld basis set is used for oxygen in the ghost monomer,
then only the 4s2p portion would be retained at the oxygen
position in the ghost monomer. For some dimer systems the

sum of the monomer operators aiMdis the intermolecular
interaction operator, which is identical to the same operator
presented in Section I1.B. The interaction energy can now be
expanded in a perturbation series in orders/abnly, and is

given by MCT*BS also contains additional basis functions at the midbond

E_[XC] = location between the two monomers, as indicated in Table 1.
S . ) ) , , This was done to improve the accuracy of B term, which

EQ+ EShn+ ES+ EQ + ESy isp+ ESying (19) is variational in nature. In standard SAPT computations, the

MC*BS allocation substantially reduces the computational costs
where the parenthetical XC indicates that the approximation is of the most time-consuming perturbational components, which
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TABLE 1: Basis Sets Used in This Study, with References to Previous Caculations on Each System

system ref basis set label basis composition function location
He, 25,26 Dc147 7s5p4d3f/3s2pldlf He/midbond
Ar; 20 “A” 7s4p2d1f Ar
(H20), 15 D(d,p)* 4s2p1d/2slp O/
T-(2d,2p)* 5s3p2d/3s2p O/H
(HF), 15 D(d,p) 4s2pld/2slp F/H
T-S(2df,2pd) 5s3p2d1f/3s2pid F/H
Ar—H, 20 “A” 7s4p2d1f/3s2p Ar/H
CO,—CHsCN 59, 61-63 Aug-cc- pvVDZ 4s3p2d/4s3p2d/4s3p2d/3s2p C/N/O/H
2s2p2diflg midbortd
CO,—DMNA 60, 61-63 cc-pvDz 3s2pld/3s2pld/3s2pld/2slp C/N/O/H
3s2pld midbord

@ Midbond functions were added exclusively in the calculation ofﬁﬁg [HF] term, and not in the SAPT(DFT) calculations. See text, section
IV, and the references in this table for further clarification.

include intramonomer electron correlation. For example, the Therefore, only some systems will be analyzed in detail. The
most time-consuming SAPT component, the triples contribution tables contain the interaction energy data, both the total
to Efflg; scales computationally as the fourth power of the interaction energies and the components, for all the systems
number of virtual basis functions. The MBS approach allows  studied to give the interested reader more details concerning
a 15-30% reduction in the basis size with almost no change in the behavior of the approach with regards to specific types of
accuracy, resulting in an-3-fold reduction in the computa- ~ atoms and molecules.
tional cost of this component. More details about this methodol-  A. He,. The helium dimer is the prototypical test system for
ogy and a description of its performance can be found in ref weak intermolecular interactions because it is sufficiently small
23. to make computations at the highest level of theory possible.

All SAPT(DFT) computations use the full DCBS. Although References 25 and 26 investigated this system and provided
we would expect the MEBS method to work equally well, we  SAPT benchmark results. Table 2 shows SAPT interaction
have not yet performed adequate testing to ensure this. Becausenergies calculated according to the three different approaches
terms such aagﬁgg are not computed in SAPT(DFT), the major described in sections IIl.B and D. The benchmark results are
computational advantage resulting from the use of 86, that the high-level SAPT results, including full intramonomer
is, the reduction in the number of virtual orbitals, would be electron correlation, as described in section IV. These are
lost. In principle, comparing computations between standard represented by the components labeidandE®? as defined
SAPT computations using a MBS and SAPT(DFT) computa- by eq 11, and having only one superscript perturbation-order
tions using a DCBS introduces another variable in the com- index that refers to the expansion Vh The total benchmark
parisons. In practice, however, it has been shown that the SAPT energy is merely the sum of these componentsH®.,
numerical results for standard SAPT computations using both + E@. Except forR = 5.6 bohr, the benchmark values are
the DCBS and MCBS are very clos€ to one another. previously unpublished results from refs 25 and 26. In the other
Therefore, any uncertainty introduced into the comparison by two approaches, each of the SAPT components (and total
this difference should be well below other sources of error in interaction energy) was computed using either HF or DFT
the present work. orbitals from eqgs 12 or 19, respectively. Nine valuefofere

He, 2526 and An 20 are two of the systems selected as selected to indicate the performance of the method over the
prototypes for investigating the effects of using DFT as a starting entire potential energy curve. The popular functional B3LYP
point for SAPT, as benchmarks have already been reported forwas selected for these initial calculations. The sums of the SAPT
both of the systems. In Hethe SAPT components included components for these three implementations of SAPT are then
full intramonomer electron correlation (within the limits of the plotted in Figure 1. In addition to the three SAPT approaches,
atomic orbital basis set) at the first- and second-ordeMjin  the supermolecular DFT and HF results are plotted and labeled
levels of theory. Single-point calculations were also performed with the superscript “SM”.

for some selected systems for which there are already high-  The supermolecular DFT and HF methods incorrectly predict

level SAPT calculations available. These include@j, (HF),, the system to be unbound. This is no surprise for the HF
Ar—Ha, CH;CN—CO, and dimethyInitramineCO. The com- interaction, where dispersion is nonexistent. In the case of the
plete description of the geometries and computational details DFT results, this incorrect behavior results presumably from
for (H20), and (HF} are detailed in ref 15, and for AH; in the inability of the current DFT exchange-correlation functional

refs 15 and 20. Finally, the two systems {£LHN—-CO and  to adequately describe the dispersion interaction erfeif.
dimethylnitramine-CO (DMNA—CO) have been selected to  SAPT naturally includes the dispersion energy as a result of
study the interactions for larger molecules, which really provide the computation. In this respect, it is a better approximation
the motivation for this work. The full monomer geometries and than the original Gordon and Kithand Radzio-Andzelm and
additional computational details are given in refs 59 and 60, Kglogs34-36 approaches, which do not consistently include effects
respectively. It must be pointed out that for the largest system to second-order in the intermolecular interaction operafr (

studied, i.e., DMNA-CO,, and only for this system, thE(o) The SAPT(DFT) formulation does indeed correctly predict
term has not been calculated due to computational limitations. the He to be bound, although tHe> " [B3LYP] curve has too

nt
shallow a well depth and its minimum is shifted to a larger
interatomic separation. The SAPT(HF), i.&," [0], curve
As will be seen in the following results, there are clear trends seems to have roughly the same structure as the benchmark
in the interaction energies calculated with the new hybrid SAPT- curve but is even more weakly bound than the SAPT(DFT).

(DFT) approach that are present in most of the dimer systems.The individual SAPT components for kigiven in Table 2 have

V. Results and Discussions
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TABLE 2: SAPT Components for He,: A Comparison between Full Intramonomer Electron Correlation Results from Ref 26
(second entry in each component group) and Those of SAPT(HFand SAPT(DFT), in Rows One and Three in Each Group,

Respectively
R 3.0 4.0 45 5.0 53 5.6 6.0 6.5 7.0

E09a —1033.22  -89.37  -2554  -721  -336  —-156  -056 —015  —0.04
= ~1065.50  —94.47  -2733  -781  -367  —-172  —0.62 —017  —0.05
ES [B3LYP] ~1206.56  -12220  -38.06 -11.77  —580 —2.86 111 -034  —0.10
EGO, 5813.63 554.23 166.43 49.26 23.59 11.25 417 1.20 0.34
D 6079.13 586.89 178.02 53.27 25.68 12.33 4.61 1.34 0.39
ED [B3LYP] 7062.12 789.54 259.24 84.43 42.94 21.80 8.81 2.83 0.91
£ ~41504  —23.62 568  -137  -059  -025  -008 —002  —001
= —43786  —25.47 ~619  -156  -065  -028  -009 —002  —001
E?) [B3LYP] ~52033  —35.77 —954  -258  -118  -055  -020 —0.05  —0.02
EG) —765.98  —154.93  —73.60 —36.60 —2478  —17.07 —1069  —6.24  —3.82

@ —927.70  -19563  -94.33  —4753  —3224  -2228 —1400 -818  —501
E®) [B3LYP] ~1065.71  -231.03  -112.90 -57.47 —39.16 -27.14 —17.00 -9.99  —6.10
) 361.42 20.70 4.88 116 0.49 0.21 0.07 0.02 0.00
E20) 42053 24.11 5.77 1.39 0.59 0.25 0.08 0.02 0.01
E?, . [B3LYP] 469.12 33.05 8.73 2.34 1.07 0.49 0.17 0.05 0.01

a 110.31 16.20 5.66 1.92 0.99 0.51 0.21 0.07 0.02
=N 198.19 23.07 7.89 2.67 1.38 0.72 0.29 0.10 0.03
E), 4op [B3LYP] 149.46 25.76 9.78 3.61 1.97 1.06 0.47 0.16 0.06
ES"T[0] 4071.12 323.20 72.15 706 -366  -691  -6.89 -514 —350
E® + £ 4266.79 318.50 63.83 048 -891 -1098  -972 —693  —4.64
ESAPTB3LYP] 4888.10 459.36 117.26 1856 —-0.18  -7.19  -895 -—7.35 —524
ESM[HF] 4268.45 428.79 131.54 39.64 19.16 9.22 3.45 1.00 0.29
Ext'[B3LYP] 3835.14 339.01 102.81 40.23 27.82 21.44 1618  11.23 7.32

aTo simplify the table, the label “HF” has been omitted from the interaction energy syftBokrgies in units of Kelvin (1 a.u= 315773 K)
and distances are in bolrOnly double exchanges are included; the so-callfedfproximation.

been plotted in Figures 2a and 2b. To show the values from the MO eigenvectors based on these densities) for systems A and
entire potential energy surface, the logarithm of the individual B, and no energy denominators containing differences between
values have been used. Figure 2a shows the negative of theorhital energies [see ref 30, eqgs 6, 8, 9EJE; and eqs 5458
attractive components and 2b shows the repulsive compo-for ) 1. Hence, for this somewhat large internuclear separa-
nents. In general, the SAPT(DFT) results consistently differ tjon one must conclude that the differences seen in Table 2
more from the benchmark values than the results which start petween the first-order interaction energies calculated from HF
from HF theory. The second-order componeB§(B3LYP], orbitals versus KS orbitals must be related to differences in the
E@[B3LYP], and their exchange counterparts) seem to con- orbitals (and hence electron densities) themselves. This implies
sistently overshoot the benchmark values. This is the first that the electron density obtained from B3LYP is a poorer
example of how the under-estimated HOMOUMO energy description of the actual electron density than what one obtains
gap adversely affects the second-order terms as discussed ifrom HF theory as one moves away from the nucleus to
section 11.D. Because the total interaction energy given by distances greater than the length of a typical covalent bond
E>PT[B3LYP] differs less from the benchmark results than do between two first row atoms, e.dR, > 2.5 A.

the individual components, some cancellation of errors occurs.  We also tested other typical exchange-correlation functionals
The first-order terms in Table 2 raise an interesting question on the helium dimer system. For these functionals, only the
concerning the accuracy of the electron density predicted usingdistancefk = 4, 5.6, and 7 bohr were investigated and the results
B3LYP as one moves away from the He nucleus. Looking are displayed in Table 3. The B3LYP functional gave as good
specifically atR = 5.6 au (3.0 A), which is near the minimum  or better agreement with the benchmark values for all the energy
energy, the first-order SAPT(HF) components are seen to be incomponents at each value Bf B3LYP also performed better
better agreement with the benchmark values than the first-orderfor the total interaction energy at each valueRyfwith one
components of SAPT(DFT). The first-order exchange is seen exception. The final value d; at R = 4 bohr is closer to the
to be the largest destabilizing contribution to the total interaction benchmark value when using the BLYP functional, but this is
energy, with the benchmark value given as 12.33 K. The value due to cancellation of errors as each of the components favors
obtained for EX [B3LYP] is 21.80 K, nearly twice the  the B3LYP functional. Because this holds true for both the first-
magnitude of the benchmark value. In contrast, the energy and second-order SAPT components, we will choose B3LYP
obtained fromELA[HF] is 11.25 K, in good agreement with ~ to investigate the remaining dimer systems.
the benchmark. This is of particular interest because the first- B. Ar,. The argon dimer should provide a good many-electron
order components to the interaction energy, both the electrostatictest on a system dominated by dispersion energy. Table 4
and exchange, involve only electron densities (or more precisely, contains the data for five distancd®< 5, 6, 7, 8, and 9 bohr).
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\ interactions in systems where supermolecular DFT might fail.
C. Ar—H,. Moving away from the noble gas dimers, the
results from a selection of other systems are displayed in Table
\ ) r 5. The first system, ArHy, is a prototype noble gas/molecule
AV EXT[B3LYP] interaction. The dispersion energy is as important for this system
30| : \ as for the previous two systems. There are two stable conforma-
B \ . tions predicted by the benchmark SAPT calculations, referred
- : to in Table 5 as Linear and T-shape (with the meanings of the
A1 \ \\Eiﬁf' [B3LYP) labels being self-evident). In both cases, the inter-monomer
v separation (centers-of-mass)i8.6 A. Once again, the super-
molecular B3LYP and HF results fail to predict that the system
is bound for either conformation, whereas all three implementa-
tions of SAPT predict both the Linear and T-shape to be bound.
In addition, SAPT(DFT) predicts the correct order for the total
binding energy between the two conformers. The benchmark
values for the total binding energy are€l21 and—85 cal/mol
in the Linear and T-shape, respectively. The corresponding
SAPT(DFT) values are-189 and—128 cal/mol, respectively.
The SAPT(HF) values also predict the correct trend, and in
better agreement with the benchmark values, with energies of
—95 and —67 cal/mol, respectively. The MP2 interaction
energies are-93 and—63 cal/mol, which are very close to the
4 5 6 7 SAPT(HF) values.
R [bohr] _ Again, one notewor;hy obs_ervation is that the SAP'I_'(DFT)
Figure 1. Comparison of the total interaction energy for.ldalculated first-order terms are in relatively poor agreement with the
using various approximations. The dotted line with open circles are benchlmark values. For the linear geometry, Eé]é‘[BSLYP]
SAPT benchmark results frorE® + E@ with full inclusion of andES),[B3LYP] are 24% and 23% too large compared to the
intramonomer electron correlation. The solid line and circles indicate benchmark, and for the T-shape geometry they are 22% and
the SAPT(HF) in eq 12, and the long dashed line with solid triangles 23% too large, respectively. The first-order terms from the
indicates the SAPT(I_DFT) in eq 19 usir_lg t_he B3LYP functionals. The SAPT(HF) approximation are in much better agreement with
dotted-dashed line with open trla_ngles !ndlcatgs the super_mo_lecularHFthe benchmark values, differing by no more than 8%. As in
energy, and the long-dashed line with solid squares indicates theH thi Id ' h | h . fth
supermolecular DFT results. &, this would suggest that (at least) t e outer regions of the
electron densities for the monomers derived from HF theory

Results, which take into account full intramonomer correlation, '€ better approximations to the zeroth-order densities than what

are not available for this system. However, high level benchmark '€ obtained from the DFT. The general trends in total energies
SAPT calculations have been performed according to eq 11.2nd the remaining components are similar to those seen in the
Most of the trends seen in the helium dimer results are present’\'2 SO N0 additional detailed analysis will be given.
in these A results. In the first-order terms, the SAPT(HF)  D. (H20)2 and (HF).. The next two systems, g), and
underestimates the standard SAPT benchmark values, while thdHF)2, contain permanent electric dipole moments, unlike the
SAPT(DFT) overestimates these components. And the samePreviously described systems. Thus, the first-order components,
trend exists in the second-order terms, wherein the SAPT(DFT) Particularly the electrostatic energy, should make a significant
components overestimate the benchmark values and SAPT(HFEontribution to the final interaction energy. This is supported
underestimates them. AR = 7.0 bohr (near the energy PY the results in Table 5 where it is seen that the first-order
minimum), the total interaction energy from SAPT(HF)-i418 electrostatic interaction energies are the largest contributors to
K, which is close to but slightly below the benchmark SAPT the total interaction energies, and are33times larger than the
value of—110 K. This is the reverse of what was seen i He dispersion contributions. Another contrast with the previous
where the SAPT(HF) total interaction energy underestimated dimer systems is the supermolecular B3LYP total interaction
the benchmark SAPT value. The SAPT(DFT) total interaction €Nnergy, which not only predicts binding but is in good agree-
energy at this same point is calculated to-b206 K, which ment with the SAPT benchmark result for both dimers. The
puts it nearly a factor of 2 below the SAPT benchmark value. Eit [B3LYP] values differ from the benchmark values by only
Table 4 also includes the MP2 interaction energy-aD4 K at 12% and 16% for the larger basis set in2Q)%, and (HF},
R = 7.0 bohr, which is in better agreement with the benchmark respectively. Itis encouraging to note that in both dimer systems,
value of—110 than either the SAPT(HF) or SAPT(DFT) result. Particularly with the larger basis set, the first-order components
These trends are clearly discernible in Figure 3, which from SAPT(DFT) compare well with the benchmaik), (3)
contains plots of the potential energy curves for four approxima- andESy, (3), and are in better agreement with the benchmark
tions to the total interaction energy, and compares them to theresults than the SAPT(HF) energies. This is the reverse of what
SAPT benchmark curve. The four theoretical curves representwas observed in the previous dimer systems, indicating that in
the two SAPT approximations, SAPT(DFT) and SAPT(HF), and strongly polar molecules, the electron density from the B3LYP
supermolecular B3LYP and HF results. The main message functionals provides a good zeroth-order wave function for use
contained in Figure 3 is that both SAPT methods show in the SAPT procedure.
significant binding, with minima in the vicinity of the benchmark Finally, following previous trends, SAPT(DFT) again over-
minimum, while the supermolecular approaches show no estimates the second-order terms. However, because the stabiliz-
binding at all. This is just another example of the potential power ing interactions are dominated more by the electrostatic rather
of this new hybrid SAPT(DFT) method to calculate dispersive than the dispersive interactions, the effect of this overestimation
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Figure 2. The benchmark SAPT interaction energies for each component are displayed with solid lines and open squares; thaottasHetks

with solid circles indicate the SAPT(HF), eq 12; and the dotted lines with solid triangles indicate the SAPT(DFT) results, eq 19. All data is taken
from Table 2. (a) The attractive components of the iHeeraction energies. The vertical scale is the logarithm of the negative of the energy in order
to display the entire range of the values. (b) The repulsive components of thatelaction energies.

in the dispersion term has only a minor effect on the total SAPT- ~243 000 CPU seconds. The same calculation using the SAPT-
(DFT) interaction energies, which now actually underestimate (DFT) approach required onky1900 CPU seconds. This huge
the benchmark values. It is interesting to note that the discrep- difference in CPU times is not surprising, as terms such as the
ancy between the SAPT(DFT) and benchmark total interaction second-ordeEffé) scale according to3N?4) + n*N3), where
energies is about equal to the correction t@rlﬁﬁ'lf from eq 8. “n” are the filled orbitals and “N” the virtual orbitals, while

As a reminder, this is the correction to the interaction energy g9 gcgles as %N2). Quite simply, replacing the MBPT

. . . . . disp ' Y, p g

for higher-order induction and exchange-induction terms not jntramonomer correlation treatment by a DFT approach has
included in the SAPT implementation, but present in the HF drastically reduced the computational tifog a factor of 128

supermolecular interaction energy. This values does get includedrps remendous savings certainly justifies the examination of
in the total benchmark interaction energy, but no analogous such a hybrid method.

correction for such higher-order terms is included in the SAPT- The results for CHCN—CO; are presented in Table 5 for

(DFT) total interaction energy. It is not obvious how one would N - ¢ " labeled G1 and G2. and
go about estimating these contributions in a similar fashion for WO minimum energy conformations, 1abele - an » an
for a local minimum on the DMNA-CO, potential energy

DFT based calculations. However, if t&," in Table 5 can ace. GL corresponds 1o a structure with the lowest ener
be considered a reasonable estimate for these terms in the SAPTY ) P ucture wi W 9y

(DFT) implementation (since it includes only induction and found on the CHCN—CO, pote.ntlal energy surface: OWCE agam,

exchange corrections), and if it were to be included in the SAPT- the S’/'.\PT(DFT) method predicts the cgrrect relative |nteract|p n
(DFT) total interaction energies, the agreement with the energies between the two conformations G1 and G2. Unllk_e
benchmark values would be remarkably good. For example, in the (HO), and (HF) cases, in these two systems the electrostatic

(H,0), with the larger basis set, adding this estimate of higher- @nd dispersive interactions are approximately of the same
order corrections giveES*P[B3LYP] + oE"F = —4.58 kcall magnitude, so that the overestimation of the dispersive terms
n )

nt once again contributes to the SAPT(DFT) overestimating the

mol, as compared te-4.49 kcal/mol for the benchmark value: ) ; d
A difference of only 2%. total interaction energies of G3.79 kcal/mol) and G2{1.60

E. CHsCN—CO, and DMNA —CO,. CH:CN—CO; is the kcal/mol) when compared to the benchmark values of-G1(
first of two dimer systems selected to provide tests for the 2-21 kcal/mol) and G2¢1.12 kcal/mol). The same trend can
performance of the method for larger molecular systems. In this P& seen for DMNA-CO,, where the SAPT(DFT) and bench-
study, the CHCN—CO, dimer is the largest system that includes Mark values are-3.34 and—2.02 kcal/mol. In the DMNA-
all of the MBPT terms for the intramolecular correlation CO. case, the discrepancy between the SAPT(DFT) and
corrections typically used in the standard SAPT implementation. Penchmark total interaction energies is somewhat misleading
Therefore, it is worth examining the computational savings that Since, as mentioned in section IV, the benchmark calculations
result from using this new hybrid method on this dimer. The for this particular dimer do NOT contain tr&2 component
CPU time required for a single processor calculation on-CH as in all other benchmark calculations. Previous numerical
CN—CO; (one conformation) using the conventional SAPT experience indicatésthat this would probably lower the total
implementation, referred to as the “benchmark” calculation, was benchmark result by 5%20%. Whereas this would improve
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TABLE 3: Comparison SAPT Components for the He TABLE 4: SAPT Components Using HF and DFT Theory
System Obtained Using DFT Theory as a Starting Point with as Starting Points for Arz?
Various Exchange-Correlation Functional$

R 5 6 7 8 9
benchmark
(10) _ _ _ _ _
XC  BLYP® BPWOF SLYP! B3LYP® E®+E® Eci 4064.85 —549.13 —r2.47 —9.42 —1.20
R=4.0 Eq(3) —4379.48 —618.23 —86.75 —12.43 —1.90
a —135.95 —124.41 —16259 —122.20  —94.97 ES, [B3LYP] —4540.19 —670.37 —97.67 —14.31 -2.13
N 892.82 82003 105056  789.54  586.89  EUO) 11885.85 175112 24753 33.95 455
E2) ~4316 —38.94 -53.97 3577 —2547 ED (3) 12489.39 190546 278.26 39.39  5.44
@ —262.85 —249.90 —30153 —231.03 —195.63 EY [B3LYP] 12907.99 2070.95 32453 5027 7.74
O vind 4179 3755 5197  33.05 2411 geo ~7099.55 —755.64 —81.15 —8.83 —0.96
Eerasp 2995 2775 3546 25.76 2307 ER) @y —9368.23—1000.78—108.79 —12.16 —1.42
= 52260 47208 61990 45935 31800 LGy ovpl  -10105.91-118142-142.46 —17.78 —2.29
R=5.6
(20)
T A . S
C
Eowr 262 2504 3474 2180 12:33 E<ezx>mnd(2) 963331 116300 14079 1754 2.25
=) 074 —-067 —-099 —055  —0.28 Ecxen-ing [B3LYP] ' ' : : :
& 3167 -20.84 -36.96 -2714  —2208 E2) —2644.40 —871.83—-312.17 —124.0155.26
£ 070 063 093 049 025  ELQ) ~2569.91 —870.39—311.66—121.55-52.95
o 137 121 174 106 072  E@[B3LYP]  —3807.86-1287.53-468.33-186.98 ~83.09
Ein -627 —679 -508 -720 —10.98 ECO 581.94 117.73 2112 347 052
exch—disp
) R=7.0 Et(ezx)ch—disp [B3LYP] 873.81 188.28 36.68 6.61 1.10
=0 -014  -013  -020 -010  —0.05 ESAPT[0]¢ 534591  427.63-117.82 —96.24—51.41
e 129 116 173 091 039 psaery 5300.94  444.62-109.86 —92.45—49.05
EZ —0.02  -0.02 -0.03 —-0.02  —0.01 ESAPTB3LYP]e  4961.15  282.91-206.46 —144.65—76.42
@) -715 -674 -833 —610  —501 P2 _
isp Eint 105.26
cona 002 002003 001 00 EMIHA 713422 111446 16452 2325 320
cordsp 008 007 011 006 003 gMB3Lyp] 598516 81356 98.15 3437 26.20
Ein -592 -564 —6.69 524  —4.64

aThe basis sets are described in sectionB). sums the previous aEnergy components without brackets use the standard HF orbitals

six components. The last two columns are excerpted from Table 2 for as a starting point. Distances are in bohr and energies in kel
convenient comparison. Energies are in units of kelvin (1-2.815773 () = Efeep T ELD CED g @) = EZ) iaresp T Eoohing

K) and distances in bohP.See refs 54, 56, 57.See refs 54 and 58. d Computed according to eq 12; SAPT(HF) with no intramonomer
dRefs 53, 56, 57¢ See ref 52 Full intramonomer correlation (see ref  correlation.c Computed according to eq 19Computed according to
26 and text). eq 11; standard SAPT including intramonomer correlation .

the agreement between the SAPT(DFT) and the benchmarkstatements that can be made: (i) The first-order terms from
results, it would account for only one-third, at best, of the entire SAPT(DFT) show good agreement with the benchmark values
1.3 kcal/mol difference which now separates the two total in systems containing monomers that have permanent (sizable)

interaction energies. electric dipole moments; (i) the first-order electrostatic con-
The overestimation of the second-order terms is particularly tributions tend to be in better agreement with the benchmark
exaggerated for the dispersion interaction energﬁgp- numbers than the first-order exchange contributions, and (iii)

[B3LYP], where one sees magnitudes-6.06 and—2.08 kcal/ the second-order terms, and particularly the dispersion part of
mol for conformations G1 and G2, respectively. This is to be the interaction energy, always overestimate (and in some cases
compared with the benchmark values-68.28 and—1.36 kcal/ drastically overestimate) the benchmark values. The explanation
mol, in that order. In contrast, the first-order electrostatic and for the behavior of the first-order terms, e.g., electrostatic versus

exchange interactionsEQ)[B3LYP] and E)[B3LYP], for exchange interactions, based on these data alone would be
both CHCN—CO, and for DMNA—CO,, are in much better ~ mostly conjecture, and hence, requires further study. However,
agreement with the benchmark SAPT valugd), (3) ande®) the overestimation of the second-order terms is most likely

(3), than are the second-order componefftse first-order related to the well-established underestimation of the HGMO

SAPT(DFT) electrostatic terms differ from the benchmark LUMO energy gap, as discussed in section Ill.D. This is a
results by only 3% and 6% for G1 and G2 respectively, whereas Serious problem, but one which has been addressed with some
the exchange components differ by 8% and 17%, with the largestsuccess in the recent literature.
absolute discrepancy being 0.32 kcal/mol for the G1 exchange F. Improved Transition Energies for Use in Perturbation
interaction energy. And the agreement is even better for Theory. It was already mentioned in section II1.D that MMES
DMNA—CO,. Hence, it would appear that this new hybrid proposed and tested a method for improving the estimate of
SAPT(DFT) method is capable of describing electrostatic the excitation energy involved in a SOS perturbation term
interactions, e.g., hydrogen bonding, quite reliably in systems beyond what they called their “zeroth-order” approximation,
where this plays a major role. which is analogous to the approximation used in this SAPT
There are some interesting observations that can be made ifapproach. While MMCS showed that their approach did indeed
one examines the first- and second-order SAPT(DFT) compo- improve the prediction of NMR shielding constants, there has
nents across Tables—5. There are at least three general been other work aimed at improving estimates to the electronic
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whether this method could be used to improve the description
of the virtual orbitals or their eigenvalues. Grabo ef“atlo
\ outline a means for combining the OEP method with many body
\ . perturbation theory, but no applications are presented. For the
\ sake of completeness, it is worth mentioning other attempts to
\ : find the excitation energies from a DFT computation such as
\ Slater’s transition state concépand generalizatioff, and more
recent work by Levy’

400 -

300 -

200 -
\v\ EX[HF] VI. Conclusions

This is the first attempt at a hybrid approach, utilizing popular
"~ DFT exchange-correlation functionals, for describing intermo-
/ < lecular interaction energies that includes, in a natural way, the

E2[B3LYP] oy van der Waals (dispersive) interactions. This method combines

o\ — ' symmetry adapted perturbation theory along with Kefam

i /\ DFT. Such a scheme should, in principle, eliminate the need to

calculate the intramolecular (or intraatomic) correlation correc-

-100 |- E7[B3LYP] \ Bl - tions using the computationally intensive many-body perturba-

i \ = ES'“’T[g] - tion theory typically used in SAPT, as these “corrections” should

be included in the DFT exchange-correlation functionals. This

200 \v/ - hybrid method has been labeled SAPT(DFT). It was shown that

SAPT(DFT) gave qualitatively correct binding trends between
: ‘ : ' : ‘ conformers in all dimer systems, including those dominated by
dispersive interactions where supermolecular DFT failed, while
R [bohr] providing a tremendous reduction in computational time by a
Figure 3. The total interaction energy for the Asystem from the factor on the order of 70
benchmark SAPT (dotted line/open circles) and SAPT(DFT) (shorter  Thjs initial implementation of SAPT(DFT) does fall short of

dashed line/downward solid triangles). The solid line/solid circles are hq quantitative accuracy normally associated with correlated

the SAPT(HF) results. The supermolecular HF tddashed line/open ab initio techniques for total interaction energies. However,

diamonds) and DFT (longer dashed line/solid squares) results are also .. L
displayed.) (tong a ) through the SAPT energy decomposition at least two significant

facts were revealed: (1) This new hybrid SAPT(DFT) method
transition energy based upon energy differences between KSpredicts electrostatic interactions in very good agreement with
MO eigenvalues. Handy and co-work&%-19 have worked high-level ab initio calculations for systems containing polar
with notable success in identifying the sources of the unphysi- molecules; and (2) much of the error in the SAPT(DFT) total
cally small energy gap between HOMOs and LUMOs calculated interaction energies resided in the second-order terms, and
using popular exchange-correlation functionals. Their approach particularly the dispersion terms, which consistently overesti-
entails the development of new functionals designed explicitly mated the benchmark values. This error in the second-order
with the goal in mind of “improving virtual Kohrt Sham orbitals terms is attributed primarily to the use of canonical KS MO
and eigenvalues'® This work is based upon requiring the energies, gand @ in AEa = & — &, that is, the energy
exchange-correlation potential to exhibit the correct asymptotic differences used in the denominators of the second-order
behavior, that is to say, functionals whose potential decays notinteraction energy terms. As discussed in this paper, the energy
to zero at infinity, but to a constant value related to the ionization separation between the filled and virtual orbitals is underesti-
energy and electron affinity of an atomic or molecular system. mated when obtained from some of the most widely used DFT
This is was shown to give energy differences between filled exchange-correlation functionals. In contrast to the second-order
and virtual MOs that more closely represent electronic excitation terms, the SAPT(DFT) first-order terms, such as the electrostatic
energies in the hydrogen atom and a selection of test mol- interaction energy, were seen to be in much better agreement
ecules!8 It was also pointed out that functionals such as BLYP with the benchmark values, particularly for systems containing
fail to reproduce this form of asymptotic behavi8it is worth polar monomers. These first-order terms depend only on the
noting that the asymptotic behavior of the potential has little filled MO eigenvectors, which are a direct result of the electron
effect on the filled molecular orbitals and their eigenvalues, density calculated for each monomer via DFT. This implies that
indicating the adequacy of existing functionals in describing the original ansatz of choosing DFT electron densities to produce
the electron density near bonding regions, but can have azeroth-order wave functions for use in this hybrid SAPT scheme
significant effect on the virtual orbitalS. Work is already does indeed merit further exploration, assuming the virtual
underway to combine these new functiod&isith SAPT, and orbital eigenvalue problem can be resolved.

100 -

E [kelvin]

test results will be forthcoming. The SAPT decomposition of the total interaction energy into
In another approach called the “optimized effective potential” physically meaningful terms, e.g., electrostatic, dispersion, etc.,
(OEP) method? the exchange-correlation potentislkcCEP, is is useful in itself in gaining an understanding of the forces

defined in terms of spirorbitals. One can understand the holding together a molecular ensemble. In addition, this energy
significance of this orbital dependence if one demands that this decomposition provides the opportunity to invert the thrust of
VxcCEP potential be the one that contains orbitals that minimize the current study and utilize SAPT to “fine-tune” the fitting
the total energy of the system, implying thatc°E" depends procedures used in the development of exchange-correlation
on some optimal set of molecular orbitals (in terms of energy). functionals. Fitting to a single number like the experimental
While it is clear that this approach will produce a set of (or supermolecular) interaction energy when adjusting the
optimized DFT occupiedmolecular orbitals, it is not clear parameters used to define exchange-correlation functionals
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TABLE 5: Comparison of SAPT Components Using HF or DFT Theory as a Starting Point

system [ref] Ar-H; [20] (H,0), [15] (HF).[15] CH,CN-CO;[59]  DMNA—CO,[60]
description linear T-shape D(d,p)* ~Td,2p)* D(d,p)* T352d,2p) Gl G2 R=4.8125
EO) ~761 553 741  —742  —699  -6.33  -364 107 ~3.03
=6 -814 -591 -7.36  -7.00  —671  -606  -310  —0.96 ~2.97
ECL[B3LYP] -101.1 -721 -744  -700  -685  —618  -319  -102 ~3.01
£ 3014 2163 5.0 5.13 4.75 4.57 3.88 1.09 2.17
ED. (3) 3272 2313 6.40 6.31 6.18 5.82 4.14 1.29 2.92
ECn [B3LYP] 402.7 2843 6.6 6.60 6.54 6.22 4.46 151 3.08
E20) -685 —41.5 178  -179  -194  -200  -167  —023 ~0.88
Ei (2 ~79.6  —47.3 268  -264  —293  -292  -200  —0.29 ~1.41
E®) [B3LYP] -1159  -681 -299  -2.89  -322  -325  -226  -0.39 ~1.75
20 507 396 095 0.93 1.00 0.92 1.24 0.12 0.62
ED. . (2F 69.9 454 146 1.41 150 1.36 154 0.16 1.03
ng)dﬂnd [B3LYP] 105.2 66.1 1.88 1.75 1.95 1.80 1.70 0.23 1.40
ECY) -3332 -241.7 -166  -185  —097  -149  -322 126 ~2.00
E2 (2) -3588 -262.3 -203  -224  -131  -190  -328  -136 ~154
E®) [B3LYP] -517.3 3630 -261  -295  -162  -240  -506  -2.08 ~3.42
E?) o 214 152 028 0.31 0.14 0.22 0.36 0.08 0.15
E?, . [B3LYP] 370 251 051 0.55 0.28 0.40 0.56 0.15 0.38
SENF o -198  -86 062  -064  —061  -061  -0.16  —0.06 ~0.12
ESAT[0]e ~953 674 452  —438  —401  -411  -304 127 ~2.95
ESAPTr ~1211  -854 456 449  -373  -408  -251  -112 ~2.02
ESPT[B3LyP]s  —1895 -127.8 399 -394  —293  -341  -379 160 ~3.34
EVP2 ~936  —629 449  -440  -369  -400  -214  —091 ~2.37
ESM [HF] 1959 1506 -393  —365 400  -366  -039  —0.15 ~1.34
ESM[B3LYP] 1199 1371 -474  -436 452  -426  -043  —013 ~1.26

aDimer geometries are near a global or local minimum, and for the systems with a single geometry, the global minimum is chosen. Energy

components without brackets use the HF orbitals as a starting pok@)Bind (HF} show data for two different basis sets (see Table 1). Energy

units are cal/mol for ArH,, and Kcal/mol for all others? EZ) (2) = Elgres, T Eiaa ¢ ESyying (2) = ESh inaresp T Eohina ¢ From eq 8. _
Higher-order induction and exchange-induction interaction energies absent in current SAPT codes but present in supermolecular HF interaction
energy.cFrom eq 12; SAPT(HF) with no intramonomer coorelatibftom eq 11; standard SAPT with intramonomer correlation éﬁﬁf

9 From eq 19.

always includes the possibility of getting the right answer but of producing intermolecular interaction energies with accuracies
for the wrong reasons, i.e., a cancellation of errors. SAPT could approaching a high level correlated ab initio technique, but at
be used to provide a more fundamental understanding abouta fraction of the computational costs, while retaining the benefits
the performance of these functionals in order to improve their of the energy decomposition that occurs naturally through the
performance in the prediction of the weaker intermolecular use of symmetry adapted perturbation theory. Work is currently
interactions, specifically, the dispersion and electrostatic ener- underway to implement a version of SAPT that uses these newer
gies. functionals, and data will be forthcoming.
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