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The quality of various quantum similarity descriptors is studied systematically for a series of peptide isosteres
important in pharmacology. To cope with the drawbacks of the Carbo´ and Hodgkin-Richards type indices,
those being the time-consuming three-dimensional integration and the importance of the relative orientation,
position, and conformation of the molecules, the use of the autocorrelation function is investigated. In
combination with the application of principal component analysis, this approach is proven to be a more practical
and faster tool for generating similarity sequences.

1. Introduction

The concept of similarity is of fundamental importance in
chemistry and pharmacology. To characterize similarity, a
variety of similarity indices has been proposed in the literature.
Of particular importance are the so-called quantum similarity
indices presented by Carbo´ and by Hodgkin and Richards, being
purely quantum mechanical in their origin and being based on
the electron density.1,2

Recently,3 we proposed a reactivity-based quantum mechan-
ical similarity index similar to those of Carbo´ and Hodgkin-
Richards but based on the local softness4 proven, among others,
by us to be a valuable reactivity indicator within the context of
Pearson’s HSAB principle.5-7 The major drawbacks of this
approach were found to be the time-consuming integration over
the three-dimensional space and the importance of the relative
orientation, position, and conformation of the molecules under
consideration. The aim of the study presented here is to in-
vestigate the use of the autocorrelation function (vide infra) as
a means of coping with these drawbacks. Starting from the
electron density, we can distinguish several different ways,
schematically represented in Figure 1, of generating similarity
sequences using this autocorrelation function. As shown in this
figure, the calculated autocorrelation functions can directly be
used as the basic quantity in the Carbo´ and Hodgkin-Richards
type indices, replacing the density or the local softness, leading
to a similarity value. As an alternative, they can also be subjected
to a principal component analysis (PCA)8 or the Euclidean
distanceD can be calculated (vide infra).

In this paper, the quality of the results of these different
approaches to molecular similarity is studied systematically for
the series of peptide isosteres used in ref 3 and which was
extended for this study. Isosteric replacement of the peptide bond
is an attractive strategy for circumventing the well-known
susceptibility of peptide bonds toward hydrolysis.9

2. Theory and Computational Details

2.1. Similarity Indices. In this work, molecular similarities
were calculated by using the Carbo´ index:1

and the Hodgkin-Richards index2:

whereFA(rb) andFB(rb) are the electron densities of molecules A
and B, respectively, the molecules being considered. These two,
electron density-based, indices describe the similarity of shape
and the extent of the electron distributions.

In our previous paper,3 we introduced a similarity index,
which is more directly related to reactivity and which is based
on the local softness4

wheresA(rb) andsB(rb) the local softness of molecules A and B,
respectively.

Expression 2.1.3 for the local softness can be rewritten as

yielding

* Corresponding author. E-mail: pgeerlin@vub.ac.be.
† Vrije Universiteit Brussel.
‡ Jausseu Research Foundation, Theoretical Medicinal Chemistry.

RAB )
∫FA( rb)FB( rb) drb
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(2.1.6)
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whereS is the global softness andf(rb) is the Fukui function,10

a frontier molecular orbital reactivity index, defined by Parr
and Yang.

Due to the discontinuity of the first derivative in eq 2.1.6
with respect to the number of electronsN, the following three
functions can be defined in a finite difference approximation:

where FN0, FN0+1, and FN0-1 are the electron densities of the
systems withN0, N0 + 1, andN0 - 1 electrons, respectively.
For each Fukui function, a product for the local softnesss+(rb),
s-(rb), ands0(rb) analogous to eq 2.1.7 can be written which can
be used in eqs 2.1.4 and 2.1.5 to describe the similarity for a
nucleophilic, an electrophilic, and a radical reaction, respec-
tively.

In the calculations of the indices based on the local softness,
the following expression for the global softnessS is used
assuming a quadratic relationship between the energyE and
the number of electronsN of the system under consideration
and using a finite difference approximation:11

where IE and EA indicate the ionization energy and electron
affinity, respectively.

For an explanation of the used method of numerical integra-
tion, we refer to ref 3.

In this work, we will also make use of the condensed
forms4,12 of the local softness based on a Mulliken population
analysis:13

where qk(N) represents the electronic population on atomk
obtained by subtracting the charge on atomk from the atomic
numberZk.

Besides using this condensed form of the local softness
sk(rb), it is also recommended to use the electron population
qk(N) on atomk being the condensed form of the electron density
F(rb).

2.2. Autocorrelation Function. As mentioned earlier, using
the Carbo´ and Hodgkin-Richards type indices has two major
drawbacks, those being the time-consuming three-dimensional
integration and the search for the best relative orientation and
position of the considered molecules to obtain the maximum
similarity value. Furthermore, conformational flexibility has to
be taken into account. A way of coping with these drawbacks
is using the autocorrelation function. The consideration of the
spatial distribution of a certain property in an area consisting
of several distinct regions is often recommended. If interde-
pendence exists between the presence of that property in one
region and the presence of it in a neighboring region, the data
exhibit spatial autocorrelation.14,15

Several applications of the use of autocorrelation functions
in molecular modeling and quantitative structure-activity
relationships (QSARs) have been published. Moreau and Broto16

first applied an autocorrelation function to the topology of
molecular structures:

whereAp(d) is the autocorrelation coefficient referring to thei
and j atom pair separated byd bonds andpi is an atomic

Figure 1. Schematic overview of the hierarchy of the calculations performed in this study.

sk
+ ) S[qk(N + 1) - qk(N)] ) Sfk

+ (2.1.12)

sk
- ) S[qk(N) - qk(N - 1)] ) Sfk

- (2.1.13)

sk
0 ) S

[qk(N + 1) - qk(N - 1)]

2
) Sfk

0 (2.1.14)

Ap(d) ) ∑
ij

pipj (2.2.1)

s( rb) ) f( rb)S (2.1.7)

f+( rb) ≈ FN0+1 - FN0
(2.1.8)

f-( rb) ≈ FN0
- FN0-1 (2.1.9)

f0( rb) ≈ 1
2
(FN0+1 - FN0-1) (2.1.10)

S) 1
IE - EA

(2.1.11)
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property. Thus, a so-called autocorrelation vector is obtained
as a series of coefficients for different topological distances.
These autocorrelation vectors have some useful properties. First
and foremost and as already mentioned in the Introduction, they
are independent of the orientation of the molecules. Second,
the autocorrelation coefficients are canonical; i.e., they are
independent of the original numbering of the atoms. And finally,
the length of the vector is independent of the size of the
molecule.15 In QSAR studies, the topological autocorrelation
vectors were used as molecular descriptors.17,18

Gasteiger and co-workers15 extended this concept to the
spatial autocorrelation of molecular surface properties by
introducing a three-dimensional (3D) descriptor based on the
autocorrelation of properties at distinct points on the molecular
surface. Here, the distances between surface points are sorted
into preset intervals [dlower, dupper]:

whereAp(dlower, dupper) is the autocorrelation coefficient andp
is the property value at pointsi and j having a distancedij

belonging to the distance interval [dlower, dupper]. The sum is
weighted by the total numberL of distances in the interval
yielding a vector of autocorrelation coefficients for a series of
distance intervals with different lower and upper boundsdlower

anddupper, respectively.
Both types of autocorrelation functions were considered in

this study. For calculating the autocorrelation function between
atom pairs separated by bonds, we used as atomic propertyp
in eq 2.2.1 the electron population on each atom obtained using
the Mulliken charges13 and, resulting from this electron popula-
tion analysis, the condensed local softnesssk.12

As a molecular surface, we opted for using the van der Waals
surface describing the valence region of the atoms, which
essentially determines their reactivity. For calculating the
autocorrelation function of molecular properties on the van der

Waals surface of the considered molecules, we used asp in eq
2.2.2 the molecular electrostatic potential (MEP)19-21 already
used in similarity studies by Hodgkin and Richards,2 the electron
densityF(rb), and the local softnesss(rb).

To evaluate similarity using the autocorrelation function, three
methods can be used. First, we can calculate for each distance
d the Euclidean distanceD between the autocorrelation function
A(d) of the reference molecule for a given property and the other
moleculej under consideration. Therefore, the following expres-
sion is used:

The smaller the Euclidean distanceD, the higher the degree of
similarity between the two molecules.

Second, the calculated autocorrelation functions can directly
be used in Carbo´ and Hodgkin-Richards type indices replacing
the densityF(rb) or the local softnesss(rb) and replacing the
integrals with summations:

whereAA(d) andAB(d) are the autocorrelation functions for each
distanced of the reference molecule e.g., A and the molecule
B, under consideration.

Finally, the calculated autocorrelation functions will be
subjected to principal component analysis (PCA) discussed in
the following section to gain more insight into the structure of
this data set.

The list of distinct points on the van der Waals surface was
generated using an algorithm of Connolly.22 To calculate the
electron density on this generated list of points, we used the
program Morphy23 running on the COMPAQ-DIGITAL Al-
phaserver DS20 of our laboratory. The population analysis and

TABLE 1: Calculated Similarity Indices RAB and HAB for a
Series of Peptide Isosteres with respect to
N-Methylacetamide

RAB HAB

1 N,N-ethylmethylamine 0.653 1N,N-ethylmethylamine 0.644
2 propene 0.629 2 propene 0.597
3 ethene 0.617 3 2-methyl-2-butene 0.585
4 2-methyl-2-butene 0.591 4trans-2-butene 0.569
5 trans-2-butene 0.582 5 ethene 0.556
6 dimethyl-2-butene 0.538 6 dimethyl-2-butene 0.537
7 butanone 0.531 7 butanone 0.530
8 cis-2-butene 0.506 8cis-2-butene 0.499
9 butane 0.466 9 butane 0.444

10 (Z)-2-fluoro-2-butene 0.418 10 (Z)-2-fluoro-2-butene 0.404
11 (Z)-2-chloro-2-butene 0.134 11 ethyl methyl thioether 0.028
12 ethyl methyl thioether 0.050 12 (Z)-2-chloro-2-butene 0.007

RAB
s0 HAB

s0

1 N,N-ethylmethylamine 0.769 1N,N-ethylmethylamine 0.761
2 (Z)-2-fluoro-2-butene 0.635 2 (Z)-2-fluoro-2-butene 0.614
3 (Z)-2-chloro-2-butene 0.614 3 (Z)-2-chloro-2-butene 0.599
4 trans-2-butene 0.576 4trans-2-butene 0.556
5 propene 0.563 5 propene 0.545
6 2-methyl-2-butene 0.539 6 2-methyl-2-butene 0.517
7 dimethyl-2-butene 0.525 7 dimethyl-2-butene 0.501
8 cis-2-butene 0.501 8cis-2-butene 0.483
9 ethene 0.496 9 ethene 0.476

10 butane 0.495 10 butane 0.411
11 ethyl methyl thioether 0.405 11 ethyl methyl thioether 0.405
12 butanone 0.108 12 butanone 0.101

Ap(dlower, dupper) )
1

L
∑

ij

pipj (dlower < dij < dupper) (2.2.2)

TABLE 2: Sequence of Similarity and Calculated Euclidean
DistancesD Based on the Calculation of the Autocorrelation
Function for Atom Pairs with the Electron Population Taken
as the Atomic Property

electron population distanceD

1 (Z)-2-fluoro-2-butene 13.57
2 butanone 16.05
3 2-methyl-2-butene 35.20
4 ethyl methyl thioether 100.42
5 butane 108.73
6 N,N-ethylmethylamine (a) 112.13
7 N,N-ethylmethylamine (b) 112.20
8 (Z)-2-chloro-2-butene 137.22
9 cis-2-butene 142.37

10 trans-2-butene 142.47
11 dimethyl-2-butene (a) 180.24
12 dimethyl-2-butene (b) 180.29
13 dimethyl-2-butene (c) 180.37
14 dimethyl-2-butene (d) 180.39
15 propene 239.80
16 ethene 317.62

Dj ) x{∑
d

[Aref(d) - Aj(d)]2} (2.2.3)

RAB )

∑
d

AA(d)AB(d)

x[∑
d

AA
2(d)][∑

d

AB
2(d)]

(2.2.4)

HAB )

2∑
d

AA(d)AB(d)

∑
d

AA
2(d) + ∑

d

AB
2(d)

(2.2.5)
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the calculations of the MEP values were performed with the
GAUSSIAN 9824 program running on a COMPAQ-DIGITAL
Alphaserver GS140 of the Brussels Free Universities Computer
Centre. All these calculations were performed with density
functional theory (DFT)11 techniques involving the B3PW91
functional25-27 in combination with a 6-311G* basis set which
proved to be reliable in generating high-quality charge
distributions.28-30 To calculate the autocorrelation function of
molecular surface properties, an in-house program was used.

2.3. Principal Component Analysis.Many books and papers
are devoted to principal component analysis (PCA)31-33 which
was first described by Pearson in 190134 and by Hotelling in
1933.35 In the past years, the use of PCA has increased, and
now it is often applied in the field of chemometrics.36 For a
detailed overview of PCA, we refer to ref 8 and references given
in this work.

PCA is designed to extract and highlight the systematic
variation in a multivariate data matrixX consisting ofN rows

(observations, e.g., the series of molecules under investigation)
and K columns (variables, e.g., calculated autocorrelation
functions). The structure of the investigated data set is visualized
in score plots, which also provide information about the
systematic deviations between the model and the data. The
goodness of fit, how well one is able to mathematically
reproduce the data, is given by the parameterR2. The predictive
power of a model is estimated by the goodness of prediction
parameterQ2. The most valid model is the one exhibiting the
optimal balance between fit and prediction capability.

In our work, PCA37 will be used to provide insight in the
distribution of the calculated autocorrelation functions generating
similarity sequences based on the calculation of the Euclidean
distanceD:

Figure 2. Representation of the results for the similarity calculations based on the Euclidean distanceD calculated between the autocorre-
lation functions between atom pairs separated byd bonds. Both the electron population and the condensed local softnesses were used as atomic
propertyp.

Figure 3. Representation of the results for the direct similarity calculations using the calculated autocorrelation functions between atom pairs
separated byd bonds in the expressions for the Carbo´ and Hodgkin-Richards type indices. Both the electron population and the condensed local
softnesses were used as atomic propertyp.

Dj ) x[∑
i

(tref,i - tj,i)
2] (2.3.1)
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where tref,i and tj,i are the scores belonging to principal
componenti of the reference molecule and the considered
moleculej, respectively.

The smaller this Euclidean distanceD, the higher the degree
of similarity between the two molecules.

3. Results and Discussion

Peptide isosteres are often used to replace the R-CO-
NH-R′ peptide bond in bioactive peptides. We considered
the following series of isosteres, which is an extension of
the series used in ref 3, where both R and R′ are methyl
groups and where the R-CO-NH-R′ molecule is considered
the reference molecule: CH2dCH2, R-CHdCH2, R-CHd
CH-R′, R-C(CH3)dCH-R′, R-C(CH3)dC(CH3)-R′, R-CFd
CH-R′, R-CCldCH-R′, R-CH2-CH2-R′, R-CH2-S-R′,
R-CO-CH2-R′, and R-CH2-NH-R′.

Figure 1 gives a brief overview of the calculations performed
in this study indicating the sections where the results are
discussed in detail. Starting from the electron densityF(rb), we
can distinguish seven different ways of studying similarity.
When using the autocorrelation function, both the calculation
of the Euclidean distanceD (eq 2.2.3) and the application of
PCA result in a sequence of similarity. In the following sections,
the merits of these different approaches to the study of molecular
similarity will be evaluated.

3.1. Similarity Indices Based on the Electron Density and
the Local Softness.Similarity indices depend on the relative
orientation, position, and conformation of the molecules with
respect to each other. To establish this relative position between
the two molecules under consideration, different methods can
be used. Side chains play an important role in the interactions
of a peptide with its surroundings. To maintain this capability,
we opted (as in our previous paper3) to put the centers of both
molecules (taken as half of the CO-NH mimicking bond length)
at the origin of a Cartesian coordinate system as this ensures a
minimal movement of each of the side chains of the molecules.

Table 1 lists the calculated indices based on the electron
density and the local softness for the series of peptide isosteres.
These results show that the values obtained for the Carbo´ index
are always higher than those obtained for the Hodgkin-Richards
index, as could be expected because the latter takes into account
both the shape and extent of the electron density.

The following sequence for the Carbo´ index based on the
electron densityF(rb) can be written in descending order of
similarity: N,N-ethylmethylamine> propene > ethene >
2-methyl-2-butene> trans-2-butene> 2,3-dimethyl-2-butene
> butanone> cis-2-butene> butane> (Z)-2-fluoro-2-butene
> (Z)-2-chloro-2-butene> ethyl methyl thioether.

The sequence for the Hodgkin-Richards index based on the
electron density is, except for some small differences, the same.

The sequence for both indices based on the local softness
s(rb) can be written as follows:N,N-ethylmethylamine> (Z)-
2-fluoro-2-butene> (Z)-2-chloro-2-butene> trans-2-butene>
propene> 2-methyl-2-butene> 2,3-dimethyl-2-butene> cis-
2-butene> ethene> butane> ethyl methyl thioether> buta-
none. This is different from theF(rb)-based sequence. This could
be expected taking into account the fact that the similarity in-
dices based on the electron density and those based on the local
softness contain different kinds of information. Depending on
what kind of information for which we are exactly looking, sim-
ilarity of shape and/or reactivity, we have to consider theF(rb)-
based and/or thes(rb)-based similarity sequence, respectively.

In this study, we considered a different orientation forN,N-
ethylmethylamine and ethyl methyl thioether compared to the

one used in ref 3. We can see that for both indices based on the
electron density and the local softness the present orientation
of N,N-ethylmethylamine shows, contrary to the results in ref
3, the highest degree of similarity with the reference molecule.
This again points out the importance of finding the best
orientation of the considered molecules with respect to each
other when calculating the Carbo´ and Hodgkin-Richards simi-
larity indices.

On the basis of the reactivity index, (Z)-2-fluoro-2-butene
and (Z)-2-chloro-2-butene also seem to be good peptide isosteres
which can be rationalized by the fact that in both molecules
the carbon-halogen bond is polarized, as is the case for the
carbonyl group of a peptide bond, although in reality this
polarization is not strong enough to provoke a nucleophilic
attack of enzymes.

We will now compare the sequences for the similarities in
this section with those we obtain using the autocorrelation
function.

3.2. Similarity Indices Based on the Autocorrelation
Function. 3.2.1. Autocorrelation Function Based on Molecular
Topology. In this section, both the electron population and the
condensed local softnessessk

+, sk
-, andsk

0 were used as atomic
propertyp when calculating the autocorrelation functions using
eq 2.2.1. These atomic properties are in turn calculated using
electron populations on atoms (cf. eqs 2.1.12-14). The popular
CHelpG38 charges are obtained using a method in which the
outer surface atoms of a molecule play a predominant role and
which are therefore less sensitive to changes at the interior of
the molecular framework.39 Considering the drawback of

Figure 4. Ap(d) vs the number of bondsd for electron population taken
as atomic propertyp.

Figure 5. Ap(d) vs the distanced for the MEP taken as molecular
propertyp for the moleculecis-2-butene considering 1, 5, and 10 points
per square atomic unit.
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these charges and the fact that in our study we want to include
all the atoms of the molecules, we opted at this point to use
only the Mulliken charges for the further calculations of the
atomic electron population.

Table 2 shows the obtained sequence of similarity with respect
to N-methylacetamide quantified by the Euclidean distanceD
(eq 2.2.3). The electron population is taken as the atomic
property p. For the isosteres dimethyl-2-butene andN,N-
ethylmethylamine, different conformations, which are denoted
by superscripts a-d, are considered. From these results, we
notice that the sequence of similarity obtained using the
autocorrelation function is indeed almost independent of the
conformation of the molecules. This allows us to consider only
one conformation for each molecule in the subsequent calcula-
tions.

Figures 2 and 3 depict all the results for the similarity
calculations performed in this section. In Figure 2, the Euclidean
distanceD (eq 2.2.3) between the autocorrelation functions is
represented. It is seen from these results that the similarity
sequences obtained using the electron population and the
condensed local softnesssk

0(rb) are different in comparison with
those obtained using the electron density- and local softness-
based Carbo´ and Hodgkin-Richards type similarity indices
(Table 1). Figure 3 shows the results obtained when the
autocorrelation functions are directly used in the expressions
for the Carbo´ and Hodgkin-Richards type indices (eqs 2.2.4 and
2.2.5).

Due to the fact that the electron density and the local softness
are non-normalized functions, the Hodgkin-Richards index is a
non-normalized similarity index analogous to using the Euclid-
ean distanceD. The sequences generated using both these
approaches are comparable. Although the Hodgkin-Richards
index is based on non-normalized functions such asF(rb) and
s(rb), the sequence obtained for the Carbo´ index based on their
normalized counterpartsσ(rb) and f(rb) turns out to be almost
the same as the one generated using the Hodgkin-Richards
index.

Figure 4 is an example of a plot of the autocorrelation function
Ap(d) versus the number of bondsd with the electron population
taken as the atomic propertyp. The figure shows the large
variation of the sequences of similarity as a function of the
number of bonds. It is therefore important to consider the
complete function and not just its value at one given distance.

Because performing the principal component analysis resulted
in models where the aforementioned criteria were not satisfied
(small R2 and Q2 values; see section 2.3), the sequences of
similarity discussed in this section are limited to those obtained
by calculating the Euclidean distanceD (eq 2.2.3) and by using
the autocorrelation functions directly in the Carbo´ and Hodgkin-
Richards type indices.

3.2.2. Autocorrelation Function of Molecular Surface Proper-
ties. In calculating the autocorrelation function of molecular
properties on distinct points on the van der Waals surface, we
first tested how the number of distinct points considered per
unit surface influences the calculated autocorrelation function.
Figure 5 is an example of a plot of the autocorrelation function
Ap(d) versus the distanced for the moleculecis-2-butene with
the MEP taken as molecular propertyp considering 1, 5, and
10 distinct points per square atomic unit. The similarity of the
three curves shows that one point per square atomic unit is
sufficiently accurate for all further calculations.

In this section, the MEP, the electron densityF(rb), and the
local softnessess+(rb), s-(rb), ands0(rb) are taken as molecular
propertiesp in the calculation of the autocorrelation functions
(eq 2.2.2). Although it is obvious that the electron density
calculated on distinct points of the van der Waals surface is
showing only small variations, we considered the calculation

Figure 6. Representation of the results for the similarity calculations based on the Euclidean distanceD calculated between the autocorre-
lation functions between distinct points on the molecular surface. The MEP, the electron density, and the local softnesses were used as molecular
propertyp.

Figure 7. Ap(d) vs the distanced for the MEP taken as molecular
propertyp.
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of the autocorrelation function using the electron density for
the sake of completeness of our study.

Figure 6 represents the results for the similarity calculations
using the Euclidean distanceD (eq 2.2.3). The results obtained
using the electron density compared with those obtained by
calculating the autocorrelation function between atom pairs using
the electron population (Figure 2) give the same trends in
similarity sequences with butanone and (Z)-2-fluoro-2-butene
showing the best similarity with the reference molecule. These
comparable sequences could be expected due to the fact that,
as mentioned earlier, the electron populationqk(N) on atomk
can be considered as the condensed form of the electron density
F(rb).

It will be of interest to use more advanced techniques to
generate charges, and consequently electron populations, as for
example the Stockholder charges40 or the charges obtained from
Baders’ atoms in molecules41 as an alternative to the highly
popular Mulliken population analysis.

Comparing the results using the local softnessess+(rb), s-(rb),
ands0(rb) (Figure 6) with those obtained in section 3.2.1 (Figure

2) shows there are different similarity sequences for each type
of local softness. Furthermore, butane instead of butanone
apparently shows a high degree of similarity with the reference
molecule. As the HOMO and the LUMO are especially located
in the carbon-hydrogenσ-bonds of butane, which normally
do not show any reactivity at all, this high degree of similarity
is rather unexpected, and we cannot account for this on an
intuitive chemical basis.

The similarity sequences based on the calculation of the
Euclidean distanceD obtained using both the electron density
F(rb) and the local softnesss0(rb) (Figure 6) compared with the
results for the corresponding Carbo´ and Hodgkin-Richards type
similarity indices calculated in section 3.1 (Table 1) yield
different similarity sequences.

Figure 7 shows a plot of the autocorrelation functionAp(d)
versus the distanced (in angstroms) with the MEP taken as the
molecular propertyp. This figure shows that the similarity
sequence is a function of the distanced, again indicating that
the complete function should be considered when establishing
similarity sequences.

Figure 8. Representation of the results for the direct similarity calculations using the autocorrelation functions between distinct points on the
molecular surface in the expressions for the Carbo´ and Hodgkin-Richards type indices. Both the MEP and the electron density were used as
molecular propertyp.

Figure 9. Representation of the results for the direct similarity calculations using the autocorrelation functions between distinct points on the
molecular surface in the expressions for the Carbo´ and Hodgkin-Richards type indices. The local softnessess+(rb), s-(rb), ands0(rb) were used as
molecular propertyp.
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Figures 8 and 9 show the results obtained using the calculated
autocorrelation function directly in the expressions for the Carbo´
and Hodgkin-Richards indices (eqs 2.2.4 and 2.2.5). As in
section 3.2.1, the sequences using the Euclidean distanceD and
the non-normalized Hodgkin-Richards index are the same.

Furthermore, no resemblance can be found when comparing
the sequences in Figures 8 and 9, using the electron density
F(rb) and the local softnesss0(rb) as the molecular property, with
those given in Table 1.

At this point, two important remarks have to be made. First,
and as already mentioned in section 3.1, molecular similarity
of shape and/or reactivity can be evaluated by considering the
F(rb)-based and/or thes(rb)-based similarity sequences, respec-
tively. Furthermore, it is seen from the results, considering the
three local softness functionss+(rb), s-(rb), ands0(rb), that most
of the molecules are more similar according tos-(rb) than to
s+(rb). When mimicking the polarization of the carbonyl group
of the reference molecule, the partial negative charge of this
bond is more “expressed” than its partial positive charge,

probably due to the fact that the latter is more embedded in the
molecule as a whole. Therefore, most of the molecules show a
higher similarity for an electrophilic attack. Second, when the
quality of the autocorrelation function in studies of molecular
similarity is being evaluated, an absolute reference point should
be defined. This reference should be the maximum similarity
value resulting from the calculation of the Carbo´ and Hodgkin-
Richards type indices based on the electron densityF(rb) and
the local softnesss(rb) and taking into account full optimization
of the conformation, the relative orientation, and the position
of the molecules. This optimization is computationally extremely
hard and tedious because it needs to be carried out continuously
and flexibly and a number of conformational degrees of freedom
have to be incorporated. Besides this difficult optimization, the
time-consuming calculation of the three-dimensional integra-
tion also needs to be performed. Consequently, the results given
in Table 1 cannot be considered the real maximum similarity
values, because the full optimization has not been carried out
and because the integration is calculated numerically; albeit,

Figure 10. Score plot obtained by performing the PCA on the calculated autocorrelation functions using the electron densityF(rb) as molecular
propertyp.

Figure 11. Plot of loadings obtained by performing the PCA on the calculated autocorrelation functions using the electron densityF(rb) as molecular
propertyp.
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they may serve as a first indication (cf. the arbitrary choice of
the position and orientation of the molecules described in section
3.1).

An illustration of this general problem of optimization is the
significant difference in the value for the similarity indexRAB

and HAB (Table 1) between (Z)-2-fluoro-2-butene and (Z)-2-
chloro-2-butene, which can be caused by not performing the
full optimization of their relative orientation and position
(translation and rotation) with respect to the reference molecule.
This effect is even more likely due to the presence of the
chlorine atom in (Z)-2-chloro-2-butene. It is known that mo-
lecular similarity calculations using electron densities are very
dependent on the presence of heavier atoms in the molecules
that are being compared.42 The methods proposed in this paper
could solve this serious drawback. Furthermore, the difference
in similarity values between the cis and trans isomers from
2-butene stresses the importance of the orientation and confor-
mation of the molecules.

As an alternative to the direct calculation of the Euclidean
distanceD (eq 2.2.3), PCA is used. The best models were
obtained when considering only the autocorrelation functions

calculated for distance intervals between 1 and 7 Å. Performing
the PCA on the autocorrelation functions using, for example,
the electron densityF(rb) as molecular propertyp in eq 2.2.2
yields an acceptable model consisting of two principal compo-
nents where the cumulativeR2 and Q2 values are 0.977 and
0.913, respectively. Figure 10 is the score plot for these two
principal components where butanone shows the highest simi-
larity with the reference molecule. A plot of the loadings for
the two principal components is given in Figure 11, showing
that both the small (between 1 and 3 Å) and large (between 6
and 7 Å) distance intervals are contributing to PC1 and PC2.

Figure 12 is an overview of the results for the similarity
calculations based on the calculation of the Euclidean distance
D (eq 2.2.3). Figure 13 represents the results for the similarity
calculations when performing a PCA on the autocorrelation
functions and calculating the Euclidean distanceD (eq 2.3.1)
between the scores of the principal components. For both these
figures, the considered distance interval is restricted between 1
and 7 Å. These two approaches lead to similar results. This is
comparable to the cases shown in Figures 8 and 9. For example,
for the electron densityF(rb), the MEP, and the local softness

Figure 12. Overview of the results for the similarity calculations based on the calculation of the Euclidean distanceD (eq 2.2.3) between the
autocorrelation functions between distinct points on the molecular surface. The considered distance interval is restricted between 1 and 7 Å.

Figure 13. Overview of the results for the similarity calculations when performing a PCA on the autocorrelation functions and calculating the
Euclidean distanceD (eq 2.2.3) between the scores of the obtained principal components. The considered distance interval is restricted between 1
and 7 Å.
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s-(rb), butanone shows the highest similarity with the reference
molecule, which again can be rationalized in terms of the
polarization of the carbon-oxygen bond. This indicates that
the autocorrelation function calculated for molecular surface
properties is a practical and handy tool for generating molecular
similarity sequences.

4. Conclusions

To evaluate molecular similarity of shape and/or reactivity,
F(rb)-based and/ors(rb)- and MEP-based similarity sequences can
be considered, depending on the kind of information, electron
distribution or reactivity versus soft or hard partners, for which
one is looking.

In contrast to the Carbo´ and Hodgkin-Richards type indices,
the use of the autocorrelation function in evaluating molecular
similarity has as an important practical advantage in the absence
of the calculation of the time-consuming integration over the
three-dimensional space. Furthermore, the optimization process
of the similarity involving the conformation, orientation, and
position of the molecules can also be omitted. Further research
should reveal whether the inevitable loss of information
associated with autocorrelation functions (transformation of
three- into two-dimensional information) is a matter of concern
in similarity calculations. This necessitates the calculation of
the optimized similarity values, which should be used as
reference points. Nevertheless, on the basis of the study
presented here, the use of the autocorrelation function can be
justified in studies of molecular similarity of large series of
structurally highly related systems where the positioning and
the conformational degrees of freedom are less important.
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