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We survey the possible time-resolved three pulse nonlinear spectroscopic techniques and their application to
gas-phase samples. The role of each of the interacting electric fields is specified, and the nature of the signal
is interpreted using the density matrix representation. Simulations of these nonlinear optical signals are based
on the perturbative solution of the Liouville equation for the density matrix to third order in the applied
fields. We present closed expressions for the integrated and frequency dispersed signals that identify the type
of molecular response for each technique and give the signal dependence on the various time delays between
laser pulses. We choose a simple experimental system, two-electronic states coupled to a single vibrational
mode of diatomic iodine, with weak dephasing, to illustrate various molecular polarization responses in four-
wave mixing experiments including pumprobe, reverse transient grating, and photon echo. These signals
and their simulations illustrate how the time delays between pulses can be effectively used to control the
optical response of the molecular system.

I. Introduction using a wave function representation and its evolution in Hilbert
space; 19 whereas condensed phase measurements have com-
monly been analyzed using a density matrix formalism and its
evolution in Liouville spacé’~12 The goal of this article is to

The development of ultrafast tunable laser sources has
allowed scientists in the past decade and a half to probe

molecular dynamics with unpr n fem nd time 7. . .
olecular dynamics with unprecedented femtosecond t € discuss all possible signals that can be generated by ultrafast

resolution~® This tremendous progress in experimental capa- i ved . ts int " v with |
bilities has been accompanied in the theoretical front by a deeper Ime-resolved expenments interacting resonantly with a molec-

understanding of the interaction between lasers and molecule u_Iar gas-phase system. The interpretation and simulation of the
using appropriate descriptions for these nonlinear optical

signals is based on the density matrix formalism and its
processes. Two types of theoretical approaches have beerfiagrammatic representation, e.g., Feynman diagrams and ladder
employed in the interpretation of such experiments. Ultrafast

diagrams. The utility of the density matrix approach to femto-
measurements in the gas phase have been primarily analyze§®cOnd gas-phase measurements was first demonstratdar
the interpretation of gas-phase photodissociation pupipbe
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In this paper, we use a unified density matrix framework for degrees of freedom are included explich#-4! Wave func-
understanding a broad range of ultrafast techniques used totions can no longer be used once a reduced description is
interrogate molecular dynamics. In condensed phase spectrosadopted.
copy, intermolecular contributions and dephasing processes are Gas-phase nonlinear FWM studies have a long history,
extremely important; these measurements are therefore oftenstarting probably with the observation of photon echoes i#SF
aimed at elucidating the response of the medium. In the caseand the first observation of molecular rotation by a third-order
of liquid-phase experiments, this would be the response of the nonlinear proces® Numerous gas-phase applications of tran-
solvent and the subsequent relaxation dynamics. The macro-sient grating techniques were pioneered by Fayer, especially
scopic number of solvent molecules and the inherent inhomo- for the study of flame4446 These novel probes have been
geneity of the sample require a formulation that allowsduced applied to the study of femtosecond dynamics in the gas
descriptionbased on a few relevant degrees of freedom, where phase-®4761 Zewail and co-workers used degenerate four-wave
the remaining ones are traced 8Ut?2 Density matrix calcula-  mixing (DFWM) for probing reaction dynamié8 Materny and
tions naturally take into account the existence of all of the co-workers have studied iodine vapor using time-resolved
different species, their individual dynamics, different relaxation coherent anti-Stokes Raman scattering (CARS) and PAWRA.
processes, and the coherent coupling between them caused bRy varying the time delay of one of the incident pulses while
the laser fieldd1~13.23 Although a gas-phase sample is much maintaining the other two incident pulses overlapped in time,
more homogeneous, inhomogeneities caused by the initialthey showed that vibrational and rotational dynamics can be
distribution of rovibrational states and the distribution of observed for both the ground and excited electronic states. Prior
velocities result in the static broadening (dephasing) of optical and co-workers have used time-delay CARS to study high-
signals* The density matrix formalism naturally incorporates energy ground-state vibratioh&%2
the initial distribution of vibrational and rotational states from Brown et al*® used off-resonance transient grating methods
the outset, whereas in a wave function treatment the calculationto study the response of atoms as well as polyatomic molecules
needs to be repeated for each possible initial state and therin the gas phase and derived a semiclassical expression to
averaged. analyze the vibrational and rotational coherences observed in

In addition to the observation of molecular dynamics, there the date® A number of reports have been published based on
has been a great interest in controlling chemical reactions with Similar measurements in gas-phase samSlés5” Resonance
lasers. The basic principle behind these efforts is the use of atransient grating measurements confirmed the observation of
tailored electric field, which optimizes excitation of the mo- ground and excited staté%.Dantus and co-workers have
lecular system to generate a preferred photochemical prod-€xplored different laser pulse sequences in three-pulse FWM
uct2526 These experiments have been carried out in the gasto control the observation of ground or excited-state dynam-
phase with pairs of phase-controlled puféé8 or with a ics 196063 They have shown that a spectrally dispersed three-
Comp|ex "Shaped" laser pu|§é30The density matrix approach pulse FWM method with transform limited and Chirped pl.ﬁ%éb
underscores the coherent lasetolecule interactions, making ~ adds an important dimension to the study of molecular events.
clear the role of phase locking or phase matching among Experimental results obtained in a simple system, two
multiple pulses as well as the complex phase and amplitude electronic states of gas-phase molecular iodine, by a number
modulation of shaped laser pulses. It is important to note that of time-resolved four-wave mixing spectroscopies (ptmp
the diagrammatic representation of the density matrix can follow probe, reverse transient grating, and photon echo) are shown
explicitly the time ordered coherent coupling that arises from for illustration of the various molecular polarization responses.
successive interactions with multiple laser pulses; hence, it is Gas-phase molecular iodine was chosen for various reasons.
particularly suitable for the simulation of coherent control. (i) The visible X X+ <> B 3Io4, transition has been well
Maintaining time ordering in a wave function description is characterized by frequen@f® and time domain spectros-
trickier. Several semiclassical wave-function-based calculations copies!®>1.5961.7872 (ii) The vibrational periods of both the X
of experimental observables were based on forwbatkward and B states are longer than the duration of our laser pulses,
propagation in Hilbert spacd-33 A semiclassical single trajec- ~ allowing us to impulsively excite wave packets in each electronic
tory calculation of the nonlinear response was developed by state. (i) The vibrational periods of the X and B states are
Yan and Mukame} A two trajectory algorithm for sampling ~ very different, 160 and 307 fs, respectively, making the
the density matrix (for the bra and ket) was introduced by assignment of the signal relatively easy. (iv) At the wavelength
Sepulveda and Mukam@& The semiclassical trajectory method Of excitation, molecular iodine can be treated as a two
using three-time correlation functions to describe resonance (electronic) level system. The state reached by two-photon
Raman spectra of iodine in the condensed phase was publishe@Xcitation is repulsive and does not contribute to the signals
by Ovchinnikov et aP8 In contrast, in Liouville space, we only ~ discussed in this article.
need to propagate forward trajectories. This makes the descrip- We use diagrammatic representations of the density matrix
tion much more intuitive and connected to multiple pulse based on double-sided Feynman diagrams (DSFD) to depict the
experiments; we naturally follow the sequence of events as theymolecular response and its dependence on the pulse sedtience.
occur in real time. For experiments in which the outcome The time delays between pulses are important experimental
depends on the electronic coherence induced by the pulses, theontrol parameters. The success of such experiments in directing
density matrix approach provides a straightforward tool to the population and coherence transfer has been demonstrated
calculate the signal. Electronic coherence including all third recently>%-61.73
order molecular responses are directly given by the off-diagonal  The theoretical foundations are presented in sectiety.|
elements of the density matrix. While using a wave function Sections \~-VIII contain experimental data and simulations. In
based formalism, we need to include all possible third-order section I, we apply the density matrix approach to calculate
contributions to the polarizatioR® O = ;@ ®|i|ypO0with i + the induced polarization and the signal of multiple pulse
j = 3. Simulations of optical signals of medium size systems spectroscopic techniques. The double-sided Feynman diagram
can be effectively performed using wave functions provided all and ladder diagram representations of the time-dependent density
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TABLE 1: Characteristics of the S, and S, Three-Pulse FWM Signals for Nonoverlapping Pulses

ko (Ry1R3)
Stimulated photon echo
-k k, k, k=K Ktk
homodyne T2 T <
‘ldetection Sep= Jélﬁg}(z‘)izdt
f t t, 5
'kl kz
heterodine T, \I\, Tys < )
idetection TC Susrn ™= j[e,f ' (Dell@ ot ;gPeg}(t)]dt
; ,
1, A 3
- Ky (Ry+Ry) B
Virtual echo
ko -k, 0 K kekktk,
- 0
| homodyne _
| s = PG a2
detection VE ; Zg:l et (DI dt
3
1heterodyne «
detection Sy y[e;)(t)ei(“’m‘“’s)feEgPeg}](t)]dt
13 '

aShown are the detection directidag, the molecular responses that contribute to the signals, the pulse sequence, and an expression for the
homodyne and heterodyne signals in terms of the third-order polarization, for detegtfoj.= 1, 2, and 3) is the time delay between the pulses.
7' is the delay time of the local oscillator field for the heterodyned. In the detection dirdgt{&n), the signal is known as stimulated photon echo
(virtual echo).

matrix and expressions for the resonant three-pulse FWM signalfor the signal in terms of the third-order polarization are given
for different nonlinear processes are given and summarized inin Table 3. Section IX concludes this article with a review of
Figure 2. In section Ill, we present general expressions for FWM the most popular ultrafast nonlinear spectroscopic techniques
signals in a multilevel system. Expressions are also given for and a summary of the merits of the density matrix formulation
two-dimensional FWM signals, displayed as a function of two for understanding and simulating gas phase multiple-pulse
experimental variables: the central frequency of the detector nonlinear spectroscopies.

and the time delay of the scanning pulse. In section IV, we

apply these results to a four-level system, representing two Il. Density Matrix Calculation of Nonlinear Response
electronic states each containing two vibrational levels. Using Functions

this model, we illustrate how different pulse sequences can be

R N The density matrix provides a statistical description of
used to select individual molecular responses (Leuyville y P P

space pathwaysin section V, we present experimental results quantum system:’™ Formally, the density matrix is defined
P P ! P P using the outer product of the state of the systket with its

illustrating different FWM signals obtained with three well- - .
Hermitian conjugatébral

separated pulses. The pulse sequences, the molecular responses

that contribute to the signal, and the expressions of the signals ~

in terms of the third order polarization are summarized in Table p(t) = zpﬂlpj(t)myj(t)wk 1)

1. Two-dimensional experimental data and their simulations !

based on the density matrix approach are also included. In ) ) o )

section VI, we present experimental data for different nonlinear Equation 1 describes a statistical ensemble (a mixed state) where

FWM signals obtained when one pair of pulses temporally the system has a probabiliB to be in the stat¢¥;Cwith 3 ;P;

overlap. The pulse sequences, the molecular responses that 1. WhenP; = 1 for one state and is zero, otherwise, the

contribute to the signal, and expressions for the signals in termsSyStem is in gure state(a state with maximum information)

of the third-order polarization are given in Table 2. In section and can be described by a wave function. Otherwise, we have

VII, we discuss cascaded FWM signals. An expression for the & Mixed statethat may not be described by a single wave

signal based on the density matrix formulation and experimental function. Adopting a basis sef{), we have

results along with their simulation are presented. Pupnobe

techniques are discussed in section VIII. The pulse sequences, W) 0= zaja(t)|¢am 2

molecular responses that contribute to the signal and expressions a
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TABLE 2: Characteristics of Three-Pulse FWM Signals Where Two Pulses Overlap in Timé&
Ky (Ry*Ry)

Photon echo *

k k k' kektktk,

o0
homodyne T g = P2
detection ﬁf:mm " ; &l

2
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detection Spp= y[% ' (D)el @y )‘%;Peg}(t)]dt
I3 t
1 _
o kp (RytRy) _
Reverse transient grating
k, -k, k) k=k,-k,+K',
homodyne NS R
detection T Sar = f Z@?}I(I)I dr
f
t 13

S = 165, (e T PO

heterodyne
detection

_________ t2
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k, -k’ k, k=k-K';+k, |

. @© |

detection AL - "] G t{ egtt ( )| |

! ,

!

|
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detection

b

e

2 Only sequences that survive the RWA for a two electronic level model are shown. Shown are the detection kgehtanolecular responses
that contribute to the signal, the pulse sequence, and an expression for the signals in terms of the third-order polarization, for homodyne and
heterodyne detection. The delay time between the putge$, j = 1, 2, and 3), is shown in the pulse sequences. The delay time of the local
oscillator fieldz', for the heterodyne measurements is indicated as well. In the detection didgctimobtain photon echo measurements, whereas
for detection directiork;;, we observe reverse transient grating process. Transient grating measurements can be obtained in both detection directions.

and the elements of the density matrix are given by The time evolution of the density matri(t), can be
calculated by solving the Liouville equation:
Par(t) = ij (oo | W () [0 (1) | 0, = zpjajaa (3) 9p(t) .
ety A A
J =5 = #lHOH0] — 750 (@)

The diagonal elemenpa,, represents the probability that the

system is in the statepa[Ji.e., thepopulationof that state. The ~ where the square brackets represents the commutator. The
off-diagonal elementspa,, represent the phase relationship Hamiltonian operatoH(r) can be separated &Kr) = Hogr) +
betweerjgplland|@yand are denoted as theherencédetween V(r t), whereHo(r) is the unperturbed Hamiltonian anr t)

these states. = — a-E(r,t) is the interaction with the external electric field
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TABLE 3: Characteristics of Coherent Pump—Probe Signal$

coherent pump-probe (heterodyne detected transient grating)

(Ri+Ry+R3+Ry)

S S A ) o ‘
k, -k, k, -k, !
degenerate m T M%%Z%% Spp= f[e’; (Dell@ o)t Z(P( GIHPE()at |

3 t g ”
| (R11Ry) ) o - 7::

‘1 k, -k, k, -k2 .
excited state m r m %Z% SPPeZJ[EZ (el w)t Z(p(3)+ PE(O)dt |
0 f - - |

(R3+R4) -

k-k, k;k, }
| ground state m r HE% o=l (e Spe PO
[ L ” ) i

a Only sequences that survive the RWA for a two electronic level model are shown. The Table includes the molecular responses that contribute
to the signal, the pulse sequences, and the expression for the signals in terms of the third-order polarization and the local oscilia{ditfield,
for heterodyne detection. The scanning timeis shown in the pulse sequences.

(r is the spatial coordinate of the sample), d@nthe coupling The solution of the Liouville equation is then given by
operator.y is the relaxation superoperafr.’8
The perturbative solution of the Liouville equation is obtained

pO(r ) =— UG r_
by expanding the density matrix, in powers of the incoming a(r.t) = Iab(t ")f—oo dUE,(r.t — )

field:12.13,79 ' (-1 o
exp[qwab + Vab)(t - tn)] X{ﬂaoocb (r:t) -
C
pas® = pS(0) + PO + pHO + .. (5) Pl P (r et (8)
where
where thenth termp (t) represents the change of the density
matrix element after anth order interaction with the external It —t) =exp[— (iw,, + Yt — )] 9
electric field. Substituting eq 5 in eq 4 and collecting terms to
nth order in the field gives Because the field is weak and short, we can safely assume a
perturbative expansion whereby each pulse produces a first-
(n) order interaction. In the impulsive limit, when the relevant
an(l 1) ) molecular time scales, including the relaxation times, are longer
= (Clwg, — Vab)Pab(r b+ than the pulse duration, the upper limit of the integral in eq 8
dt can be set to infinityt — c. We then obtain the following
E(r.b) expression for the time dependent density matrix:

zuaooé?, () — ol 2Ar Dy (6)

pS(r t)——lab(t WYV aenfty A0t = oS AF Ve

In eq 6 and hereafter, we assufnt be diagonal. Each density (10)
matrix element has a relaxation ratg, = Y,(I'a + T'p) + Tan

representing the sum of the inverse of the lifetimBs € I'y) with the effective coupling

of the levels involved in the transition and the pure dephasing

rate ("an) because of intermolecular collisions. The transition Vaen = Hac | _ dt E.(rit —t,) expliw,d] (11)

frequency iswa, = (Ea — Ep)/h wherekF; is the energy of level
j- The external electric field consists of successive well-separatedTo highlight the role of the phase and spatial profile, it is
pulses (i.e., pulses shorter than their delay periods): convenient to expand each pulse in the following way:

E (rt—1t)=¢,t—t)exp[-i(w,t—k,r)]+

B =2 Bt ") & (t— 1) expl(t — kyr)] (12)
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where ep(t — t) is the complex envelope of theth pulse,
wn(wn > 0) is the carrier frequency, ang is the wave vector.

The effective coupling matrix element can now be expressed

as

Vac,n = /’tac[gn(wac - wn) EXpﬂkn‘I’] +
& (o T @) eXpl=ikyr]] = Vi, + Vi, (13)

whereén(w) = fen(t) explwt) dt is the spectral envelope of the
nth pulse. This amplitude peaks arou&f0) and is negligible

at optical frequencies because the carrier frequengyas been
removed. Note that, only in one of the two terms of eq 13, the
optical frequency is canceled by the transition frequengy
depending on whether it is positive (excitation of a ket or
deexcitation of a bra) or negative (deexcitation of a ket or
excitation of a bra). We shall only retain this resonant term in
the calculation of the signal; this is known as the rotating wave
approximation (RWA). Each term of the interaction operator
has a well-defined directiorkf or —k;). Therefore, because of

the selectivity imposed by the RWA, each pulse interaction
contributes in a unique way to the phase matching direction of

the nonlinear signal.

From eq 10, we see that théh order density matrix element
is obtained from the interaction between the applied field and
p~1(r t,). Equation 10 can be expressed in an operator form

o0 = 1t~ A V), (19)

whereV, is the interaction operator with theh pulse, whose
matrix elements are given by the eq 13. According to eq 14,
the interactions take place at the nod&s,d"1(r t,)], when

a pulse is applied at timg. Each field selectively acts either
on the bra or on the ket, incrementing by 1 the order of
interaction. After the interaction, the density matrix propagates
field-free with the propagatd(t) until the next pulse is applied.

If eq 10 is expressed as a function?, the time evolution of
the matrix elementso®)(r t,) is given by the sum of all

Grimberg et al.

a) One-Dimensional Model System and Energy Levels

> > — """"’e>/1~e'>
| e
— —_—
\:_ -
1 —" g>
o — lgv
Sem——

b) Corresponding Multilevel Density Matrix

p(U) p(l) p(2)
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ol o o]0 Peg | Pery oo 00 Poe| P

Figure 1. (a) Energy diagram showing two potential energy surfaces
with dipole interactions—u-E(r,t), (double vertical arrows) of their
vibrational levels. For simplicity, only two vibrational levels in each
electronic state are shown. (b) Representation of a multilevel density
matrix before electric field interactiop® and after oneg® and two
electric field interaction$®. The initial density matrix contains only
the population of the vibrational level(y) and p{). The darkest
diagonal terms correspond to the populations, ancfthe gray off diagonal
terms correspond to the vibrational coherence within each electronic
state. The off diagonal elements i correspond to vibronic
coherences, whereas thosebffi correspond to vibrational coherences.

tions and vibrational coherence within each electronic state, such
2 2
aspl and p&.
The time evolution of the density matrix of the optically
driven molecule can be represented diagrammatically by either

possible pulse sequences that interact with the sample. Eachyq [iouville space coupling representation, the DSEBY, the

term in this sum can be associated with a Liouville-space
pathway*® and pgg(r ;) is given by the sum of all of these
pathways. Closed expressions f6¥(r t), p@(r t), andp@)(r t)
for a general multilevel system are given in Appendix A.
From now on, we will focus on a two electronic level system
with a ground-state vibrational manifoldg,(d, ...) and an
excited-state vibrational manifolde( €, ...) coupled by an
electronic transition dipole operator. This system is illustrated
in Figure 1a, which shows two potential energy curves along
with the electronic dipole interactions; uegE. The transitions
between bound states take place in the Frarf@@andon region

ladder diagram&? Each diagram represents a distinct Liouville-
space pathway. In Figure 2, we show the diagrammatic
representation corresponding to the lowest three orders of the
resonant dipole interaction applied to a system with two
electronic states. In the Liouville space coupling representation,
(left column) the state of the system is designated by a point in
Liouville space, with indices corresponding to the kbta
“axis”. Transitions on the ket are indicated with a vertical line
between the points, whereas horizontal lines represent transitions
on the bra. The DSFD shown in the second column can be
described as follows: the vertical left and right lines of the

of the potential energy curves and are represented by Verticaldiagram represent the time evolution (bottom to top) of the ket

arrows. A density matrix representation of this system and the

and bra, respectively; the applied electric fields are indicated

changes under successive interactions with the electric field are, ith arrows oriented toward the left if propagating with a
presented in Figure 1b. Each change corresponds to a different, o ative wave vector and vice versa for a positive wave vector.

order of interaction with the electric field. The initial density
matrix, p©, contains only ground-state populations, indicated
by the diagonal elements suchpég andpg,’é,. The first electric
field interaction leads to an electronic coherence. Only the off-

Each interaction with the electric field produces a transition
between the two electronic states of either the bra or the ket.
The ladder diagrams are shown in the third column. In this
representation, the solid and dashed lines correspond to ket and

diagonal matrix elements representing the couplings betweeny g jnteractions, respectively. Time evolves from left to right.

different electronic states are nonzero, suchp% and its

complex conjugatepgl;,. The second-order density matrix,
obtained after two interactions with the electric field, contains

ground (such a$§fgf) and excited state (such agg) popula-

The ability to track the evolution of the bra and ket simulta-

neously makes the density matrix a most appropriate tool for
the description of many dynamical phenomena in nonlinear
optical processes.
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Response Liouville Feynman Ladder
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Figure 2. Diagrammatic representation (Liouville space couplings, DSFD, and the ladder diagrams) and expressions for the first (a), second (b and
¢), and third (d and e) order density matrix elements. The formulas indicate how the initial density matrix elements are transform into higher order
elements through interactions with the electric field, operk{fgygorve_gyn and field-free propagatork(ti-t;), during time intervalg; — t; (i,j = 1,

2, and 3). In the Liouville space coupling representation, the state of the system is designated by a point in the Liouville space, with the indices
corresponding to the kebra “axis”. Transitions on the ket are indicated with a vertical line between the points of Liouville space, whereas horizontal
lines represent transitions on the bra. In the DSFD, the left and right vertical lines represent the ket and bra, respectively; the appliezlddectric fi
are indicated with arrows oriented toward the left if propagating with a negative wave vector and vice versa for a positive wave vector. Time
evolves from the bottom to the top of the diagram. In the ladder diagrams, the vibrational manifold of each electronic state is represented by the
horizontal lines, the solid and dashed vertical lines correspond to ket and bra interactions, respectively, and time evolves from left to right.

The diagrams of a second-order interaction are depicted inand a vibrational coherence & @), p)(r t) and p@\r 1), for
Figure 2 parts b and c for the spatial Fourier components each spatial componentky — ko)-r and (ki + ko),
(ki — ko)t and (ki + ko)-r of the density matrix elements  espectively. Diagrams £Land Q* in Figure 2 parts b and ¢
(see.Appgndlx A). Eagh _com_ponent co!rresponds toa dlfferemshow the transitions taking place in both the bra and ket sides.
way in which the electric field interacts with the molecules while o . .
This interaction transfers populatioe & €) and generates

satisfying the RWA. Diagrams fand Q* in Figure 2 parts b . i i @
and c illustrate the transitions (excitation followed by a Vibrational coherencee(= €) into the excited stategey(r.t)

deexcitation) taking place either on the ket or the bra. This and pf_fg(r,t), in the k1 — ko)r and ki + ko)r spatial
interaction produces a ground-state population trangfer ¢') components.
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The diagrams of the third-order density matrix for the spatial where
componentsk;«r = (k3 + ko — ky)r and kyr =
(ks — ko + kq)r (see Appendix A) are depicted in Figure 2 (3) = Tri5® — ®3) ®3) —
parts d and e, respectively. Each of the terms in eq A5 P = Trlips(r bl é/«teg[peggr,t)-i-pges(r,t)]
corresponds to a diagram shown in Figure 2 parts d and e, such . 3) .
that the spatial componekij-r of 5@)(r t) is given by the DSFD expliksT] EZ” edPegdT12T251) + ] (19)
designated by molecular responses (or Liouville-space pathways) ¢
Ry and R. Whereas the componekitr is given by the DSFD  pere 3 is the dipole moment operator and the summation is
designated by molecular responsesaRd R. The Liouville- over the vibrational manifolds of the ground)(and excited
ngsr?dpsatg‘t‘g’agg ﬁgt?or% rv‘\a;‘élrteggmaizeé’?g'j?t;?;momge state €). The time dependence of the density matrix element
- , (3) . .
polarization of excited-state population. Both spatial components Pegdri27231) can be factorized, see eq AS, as
of the third-order density matrix elements, and k;;, carry .
ground- and excited-state dynamics information. We thus have PedTiaTast) = P4 TiaT20) EXPliwed = yed] =
~(3) — Akyer ik, pt(é?gér12’r23) exp[_l(w5+ wegat - Vegt] (20)
p(r)=e""(R,+R) +e" (R;+ R, +cc (15)

ws is the frequency of the emitted polarization after three-
The last column of Figure 2 gives the expressionséxt), pulse interaction, withw, = (—w1 + w2 + w3) and
pA(t), and pO)t) for our two electronic level model system. @1 = (w1 — w2 + w3) andwegs= weg — ws The transitions
Each step in the diagrams corresponds to the expression. Theontributing to the polarization result from the interaction
dipole interaction with theth pulse is indicated by eithaf, between the molecules and the pulses according to the experi-
(if carrying a negative wave vector) or bﬁgn (if carrying a mental techniqué; or ki and Iead|_ng to an emission fr(_equency
positive wave vector; eq 13). The field-free propagation of the @1 OF @ii- The transition frequencies m_volved in the S|gnal can
ground- and excited-state populations is denotedgffts — therefore be expressed as a function @f and a linear
t,) andles(ts — 1), whereas the electronic coherence propagation comblnatlon of _the vibrational ground- an(_j exuted-s_tatg fre_-
is denoted byegts — ;). Note that the third pulse can interact quencies. The time dependence of the emitted electric field in
with both ground- and excited-state populations as indicated € directionks is given by
by the propagatorkyy(ts — to) andlea(ts — t2) in each spatial
Fourier component op@)(t). The components of the density eqt) O Zﬂegoggs(tlz,rzg) expl-iwed — vt (21)
matrix elements are obtained from the product of the interaction eg
operators, in such a way thkt andk;, in p@)(t) are given by ) .
Vg V:g,z V:g3 and \/;g,lvggz Vi ., respectively.k, and ky where we have adopted a simple model f_or the rate of electronic
correspond to the phase matching directions in which the signaldePhasing (i.e., coherence relaxatiory = y, and the delay
is detected. The wave vector of the emitted electric field is, imes between the pulses are definedgs= t; — t andri. =
therefore, eithek, or k. The signal detected &; and k, t; — ti. Substituting eq 21 in eq 16, we obtain the following
involves different types of molecular response. We will €Xpression for the Wigner spectrogram of the emitted electric
designate each spatial component as a distinct FWM signal.f"s‘ld:gl’84
Control of the observed intramolecular dynamics using one of
the FWM techniques, can be achieved by choosing a specific W(t,w) O f_mw dr expliwt] z /,telglp*ggls (T12:729)
pulse sequence that cancels all Liouville-space pathways except éL01

one. expliweg, — V)t = 2] Y e oS T12729
. . . €2,02
I1l. Detection Modes for Four-Wave Mixing Signals .
g~ expl(—iwe g, — )t + T/2)] (22)

Optical signals can be expressed in terms of the Wigner
distribution, We(t,w), of the emitted electric field in thés

direction 883 Performing the integral over we obtain

We(t,w) O Z#elgmuezgzp*(e?éls(7121723)/0«(92;25(712’723)

Wetw) = [ dr et — t/2)eqt + 7/2) expiwr]  (16) &
exp[A(wg; — w)t] exp[ — 2yt] (23)
where
where the subindicesg, are determined by the relation
Er D) = egupl— i(wgd — kgn)] + etuplilwd—KsT)]
(17) Weg, = 2(w — wey12) (24)

with the subindex S= | or Il corresponding to the; or k The instantaneous electric field eneris(t)|2, can be obtained

FWM techniques, respectively. The Wigner spectrogram rep- by integrating the Wigner distribution over the frequency
resents the fraction of the electric field energy contained in a

specific time and frequency windowt,®). The electric field |€s(t)|2 0
emitted by the sample is proportional to the third-order

ensemble-averaged polarization f :O do Z#elglﬂezgzp*géls(le,fza)szqzs(leafzs)
€01

E4r.t) O oPE(r ) (18) exp[A(weq — w)t] exp[—2yt] (25)
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The homodyne signal is proportional to the time integral of the where
instantaneous electric field energy and giveAsby

A(T1pT30e U ZV:g,slg'g(Tza) ZV;g,zlefg'(le)V;g’,l pg’g’ +
g
Z_V;g,sl ce(729) ZV:g,z leg (TlZ)V;g’,l Pg')é' (31)
g

S= O PP 0 [ dtied)®  (26)

The frequency-dispersed homodyne signal is obtained when the
instantaneous field energy is measured with an ideal detector

centered at a specific frequencp(w, wp) = 6(w — wp). The The summation over the indices andg’ corresponds to the

signal in the directiorks is then given by contributions of the vibrational manifolds of the excited and
ground electronic states, respectively. The homodyne frequency-

S{(715,To50p) U f:o dt f:o dw dispersed signal for the spatial componkntis given by

*(3) (3)
Ueghenl o0, (T12729)Peq T12T290(w — wp)
61291 Bl o Si(T12T230p = ey = |ﬂeﬁ|(71217231‘“eg)|2 (32)

exp[A(weg, — )] expl-2y1] (27)
where
After performing the integral over the frequency, the frequency-
gate function fixes the value of to w = wp, whereas the time An(le,Tzs,weg) 0 ZV:g a9 S Vag oy (le)V::rr 1/0(0) +
integral gives —- geeg 9799

Vigales(®20) Y Veg 2 leg(T1o)Vey 105y (33)
S{(712.7230p) 0 Z#elglﬂ%gzp Sg;ls(51217523):"%25(5121723) x Z‘ e gZ g2ed eirae
€,01

4 (28) The homodyne signal can be obtained combining eqs 26 and
2(/° + (e, — @p)) 19:

The dominant contribution t&(r12723wp) comes when the  S{T1,T59) = f:o dt [Pz, 1,51]2 =

central frequency of the detector is equal to one of the transition w @ 5

frequencies involved in the sump = we,q,. Then, wheny = St [zPegéflzaTzsit)] (34)

Wp = Weg, the subscripts,g, adopt the value,g, = eig; (see &g

egs 22-23) and the frequency dispersed homodyne signal in

the detection directioks is given by where the summation is over the ground- and excited-state
vibrational manifolds. The third-order polarization for each

_ 1 3 2 transition is given by
(112 T230p = welgl) 0 Eweflg'lpélgls(flzifnﬂ (29)

(3) 1) — (3) . 3 .

These signals constitute various examples of multidimensional PeadT1231) = tefPegdT12T231) + PgedT12T231))  (35)
spectroscopie® 8587 Different two-dimensional (2D) signals
can be obtained when one of the three variables in eq 29 isThen
held fixed. When one of the delay times between a pair of pulses
is fixed, the 2D-signal contains information about the dynamics o
of the different trgnsitions that contribute to the FWMy signal (712729 = Zf At [P£33£J)5(712'T23;t)]2 T
as a function of the scanning time. Scanning time versus &9 "
frequency resolved signals in four wave mixing in vapor iodine 22 z ffm dt Pfl’éls(rlz,tze,;t)Pgézs(rlz,123;t)
have been studied by the Dantus and Kiefer gr&g§s63.88 101620
This information indicates which transitions are activated with N )| 2

e . z |pegé7‘—127723)| +
a specific pulse sequence and can be applied to study IVR. When 5

the detection frequencwp is fixed at a specific transition
frequency, we obtain a 2D plot with two temporal axes: fixed 14 @3 #(3
timC(]e andyscanning time. AF specific values %f the fixed time Z P éléls(flz,fza)ﬁ) g%glzs(rlz’rm) +
delay, the signal is modulated by ground or excited-state
dynamics as a function of the scanning tifé&2The fixed times c.c) (36)
correspond to half periods of the wave packet motion at a given
energy level of the ground or excited potential curve and are Here the RWA has been invoked where highly oscillatory
proportional to the potential width at that energy. The time delay contriputions are neglected. The second term represents a
allows one to manipulate the microscopic and macroscopic macroscopic interference of polarizations from different mol-
coherence that modulates the observed sig¢fhal.collection ecules’389 This type of interference arises because the homo-
of transition frequency plots will map the anharmonicity of the  qyne detection is quadratic in the emitted polarization and will
potentials. The homodyned frequency dispersed signal can beye present in any homodyne signal. This interference effect is
calculated by substituting eq AS into eq 29. The signal in eaquraple if the relaxation time £)/is comparable with
directionk is then given by ground or excited-state vibrational periods. The interference term
) is given by the sum of terms that oscillate with a linear
S(T12T230p = weg) = |/’tedA‘I(TlZ'T23’weg)| (30) combination of the ground- and excited-state vibrational fre-

Eaém(y® + (a)elgl ~ Weq,
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quencies (see Appendix B), and its contribution can be expresseceq 19 and substituting in eq 40:

as
3 3 .
95912115(712,1'23)0*((32%25 (‘1712,1:23) =
Z SQl(elgl);R](e;[gl)(le,TZS) =
1)
zAns(elygl,ezgz;rlz,rzs) COS(f1w + Ny Q)73 +
n

Brg(€1,01 8 05712, 723) COS(O e + Ny ) T15) (37)

where SR e,g)R(e0)(T12723) terms denote the interference of
polarizations arising from molecules excited with Liouville
pathwaysR(e101) andRi(ex02). Ri(e101) represents the contribu-
tion of the Liouville pathwayR to the electronic coherence
py.s If the signal is detected in thie direction,i,j = 2,3,
whereas forky, i,j = 1,4. Expressions for the coefficients
And€1,01,62,02,712,723), Bng(€1,01,€2,02,T12,723), Ne, andng can be
obtained from the expressions of Appendix B. From egs 30
33, we can calculate the FWM signal if the spectral intensity
of the pulses, the initial distribution of the vibrational levels in

Shs(T12T29 =2 lm[Zﬂegﬁwm dt €0t — 7)
g

expl(@iot + dLo)(PgdtiTiaTzy) + C.0)] (41)
Performing the time integration we obtain

Sis(T12,729) = 2 Re[explg o] expliv o — y)(T — t3)]

Y teflolor0 — e~ 17) XDl ~ ] x
g

(T12729) T ﬂeggto(wLO 1 Weg— iy) exp[(+iweg) X
(T — )] T3] (42)

whereé] o(w) is the Fourier transform of the temporal envelop
of the local oscillator field. Note that this expression for the
heterodyne signal contains no interference term. In the limit of
small relaxation ratey( — 0), if the frequency of the local
oscillator electric field is equal to one of the transition frequency,

ground state, and few molecular parameters are known. In®Lo = weq the RWA can be applied and only one term in eq
particular, for ultrafast measurements in the gas phase, where42 will give a significant contribution to the signal. We then
the relaxation processes are slow compared to the vibrationalobtain the spectrally dispersed heterodyned signal

period, the molecular parameters are reduced to the vibronic

dipole couplingseg

A joint time-frequency representation of the nonlinear
response and signals was developed and applied in refs 70
73, 82-84, and 90. The joint time-frequency resolved signals

Sis(T12T23W 1 0 = W) = 2 Re[explg o — y(T' — t3)] x
&olwo — a’eg)Pt(esg)s(flzifza)] (43)

This setup, requiring two pairs of phase locked pulses (1,2 and

and analysis of various coherences in four wave mixing in vapor 3,LO), can be used to determine the phase of the polarizations

iodine have been studied by Apkarian and co-worRérs.

arising from individual transitions by varying the phase of the

If a detector with a short temporal window is used, one can o) field. The additional sensitivity, the absence of interference,
measure the time-gated signal. In this case, the integral in edan the fact that the phase of the polarization can be obtained
26 should be taken within the specified time-gate window. The ke the extra experimental effort involved in heterodyne

window is achieved experimentally using a Kerr-g&t&lath-

detection worthwhilé3-97 Heterodyne detected FWM is not

ematically a Gaussian function can be introduced to simulate common in the gas phase.

the gate.

Improvements in the signal-to-noise ratio can be achieved |v. Controlling the Four-Wave Mixing Molecular
using heterodyne detection. The heterodyne signal is linear in Response

the weak nonlinear polarization improving the sensitivity of the

measurement. In this detection mode, a new (local oscillator)

field with wave vectok o (kLo = Ks), carrier frequency, o,
and phase, o is applied at time'. The signal results from the
superposition of the local oscillator field and the third-order
polarization!?

Sis(ri712T0) = f_moo dt E,o(r P 6715709 =
Sis(T12723) expli(k o + ko) r] (38)
where

E o(rt) =€ ot — ') explik o T —iw ot —i¢ o] +C.C
(39)

The signal amplitude is then given by

Sis(T12T29) = 2 Im[expligyo] [ dt €fo(t — ')
explio o] Pg )(t;flszzs)] (40)

Different levels of control can be achieved by manipulating
the experimental parameters that generate thearfl $
signals’® S arises from the molecular Liouville Space
pathways Rand R, whereas Barises from Rand R;. Signals
corresponding to the first group decay with a homogeneous
relaxation rate, whereas those corresponding to the second group
decay with both inhomogeneous and homogeneous relaxation
processed!2* A schematic representation of the rephasing
process that leads to the cancellation of the inhomogeneous
decay in $signals is presented in Figure 3. In this case, the
first pulse establishes a bra electronic coherepgﬁ(t), (first
interaction with—k;-r) that evolves during a time= 71, The
third pulse produces a ket electronic coherery@(t), that
evolves “backwards” in time with respect p@g(t). The third-
order polarization, results from the “reversed” coherence and
reaches its maximum at a time= 2712 + 723 The evolution of
the bra and ket coherences is represented in Figure 3 by the
dashed and solid lines, respectively. The PE pulse sequence is
very similar to the Hahn spinecho pulse sequence used in
magnetic resonance spectrosc8pyn the SPE sequence, the

The phase of the local oscillator field can be used to separatetime between the first two pulses is different from zero and the

the real and imaginary components of the polarization
PEr t;z12,723), which give the phase of the signal field. The

initial coherence is allowed to evolve in time. The coherence
evolution time is useful to determine inhomogeneous dephasing,

heterodyne signal as a function of the third-order density matrix a measurement of particular importance to determine the

can be obtained by calculating the third-order polarization from

structure and surrounding environment of molecules. In mag-
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with 712 (minimizing the transition that creates a population) or
723 (Minimizing the probing step). The selection of one pathway
from S or S, leads to the observation of ground or excited-
state dynamids-60.61.63.7ecause the molecular response that
contributes to each signal corresponds to the polarization of
ground or excited-state populations.

Generating two or more sets of wave packets in the excited
state that interfere destructively provides an additional possibility

for suppressing nonlinear molecular resporf8eEhis can be
achieved when two or more vibrational levels are initially
populated in the ground state and their Fran€london factors
with the excited state are nearly identical. Under these circum-
t stances, each laser pulse creates an excited-state wave packet
from each of the ground-state levels. The first pulse generates
two wave packets that are in phase. However, when the second
pulse is timed such that it is out of phase with the ground-state
vibrational period, the wave packets it generates are out of phase
and the signals interfere destructively. This situation can be
achieved for the Rand R response&? Control methods based
on quantum mechanical interference using ground state hot
bands as discussed here are more powerful when the initial
population is equally distributed among a few initial ground-
)7 state vibrational level® These types of control do not require
T Peg V(T=T1) h hi hase locki
bra 23 7 ket phase matching or phase locking.
meed 4 L L To illustrate the selection of individual molecular responses
t by controlling the time delay between the pulses, we have
] ) ) ] o calculated the and § FWM signals from a simplified model.
Figure 3. Schematic representation of the rephasing mechanismin S e mogel consists of two electronic states with two vibrational
signals. In the photon echo pulse sequence, the first electric field . . S
Jevel each, vibrational levelgUand |g'Uin the ground state

interaction creates a coherence, represented here by the first-orde d d in th ited he vibrati | f
density matrix elementpgle) with evolution on the bra (dashed line). and|elJand |€'Uin the excited state. The vibrational frequency

After two more electric field interactions, the third-order density matrix  Of the ground and excited state arg= (Ey — Eg)/i andwe =
elements o) evolve on the ket (solid line). The photon echo (Ee — Ed)/fi, respectively. This model has the minimum number
amplitude reaches its maximum afteg at a time equal to the time  Of levels required to obtain vibrational dynamics information
delay between the first two pulses= 71.. In the stimulated photon  corresponding to each electronic state. The dipole momegts
echo pulse sequence, the population and the vibrational coherence are= Ueg = —1 andueg = pey = 1 were determined according to
alowed {0 ropagate o 8 I e e delay betucen e sty he Condon approximationieg = (elg] where u is the
(dasF]ed line) and the ket (soIiF()j line) on t{}e tFi)m(f a%ds. Again, the electronlc transition dipole moment between the ground.and
stimulated photon echo amplitude reaches its maximum whern .. [¢gLis the overlap integral between the ground- and excited-
state vibrational eigenfunctions. Initially, the molecules are at
netic resonance, the nuclear Overhauser effect spectroscopyhermal equilibrium in the ground electronic state. We define
(NOESY) pulse sequence is analogous to the SPE seqffence. the population difference variable = p©, — p. Then, the
The first level of control is aimed at separating thesd S FWM homodyne signal in thé detection direction is given
FWM signals. This can be achieved by selecting signals for |
which the first interaction is either on the bra or on the ket.
This task is relatively simple when noncollinear pulses are used
where $and § signals have distinct phase matching directions.
The second level of control is aimed at isolating a single 1
pathway (R, Rz, Rs or Ry) from S or S, signals. Here, the [1 + cos@ery)] + ;[(1 + W) + (1 - ) cosgry,)] x
molecular dynamics of the system can usually be used to

1+ cos(t,+ T + 44
minimize the contribution of the undesirable respordes. [ etz + T+ Sy (44)

Molecular responses can be minimized when the time delay The term $, can result from the interference between the
between the pulses of a paiii(k; — k) (i,j = 1,2,and 3) acting [ jouville pathways (R and R) of different molecules or from

on the same side of the diagram is out-of-phase with respect tog quantum superposition of pathways in the same molecule:
the vibrational period of the excited electronic state. Information

about the vibrational period of the excited electronic state can S (t15759) = Sk r,(T12729) T Sk -, (T12T29) +

be obtained from a four-wave mixing technique in which two 4 45

pulses overlap in time (photon echo or transient grating), as SRS:Rz(tlZ'T%) 3?3:R3(712’123) (45)
The signal in thek;, detection direction is given by

P V1=0) Peg(T=T)
¢ bra ket~ ¢

PR N 1 >

expl-iot]

(1729 O %[(1 + W) + (1+ W) cosfoy(ty, + To9)] X

shown in the next section. This suppression mechanism of the
molecular response is related to the pundpmp control

method in that it takes advantage of a time-dependent transition 1
probability as the wave packet moves in and out of the optically S,(7;12759) 0 =[(1 + W) + (1 + W) cos,T;,)] X
coupled region. In such a way,;Ran be suppressed by 4

controlling the time delay,z (minimizing the probing step),
R, with 713 (minimizing the probing step), Rwith 71
(minimizing the transition that creates a population), and R

[1+ cos,z,9] + %[(1 +wA) + (1 — W) cosr,)] x
[1 + cos@erya)] + Sy (46)



708 J. Phys. Chem. A, Vol. 106, No. 5, 2002 Grimberg et al.

The interference term for;Ss given by the interference between delay between the first two pulses has also been used to enhance

the Liouville pathways (Rand Ry): the CARS signal in related experiments by Materny and
Knopp37113|n Table 1, we summarize the characteristics of
Snin(T12T29) = S?l;Rl(le’TZS) + S?l;R4(TlZ'T23) + FWM signals obtained with three nonoverlapping pulses. The
molecular responses that contribute to the signal, the pulse
Sk (T12729) T Skr (T12T29) (47) P 9 P

sequence, and an expression for the signals in terms of the third-
order polarization for homodyne and heterodyne detection, are
given for each case. These expressions neglect relaxation, which
for gas-phase samples are slow compared to the vibrational
dynamics. The delay time between the pulses are designated as
£7i (i, j = 1, 2, and 3). Heterodyne signals are obtained as a

molecules excited according tq Bnd R Liouville pathways. function of the scanning times and the delay time of the local

Expressions for the interference terms are given in Appendix oscillator field, "

B. To demonstrate the molecular response selection mechanisms
In eqgs 44-47, we can identify terms that depend solely on discussed in the previous section, we present degenerate three-

the ground- or the excited-state vibrational frequencies. In Pulse FWM experiments in gas-phasg Details of the

particular, the time delays between the pulses €23 0r 713 = experimental setup can be found elsewHé&f&:53.73n resonant

T12 + 729) can be chosen such that only one term oscillating three-pulse FWM experiments at 620 nm, the iodine molecules
with either wy or we contributes to Sor S as a function of undergo transitions between the ground state and the B excited

another variable time de]@v_ggyloosl is controlled by the de|ay state. On the basis of the FrareB€ondon factors, excitation at
times-[lz andfl& whereas $|S controlled by1712 and-[za_ When 620 nm COUp'eS the vibrational levels 2naBth in the ground

112 = (27lwe) (N + Y2), both S and § do not depend omyg (Rs state with 7th-13th in the excited staf&.In Figure 4, we show
and R, are suppressed fof 8nd S, respectively), and the signal ~ experimental VE and SPE measurements obtained with three
is modulated as a function @$3 by the excited-state dynamics. nonoverlapping pulses. The transients along with their fast
Whenti, = (21/og)(n + %), S and S are mainly modulated ~ Fourier transform are included in each case. In Figure 4a, we
by the ground-state vibrational motion with an additional present VE for fixedrio = 460 fs, 712 = 3/x(27/we), showing

SKr(t12,729) (i = 1, 2, 3, and 4) represents the interference that
results from the polarization of molecules that are excited
according to RLiouville pathway with coherences coupled to
a different excited-state vibrational levékr(r127239) (i # j)
represents the interference that results from the polarization o

contribution from excited-state motion, proportionai When beats modulated with a 307 fs period, corresponding to excited-
T3 = (27lwe)(n + U2), S does not depend omg (R4 is state motion. The transient shown in Figure 4b was obtained
suppressed), and the signal is modulated as a functier bl with 712 = 614 fs, 712 = 2(27/we), presenting ground-state
the excited-state dynamics. When = (27/wg)(n + Y2), S is oscillations with a 160 fs period. The slow modulation
modulated by the ground-state vibrational motion; (R component{3 ps) corresponds to the initial rotational dephas-
suppressed). Similarly, whemizs = (27/we)(n + 1), S is ing. The rotational component arises from the inhomogeneous

modulated as a function afi, by the excited-state dynamics dephasing characteristic ky signals. In Figure 4c, we present
(Rsis suppressed). Wheans = (2/wg)(n + Y), S is modulated SPE for fixed time delayr;, = 460 fs displaying beats

by the ground-state vibrational motionA{R suppressed). The = modulated with excited-state motion, whereas the SPE transient
excited-state contribution can be suppressed when the delay timdor a fixed time delayzi, = 614 fs (Figure 4d) contains a
712 = (2lwg)(n + Y3). The wavelength of the laser pulses can mixture of ground- and excited-state dynamics. Selection of the
be chosen to isolate the vibrational motion in the ground state. R, response requires specific valuestef and notri,. Note

In these experiments, the wavelength of the second pulse carthat the VE signal is as intense as the SPE signal. This situation
only induce deexcitation, thereby restricting the signal to CARS is characteristic of gas-phase systems, in which the collisional
transitions and the creation of populations and vibrational and rotational dephasing are slow compared with the vibrational

coherences in the ground-state opily#65.91,10+104 motion.
o ] Two-dimensional data obtained wiky detection are shown
V. Four Wave Mixing with Three Well-separated Pulses in Figure 5. We present a frequency dispersed signal, when

Three nonoverlapping pulses arranged in the forward-box is fixed and the data is collected as a functionrgf and the
geometry can lead to signal in two phase matching directions, detector frequencywp = weg This signal arises from the
ki andk;, (the position of the detector does not change only polarization of the sample, detected at the wavelengths indicated
the time order of the pulses). When thesignal is detected, on the vertical axis of the plot, as a function of the time delay
fixing 712 and varyingrs gives stimulated photon echo (SPE) 723 The lighter regions correspond to higher signal intensity.
measurements, whereas fiximg and varyingri, gives mode  Figure 5a shows experimental and theoretical data whgew
suppression measuremett3106 SPE will show excited-state ~ 614 fs. The frequency components oscillate with 160 fs period,
beats for appropriate values for, whereas mode suppression corresponding to ground-state vibration. Note that near 628 nm
measurements will display ground-state dynamics for specific the transient is modulated by the excited-state vibrational
values ofr13.89 Measuring the peak shift of the SPE signal with motion, indicating a contribution from a population in the
respect torpz in solution gives information about solvation excited state. The presence of excited-state dynamics is because
dynamicsl07-109 anharmonicity causes differences in the wave packet dynamics

The virtual echo (VE) technique involves detection of the such that the time delas, cannot suppress all of the coherent
ky signal, fixingzi> and scanning the time3. 110 This technique contributions. Simulations for a multilevel system using eq 23
is also known by other names in the literafdté!2and is related ~ are also included. Experimental and theoretical data for
to the coherent anti-Stokes and coherent Stokes Raman scat460 fs is shown in Figure 5b. The frequency components of
tering (CARS and CSRS) techniques when laser pulses of the two-dimensional spectra oscillate with the vibrational period
different wavelengths are used. Here we show that ground- orof the excited state. In both cases, the simulation neglects
excited-state dynamics can be observed with degenerate laserelaxation and rotational contributions to the dynamics. The
pulses depending on the valuewm$ (z23).196061.63.73The time simulations include Franck Condon factors and spectroscopic
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Figure 4. Experimental transients and their Fourier transform for processes requiring a fixed delay time between the first two pulses;¥r the B
transition of b. With the virtual echo pulse sequence the fixed time delay between the first two pulsesn be chosen to maximize or minimize

the transfer of population between the electronic states. VE transients for time delays=<a460 fs and (b):, = 614 fs are shown, for which

we selectively obtain excited or ground-state oscillations as shown by their FFT, respectively. Transients obtained with stimulated photon echo
pulse sequence with time delay g} = 460 fs and (d¥.» = 614 fs and their FFT are also shown. Notice that SPE does not allow the same control
based orr;; as observed for VE pulse sequence (see text).

data of the 2née5th vibrational levels of the ground state and cies within a pulse, into three-pulse FWM measurements is
the 6th—-15th vibrational levels in the excited state from refs already underwayt®123

69 and 114 with pulses having 230 cthspectral widths. The

calculations are in excellent agreement with experiment. This VI. Four Wave Mixing with One Pair of Overlapping

close agreement demonstrated the power of the density matrixPulses

method for the calculation of coherent spectroscopic signals. o ] S
This detection mode, which disperses the signal in frequency, When two pulses overlap in time, the previous classification

can be viewed as the Fourier transform of the two-dimensional baged on the t3|r;13e12c31rder|ng of the _pulseskaand_k_”, IS not
time gating techniquéis.116 valid anymore-373124Therefore, a different classification was

introduced in ref 124. Sequences of three noncollinear pulses,
fin which the temporal overlapping pair is preceded by a single
ulse, yield photon echo (PE) signals at the phase-matching

Frequency dispersed signals can be used to gain a bette
understanding of the effect of chirp in laser excitation. Chirped
pulses have been shown to enhance multiphoton excitation an(ﬁirectionka = —ky + ko + k'» and reverse transient grating
the yield of photochemical reactiofi3!17:118Chirp excitation (RTG) signals akrrs = ki + —kz + k' (overlapping pulses
leads to a chirped wave packet, one that has the phase structuraye the same subscript, where the apostrophe indicates
imparted by the pulse. When chirped pulses are in FWM noncollinear pulse$f73Although if the single pulse is preceded
experiments and that signal is frequency dispersed, it is pOSSib|eby the temporal overlapping pair, a reverse photon echo (RPE)
to observe the chirped wave packet motion. The effects of chirp signal is detected at the phase-matching diredtigst = k1 +
in FWM have been explored by the Dantus gr&@ipt-63The k's — kz and transient grating (TG) signalskaic = —k; + k'
incorporation of computer controlled pulse shapers, which can + k,. In Table 2, we summarize these FWM signals. In the
arbitrarily control the phase and amplitude of different frequen- case of overlapping pulses, the interaction operator eq 13 is no
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(a) Frequency Dispersed VE Signal for ,,= 614 fs
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Figure 5. Experimental data and simulation of the VE frequency dispersed signal whei, &)460 fs and (b)ri, = 614 fs. The frequency
dispersed signal shows the contribution of each polarization emitting with a central wavelength indicated on the vertical axis as a function of the
time delayz,s of the scanning pulse. The lighter regions of the plot correspond to the higher intensity of the signal. In Figure 5a, we show the
two-dimensional spectra whem, = 614 fs. The transient shows fast oscillations with a period that corresponds to the vibrational frequency of the
ground state. There is a small contribution from a population in the excited state that is apparent in the 628 nm spectral region. In Figure 5b, we
show the two-dimensional spectra corresponding:to= 460 fs. The transient only shows oscillations with a period that corresponds to the
vibrational frequency of the excited state.

longer proportional to the spectrum of the pulse. The reverse by the first pulse. The RTG transient initially oscillates with
photon echo can be observed when the first two pulses overlapthe 307 fs excited-state period. This is because the contribution
in time. This process (not included in Table 2) is observed in of the molecular response; Responsible for the excited-state
three electronic state systeA#4.125 dynamics) does not require specific values of the time delay
Experimental FWM signal obtained with three noncollinear between the first two interactions as doegtiat is maximized
pulses, when one pair of pulses overlaps in time, are displayedfor © = 27n/we. However, at a latter time, the excited-state
in Figure 6. The transients, along with their fast Fourier anharmonicity and the inhomogeneous dephasing attenuates this
transform and the DSFD are shown for the-R transition of contribution and the excited and ground-state components
l,. The RTG signal is presented in Figure 6a as a function of become comparable. The ground-state oscillation period of 160
the delay timer between the scanning pulde and the fs is apparent from the transient for>3 ps. The contribution
overlapped pulsds, and—k',. Examining the DSFD, the signal  of both dynamics is confirmed by the Fourier analysis showing
depends on the time evolution of the vibronic coherence induceda larger contribution at the excited-state vibrational frequency
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Figure 6. Experimental transients, their Fourier transform, and the corresponding DSFD for FWM processes having two pulses overlapped in
time, for the B-X transition of b. The reverse transient grating signal is presented as a function of the delay(8ee Table 2). The RTG signal

initially oscillates with the excited-state perio@.(= 307 fs), and at a latter time, > 3 ps, the ground-state oscillation (with a peribg= 160

fs) is apparent. This is confirmed by the Fourier analysis showing contributions at the excited and ground-state vibrational frequencies. The low-
frequency components in the FFT correspond to rotational motion. The DSFD indicates that the probing pulse interrogates excited-state populations
whereas the ground-state dynamics present in the transient can be attributed to the initial thermal distribution of the vibrational modes The photo
echo transient is obtained as a function of the delay tirfeee Table 2). A direct comparison between the reverse-transient grating and photon echo
transients reveals that the slow undulation (2 ps) in the RTG measurement, corresponding to the rotational dephasing, is absent in the PE transient.
Transient grating data is obtained as a function of the delay tifsee Table 2). The TG signal shows ground- and excited-state oscillations. This

result is in agreement with its respective DSFD.

compared with that at the ground-state frequency. The rotationaltransients; the rotational contribution (peaks at frequensies
contribution peaks at a frequency smaller than 20tmotice 20 cnT?) in the photon echo FFT are greatly reduced. This is
the slow modulation in the signal caused by the rotational motion due to the cancellation of the rotational and vibrational phases,
characteristic of nonrephasing spectroscopic techniques. The PHeading to the rephasing of the coherence, present in photon
signal is shown in Figure 6b. From the DSFD, we see that the echo techniques. In a PE, the first field interaction is on the bra
signal depends on the time evolution of the vibronic coherence side of the diagram producing an initial coherence opposite in
induced by the first pulse on the bra. The data corresponds tosign with respect to the third-order coherence (see Figure 3).
excited-state vibrational dynamics from contributions from both Reversing the coherence leads to the rephasing of the gignal.
R, and R molecular responses. Excited-state dynamics are This is in contrast to a RTG process, where the first field
probed in R as a function of timer;3 and in R as a function interaction is on the ket side producing a first-order coherence
of time 712. In PE, 112 = 113 = 7; therefore, both Rand R with the same sign as the third-order coherence. The experi-
contribute to the signal with excited-state dynamics. This mental capability for distinguishing bra from ket interactions
molecular response does not require specific values of the timeis clearly displayed in these transients (Figure 6 parts a and b)
delay between the first two interactions (as does the contribution where the only experimental difference is the geometry of the
of R responsible for the ground-state dynamics) and is thereforelaser pulses. TG data is included in Figure 6c. The transient
the prevalent contribution to the PE signal. A direct comparison and the Fourier analysis show ground- and excited-state
the RTG and PE transients reveals that the rotational modulationdynamics along with a weak rotational modulation.

and the background are smaller in the PE transient. This Overlapping three degenerate laser pulses in time leads to a
difference is also apparent in the FFT of the PE and the RTG strong signal that contains all of the Liouville path contributions
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described above. The signal depends on the wavelength of the Local Field Induced Three-Pulse FWM
pulses only because the two time delays are set to zero. This
arrangement, also know as degenerate four-wave mixing K k; -Ky g "1 o
(DFWM), can be used in the frequency domain where enhanced A I et Ho ke
spectral resolution results from the eighth-order dependence of / ( /7/1 T
X " . 7 K ky
the signal on the transition dipole momé#tDFWM can also ensemble 1 ensembic 2
be used as a probing mechanism in time-resolved experiments
initiated by a pump pulse. Experimental Results Simulations
0.5
VII. Local Field Induced Signals Ta3=4601s Ta3 = 46015
The description of nonlinear spectroscopic methods given so 1
far assumes that all electric field interactions involve the external _ 7
laser pulses. Additional nonlinear processes are possible thats \AAN\A/WUVVVV\M\M E ]UUU\/\/\N\/WMMN
involve the participation of electric fields generated in the £ o .go
sample from polarized molecules. Each odd-order polarization ;5 Tyy=614fs 2 Tyz=614fs
emits an electromagnetic field that can yield a new nonlinear 2 ! 2
signall?’-130 The participation of an electric field from an 3 §
induced polarization in the system gives rise to new effects
known as local field and cascading. They stem from the linear
and the nonlinear polarization, respectivEly2’ Processes TR T s T 2 5 & 5
involving a first-order polarization are observable when gas- Delay Time T19 [ps] Delay Time T2 [ps]

phase samples with long-coherence lifetimes and interactiongigre 7. Experimental and calculated-G1D FWM signal along with
Iengths interact with ultrafast pulses. This situation is best its pu|5e sequence and the DSFD for the)Btransition of b. The
detected using pulse sequences for which ordinary FWM signalstime delay between the pulses that form the populatien,controls
are forbidder$8:100,129,131,132 the observation of ground-state (oscillation period 160 fs) or excited-
coherence times yields new nonlinear optical signals resulting diagram induces the first-order electronic coherence emissiotha

. A Thic o - - cascaded into the ensemble 2 diagrams. Only the emission arising from
from a local field effects? This signal is attributable to a process the ensemble 2 diagrams contributes to the signal. Notice the similarity

in which one ensemble of molecules undergoes a first-order petween these diagrams and the VE diagrams (see Table 1); in the
electric field interaction that induces an electronic coherence, cascaded experiment, the third field is replaced by the induced first-
P)(t). The field resulting from the first-order polarization, which  order polarization of the first ensemble.
may last for hundreds of picoseconds for a diluted sarffple, ) )
interacts with a second molecular ensemble that has undergoné (1 ) have both spatial components;K; + ks)-r and ks —
two electric field interactions (or a population transfer). The Kz)r. The main contribution to the signal arises from the
FWM signal arises from the third-order polarization of the resonant terms; therefore, the cascaded third-order coherence
second molecular ensemBfet®° The local field FWM signal is reduced to
will be detected at thek; phase-matching direction if the 5
population transfer is initiated with a ket interaction and at the /® (r ty 05 exol— (iw. .+ >
ki direction otherwise. This process can be clearly detected using'o egd"0) A P (g 7eg
pulse sequences that yield no signal in the rotating wave _ 2 (2) iy
approximation. (t ts)](gz,ueg Pl 1) Veg 1 €XPliwegt Ifeg(t — ty)

The induced first-order electric field is given by 2 (2

2 ey PRl 1) Vag 1 @XPlwggtiIfuy(t — 1) (50)

EMcedr ) O PO 1) = Triap™(r ] =

induce

Zﬂeg eXPl—Yet = 1)](Vegr EXPI-iweft — t))] + c.0) where the functioret — t1) is defined by
eg

t—t ., r H r
(48) fot —t) = [ "t expl~yed’ +i(@eg — Wegt]le—eg—q

where the dependence with the spatial variable is implicit in (51)

the interaction operatoNeg:, See eqs 1011. The local field
induced third-order coherence can be derived from eq 8 when

n = 3133 replacingEx(r,t) by E&) ofr.t)

The phase matching direction of the resulting emissidq is
(=k2 + ksz) + kir. The modulation of the local field FWM
signal is given by the ground or excited-state vibrational

dynamics as indicated by the factq«sgg)(r,tg) and p(ezg(r,tg),

2
pé?;}c(r 1) O =i expl=(iweg T Ve (t — t3)] respectively. The observed dynamics can be controlled by the
h time delay between the pulses that produce the populétfon.
" A :
dat @ t.) expliw.. ] — @r t Local field induced three pulse FWM signals were detected
‘/:“" (;”‘egpg ol 1) exPlegt] HegPee(l L) in GaAs quantum well§2 and in gas-phase molecular iodine

using nonlinear pulses arranged in forward box geomiéfry.
Ground- and excited-state dynamics were observed by fixing
a ) the time delayras = 2(n + 1)7/(we) andras = 2(n + L)/ (wy),
(Ve,g,18XPFi0g ¢ (1 — )] + Ve g 1 explog g (' — 1)) respectively. In Figure 7, we present the experimental data and
(49) simulation carried out with eq 50. The pulse sequence and the
DSFD corresponding to the third-order cascaded process are
The expression fop@(r,t) can be obtained from eq A2. also included. Note that in the pulse sequence of this experiment

expliwggt]) He g, EXP[—Ve g (' — )] x

191
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Heterodyned Free-Induction Decay as excited-state dynamié%.16 Pump-probe experiments can

be carried out with different wavelengths to detect exclusively
ground- or excited-state dynamics. In these cases, the pump
probe signal can be detected by monitoring the fluorescence or
ion yield resulting from the probing step. These experiments
involve three electronic states, and the signal is proportional to
the transferred population into the final excited state>!

The success of the wave-function-based formalism for
describing pumpprobe experimental signdl¥152 can be
attributed to the fact that the signal arises primarily from the
0 vibrational population and vibrational coherence dynamics,
L L ! arising from the double interaction of each pulse, and that
relaxation processes are slow and do not involve an electronic
] ) ] ) coherence. For that reason, puagsobe experiments, in
Figure 8. Experimental heterodyned free-induction decay data and Igeneral, are not sensitive to the optical phase of the pump and

the corresponding double sided Feynman diagrams (inset). The signa - .
corresponds to the up-converted optical emission of the induced eIectricT[he probe pulses in phase space. These experiments can also be

field by a femtosecond gate pulse in a nonlinear optical crystal. The interpreted using density-matrix wave packets resulting in the
scan (lower trace) includes the pump pulse centered=ad. The upper doorway/window formalism® A pump creates a doorway wave
trace, resulting from the magnification of the data at 250 fs, shows packet that propagates during the delay timéne probe creates
modulations in the signal caused by the wave packet dynamics in the 3 window wave packet in the phase-space region monitored by
B state of iodine. the probe. The probe absorption spectrum is expressed as the
overlap of the two wave packets. The main advantages of this

the scanning pulse is reversed in time with respect to the VE representation are (1) it applies for both resonant and off-
technique (see Table 1). Indeed, comparing Figure 4 with Figure 'éSonant experiments, 2 it allows the incorporation of solvatipn
7, we see that both signals show similar dynamics except for dynamics with arbitrary time scales (homogeneous and in-
the low intensity of the cascaded data. The similarity of the homogeneous line broadening), and (3) the result based on
signals is emphasized when comparing the DSFD of the VE nonlinear response fur_lctions can be directly compared to other
process (see Table 1) with the diagram of the second ensembleonlinear spectroscopies.
in Figure 7, in which the third pulse was replaced by the first-  In Figure 9, we show pumpprobe signals of gas-phase
order induced electric field. The calculation of the cascaded dataiodine along with the DSFD contributing to the pumprobe
reproduces the vibrational structure of the experimental re- spectrum in a three-level system. Pioneering experiments were
sults1% Note that the data show femtosecond resolution even carried out by the groups of Zew#il'--153.15and Fleming-55156
though the induced field decays with inhomogeneous degay T In this experiment, a pump pulse at 620 nm excites the iodine
~ 200 ps?* The induced electric field can maintain the molecules to the B state and the probing pulse at 310 nm excites
femtosecond resolution of the experiment provided it is modu- the B population to the upper fluorescence stgtd fie signal
lated on the femtosecond time scale. The first-order electric field was obtained as a function of the delay timgetween the pulses
emission is modulated and acts as a train of femtosecond lasemwith parallel (upper transient) or perpendicular (lower transient)
pulses. The induced first-order electric field emission was relative polarization of the pump and the probe pulses. The
measured (see Figure 8). The measurements of the heterodynettansients contain oscillations with a period of 300 fs corre-
free induction decay signal (first-order electric field emission) sponding to the excited state vibrational frequency, whereas the
were obtained with a femtosecond local oscillator pulse by up amplitude is modulated by rotational dephasing. Because the
conversion in a second harmonic generation cry8fal’he intensity of the induced fluorescence is proportional to the
transient obtained along with its DSFD are shown in Figure 8. population transferred into the B state, the technique can only
Cascading FWM processes in strong field nonlinear experi- monitor the motion on the first excited state as indicated by the
ments have been calculatét’3® and observedl!?140-143 These DSFD 1 and 2 in Figure 9. Each molecular excitation (or photon
processes have been applied for the generation of new spectraabsorption) is represented by two electric field interactions. After
componentg*-146 and determination of the third-order nonlinear the pump, the molecular system is described by a population in
susceptibilities of noncentrosymmetric materials at several the intermediate excited stat!‘ﬁ. The probe excites a fraction
wavelengths#-149|n six-wave mixing experiments, there is a  of the population in statg[to statelfCagain by a double electric
possibility that the FWM signal from the first three pulses field interaction. The pumpprobe signal is proportional to the
cascades with the two additional pulses to create a cascadegopulation in the intermediate excited stge The contribution

Upconvered Signal , [a.u.]

Delay Time 7, [ps]

FWM signal. of the third Liouville pathway (3) is negligible, and it is only
] comparable with the sequential contribution when both pulses
VIII. Time-resolved Pump —Probe Spectroscopy overlap in timet420
A. Fluorescence Detected PumpProbe. The pump-probe B. Direct Detection of Pump—Probe. The absorption

technigue can be considered as a heterodyned third order processump—probe signal field is detected along the direction of the
resulting from the interaction with two pulses. In this technique, probek,, and can be thought as an intrinsic heterodyne detection
each of the pulses interacts twice with the sample producing of a TG process, in which the heterodyned field is the probing
populations and vibrational coherences. As long as the pumpelectric field. The detected signal corresponds to the change in
and the probe pulses are well separated temporally the signalthe energy of the transmitted probe pulse as a function of the
depends on the population transferred and vibrational coherencesime delay between the pump and the probe. This results in a
by each pulse and not on electronic coherences, the wavelinear detected signal (with respect to the induced polarization)
function formalism can be used to describe these experimiehts. that is preferable for quantification purposes. These experiments
Generally the pumpprobe signal carries ground-state as well can be used to study energy relaxatféri®8of both ground and



714 J. Phys. Chem. A, Vol. 106, No. 5, 2002 Grimberg et al.

Pump-Probe Experiment observed signal can depend on population transfer to and from

ground states and electronic coherence resulting from the
5 T > nonlinear interaction between lasers and molecules and from
L. LIF

-k, k.

e vibrational and rotational coherences within a particular elec-
1 el © tronic state. The goal of this article is to discuss all possible
I : S signals that can be generated by ultrafast time-resolved experi-
e ments interacting resonantly with a molecular sample. Experi-
mental results are presented for many of the ultrafast techniques
discussed. These techniques can be classified according to the
type of signal they measure. Population, vibrational and
rotational coherences are measured with transient grating, virtual
i I echo, CARS, CSRS, and pumprobe methods. Electronic
coherences are measured with photon echo, stimulated photon
echo, reverse transient grating, time-gated free-induction decay,
1 0 1 2 3 4 5 and phase locked pumprobe methods. We have given the
Time Delay 7 (ps} interpretation of signals from these techniques and their simula-
tion based on the density matrix formalism and its diagrammatic
al representation. We have included formulas based on this
formalism. For a simple model that can be used to simulate
experimental data for a diatomic system such as molecular
ik, iodine. This model can be easily modified to simulate other
B> <l ik, > < systems with higher dimensionality. Here we summarize the
m @ @ main advantages of the density matrix approach.
Figure 9. Experimental pumpprobe transient obtained fos in the The density matrix formulation incorporates the statistical
gas phase (data from ref 159) along with the DSFD contributing to the nature of a molecular ensemble; therefore, this approach is most
signal in a three-level system. In this experiment, a pump pulse at 620 appropriate for describing coherent processes in inhomogeneous

nm excites the iodine molecules to the B stg@)( and a probing oo ies Similarly it can easily incorporate all of the relevant
pulse at 310 nm excites the B state population to the upper fluorescent:

ion-pair state § (/f0). The transient was obtained as a function of the intramolecular modes and their initial .DOpUIat'On ofa polyatom]c
delay time r between pulses with parallel (upper transient) and System from the outset. A wave function treatment would require
perpendicular (lower transient) relative polarization between the the calculation to be repeated for each possible initial state. The
polarization vector of the lasers. The oscillations in the transient straightforward incorporation of multiple modes and their
correspond to the excited-state vibrational period, whereas the amplitudere|axation parameters makes this formulation desirable for

is modulated by the rotational dephasing. In a sequential piimgbe = qagcribing systems where collisional effects cannot be neglected.
experiment (as presented here), only the left two diagrams contribute 1) The d . i f i | ith its di .
to the detected signal. (1) The density matrix formalism along with its diagrammatic

. ) ) representation allows tracking the transformation of the molec-
excited states. Note that energy and population relaxation canyar sample resulting from the interaction with each pulse. For
be studied using some of the FWM techniques such as transienach successive interaction, populations and coherences are
grating. Dephasing of electronic coherence cannot be measureqqentified and their contribution to the measured nonlinear signal
by pump-probe methods. is quantified.

C. Phase-Locked Spontaneous EmissiofThis method is (2) The interpretation of each step of lasemnatter interaction

an |m_portar_1t variation on the pursprobe technique. The in a nonlinear experiment permits the selectivity of the electronic
experiment involves a pair of pulses that are phase-locked. Thed namics with a control parameter

signal corresponds to the spontaneous fluorescence detected aty(3) The spatial dependencle¢ or ki-r) of FWM experi-

right angles that depends on both laser beams (selected by aments with noncollinear beams allows the discrimination
lock-in amplifier). Scherer et al. used this technique on

molecular iodine and showed the importance of phase locking between different processes. The spatial dependence must be

to obtain the electronic coherence in the samplin these _taken Into account in any experiment that measures cohereljce
nvolving the interaction of noncollinear pulses because it

measurements, each femtosecond phase-locked pulse resonant Y termines the ph tchi dit
excites a vibronic coherence in the sample. The signal corre- p ase matc _|ng cond |qn. .

sponds to the interference between the two electronic coher- (4) The explicit bookkeeping of the time evolution of the
ences. The destructive or constructive interference gives rise toPr2 @nd the ket is an ideal approach to describe experiments
an enhanced or diminished fluorescence, depending on the time>€NSitive to the sign of the electric field wave vector. This
delay between the pulses and their relative phase. From thesdlistinction is apparent when examining the PE and RTG
measurements, it is possible to obtain the time dependent first-ransients, for example. The differentiation between bra and ket
order polarization, or by the Fourier transform, it is possible to [Ntéractions arises in any measurement on the basis of the
obtain the linear susceptibility near the locked frequency. These cOnerence resulting from the interaction between lasers and
measurements are therefore closely related to photon echdnflecules.

measurement$. By combining the data from in-phase and (5) The density matrix takes into account the existence of
quadrature fluorescence, it is possible to obtain the real different species in the sample, their individual dynamics,
(absorptive) and imaginary (dispersive) contributions of the different relaxation processes, and the coherent couplings caused

LIF Intensity [a.u]

= i
:LH. ko2 [
Y& 7 5
5 =
2
= Ry
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H
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™ —
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optically induced linear material resporige. by the presence of each laser field. This allows the calculation
. of macroscopic and microscopic coherences that result from the
IX. Conclusions interaction of a number of laser pulses with a system that is

Over the past decade ultrafast molecular dynamics have beerinitially in a mixed state.
probed in real time using multiple-pulse techniques. The (6) The density matrix allows the direct calculation of the
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frequency-dispersed signal, egs 30 and 32, for different FWM ©@\r 1) is nonzero if the indicea andb belong to levels of the
processes as a function of spectroscopic parameters (Franck same electronic state because of the RWA.
Condon factors and the spectral intensity of the pulses) and the A third-order interaction leads tea,®X(r,t)
time delays between the pulses.
(7) The density matrix approach allows the calculation of
cascaded FWM signals, eq 37. _
pab(r t) ( ) ab(t - )

Acknowledgment. The Dantus group gratefully acknowl- v t, — tz) v (t, — t)V
edges funding from the National Science Foundation (CHE- ; adalablls cazlenlly blpbb
9812584) to carry out the experimental measurements and the 0
support by the Chemical Sciences, Geosciences and Biosciences ;‘de,slad(ts = 1) ) Vaealadts = t)Vag10ee T
Division, Office of Basic Energy Sciences, Office of Science, = =
U.S. Department of Energy for the analysis and theoretical work ;Vad danlts — 1) Vapolealt, — t)Vey lpé%) +
in our group. The work of the Mukamel group was supported ' ' '
by the National Science Foundation (CHE-0132571), the Vo dodty = 1) S Vool o (t, — )V, ()
Chemical Sciences Division of the Office of Basic Energy EZ‘ db3'bd\'s — 12) ) Vac2ldel'z T W) Vde1Pec
Sciences of the U.S. Department of Energy and the National a .
Institutes of Health (GM59230-01A2). This support is gratefully
acknowledged. S.M. wishes to thank the Alexander von Hum-
boldt Foundation for their generous support and hospitality while
this work was carried out. M.D. is a Lucille and David Packard
Science and Engineering Fellow, a Camille Dreyfus Teacher-
Scholar, and an Alfred P. Sloan Fellow. B.I.G. thanks professor i\3
Mukamel and his colleagues for their hospitality during her stay pab(r b= (;1) Lt — t)
at the University of Rochester. We thank |. Pastirk for his efforts
to collect all of the data presented in this article and for his (Z‘V;da lan(ts — 1) ) Vego lan(ts — 1)V+b1pbb
help to collect all of the references. The authors thank the = =

reviewers for their suggestions. (Zl\[;bv3 ldts = 1S Vaes laclty — tl)wa Pcc
= &

Appendix A. Expressions for Density Matrix Elements

(A4)

For a system of two electronic states coupled with a dipole
interaction, this equation can be recast as follows:

(AS)

0
;V;d,s las(ts = 1)) Vena Lotz = t)Veqs pd +
Let us express the matrix elements of ordein terms of = c=
50 i - itati 0
p%. In the case of a single-short pulse excitation, we have ;ng,a lpots — tz) V;CZ oty — 1)V P(cc)

PRI = Hlalt — DVana(of — 6D (AD)

Two spatial components are apparent in this expression, given
This equation describes a first order ket or bra interaction py the products of the dipole interaction matrix elements. One
depending ifwa is positive or negative, see eq 8. Then, the component has a spatial dependekge = (ks — ks + ki)-r,
operatorlay(t — 1) propagates the ket or the bra, respectively. from terms with product¥; ; Vi;, Vi1 , and the other has a

Note that only the matrix elements with indicasand b that spatial dependendg-r = (ks + ko — Kk 2)+r, from terms with
salisfy the RWA are nonzero. ) Vi 3 Vi Vi 1. Note thato$(t) is nonzero if the indicea and
A second-order interaction leads Ag(r t) b belong to different electronic states because of the RWA.
pgzb)(r 1) = Appendix B. Expressions for Interference Terms
Veaoler(ts = t)Vep (ot — o) + o 1. Four Level System, Dipole Coupling Interaction.
] et — 2) ©) _ (0) (A2)
cb 2I ca(tz tl)Vca 1([) Pec

St (T12,T29) = S (11279 T SRQ;R3|(T12J723) +
elements, given bykg — ko)-r, (ki + ko)-r, (—k1 — ko)-r,

and ki + ko). If the system consists of two electronic state S (T12729) + Sy (T12729) (B1)
coupled by a dipole transition, these spatial components reduce
to (k1 — ko)-r and (ki + ky)-r, see Figure 2. In this particular
where
case, the spatial components can be separated if eq A2 is
rearranged in the following way:

pS(r 1)

| R cosz(”’
NS vt i O
ab 2

el12 nglS)

5 )[cosz( >+
2
Tl

a) rla
Vin etz — t1)\/(:211,1 (p(O) pcc) W’ sin ][ - COS@QTZS) e a——
(A3) Vit o
The spatial componentk(— kz)-r and (ki + kz)-r are given > 1 >t 1 2) (B2)
by the products/, ,V,; andV,,Vy,,, respectively. Note that V(e =g vt (0.t @y
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SRy (T12729) T Sg g (T12T2d) = exp[ 2y734]

co Wel13 co Wel1p CO{nglS) CO{nglZ) +
2 2 2 2
. wg‘L—lS) . (nglZ) S((we—‘r wg)TZB)
w sm( 5| sin—5—||co 5 X
( 1 _ 1 B 1 )
yz + a)ez yz + a)gz yz + (wg + we)z

(wg — W)Tps 1 1
co 2 2 2 2
2 vV tos Y tog

1
)/2 + (wg - we)z)

(B3)

SR R2|(712a723) 1 eXp[_ZVTn] cos’ ( ) X

[c0§(w )+ vesif 12”

( 2 1 ~ 1 )(
Vtol Y H(w.— ) 1Pt (0.+ 0y

5> T COSQyTy) X

Note that the termSg,ry (Skyr.) IS canceled when the
time delayrlg (‘E13) is T12 = 2.7'[(]’1 + 0.5)/(1)e [‘E13 = 2.7T(I"I +

0.5)lwe]. These delay times lead to the suppression pf S

ground-state dynamics. The tef,r, + Skyr, IS canceled when
712 = 27(n + 0.5)lwe and 713 = 27(n + 0.5)/we correspond-

ing to the observation of the excited-state vibrational dynam-

ics. However, when the, Signal oscillates mainly with ground-
state vibrational period, for delay times, = 27(n +
0.5)lwg andz13 = 27(n + 0.5)lwg, the interference term is not

Grimberg et al.

S? R, 1(T12729) + SQ R, 1(T12729) = exp[ 2y7,4]
w,. T w.T
cos( QZZB)COS( 6212)“ 5 1 s+ 1 S+
vV tos vy tog
1 (wg + w713 CREP)
> > co 2 Cco 2 -
7ot (g T we)

W sin((wg +2wg113) sin(wgztlz)] +[-

1
}/2 + wEZ

1 n 1 [co{wg - we)TIS)
yz + wgz yz + (wg — wQZ 2
cos(wgztlz) — W sin((wg _2%)113) sin(wgzrlz)]} (B7)

Sor (TraT29) = expl-2y71] COSZ( e 23)[0052(609;12) +

“”H

2 1
(y +w y+(w—wg)2 y—i—(w +wg)

+

5> T COS@T ) X

e

For the experimental conditions that lead to excited state
observationzi, = 27(n + 0.5)lwe, the interference term is not
suppressed and contributes with excited-state dyna®igsi,

to the § signal. However, for experimental conditions in which
the excited-state dynamics is suppressed~= 2z(n + 0.5)/

we, the contribution of the interference term contains a linear
combination of the ground- and excited-state vibrational periods.
In any case, the contribution of this term is negligible in gas-
phase systems.
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