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Quantum mechanically determined electrostatic potentials for isosurfaces of electron density of a variety of
CHNO explosive molecules are analyzed to identify features that are indicative of sensitivity to impact. This
paper describes the development of models for prediction of impact sensitivity of CHNO explosives using
approximations to the electrostatic potentials at bond midpoints, statistical parameters of these surface potentials,
and the generalized interaction properties function [J. S. Murray, T. Brinck, P. Lane, K. Paulsen and P. Politzer,
J. Mol. Struct (THEOCHEM)1994, 307, 55] or calculated heats of detonation. The models are parametrized
using a set of 34 polynitroaromatic and benzofuroxan explosives for which impact sensitivity measurements
exist. The models are then applied to a test set of 15 CHNO explosives from a variety of chemical families
in order to assess the predictive capability of the models. Patterns of the surface potentials of the molecules
examined in this study suggest that the level of sensitivity to impact is related to the degree of positive
charge buildup over covalent bonds within the inner framework of these explosives. The highly sensitive
explosives show large positive charge buildup localized over covalent bonding regions of the molecular
structures, whereas the insensitive explosives do not exhibit this feature. For the nitroaromatic and benzofuroxan
compounds, sensitivity appears to be related to the degree and distribution of positive charge build-up localized
over the aromatic ring or over the C-NO2 bonds.

1. Introduction

A long-sought-after goal within the energetic materials
community has been to develop capabilities to predict various
properties of a notional energetic material that are associated
with performance and sensitivity before expending resources
in its synthesis. By achieving this goal, it is hoped that the
development procedure for energetic materials would be im-
proved. The current process is lengthy and expensive due to
the heavy reliance on experimentation and measurement of a
variety of candidate materials, from which only a few will be
selected as most suitable to meet specified objectives. Therefore,
this process has the potential for inordinate waste, particularly
when developing and testing a material that turns out to be a
poor candidate. Since the development, manufacture, testing,
and fielding of a new energetic material is so costly in time
and money, elimination of any poor candidate due to sensitivity
or performance problems through predictive capabilities at the
early stages of development is highly desirable.

In efforts to develop capabilities to predict the sensitivity of
explosives, numerous studies have been performed that attempt
to relate various molecular and bulk properties of explosives
with their sensitivities to initiation.1-34 Two problems with
attempting to establish correlations between molecular properties
and measured data arise with (1) the quality of the data used to
establish the correlation and (2) finding enough data to establish
a correlation. Reliable shock sensitivity tests exist, but the
measurements using these tests have been performed for a
relatively small number of pure explosives.28,35 Thus, it is
difficult to establish a correlation between molecular properties
of pure explosives with such a small amount of data. On the
other hand, there are many drop weight impact measurements
for pure explosives.28 The drop weight impact test is convenient

and the most common method of assessing sensitivities, with
the results indicating the ignitability of the explosive.1 In this
test, milligram quantities of an explosive sample are placed
between a flat tool steel anvil and the flat surface of a tool
striker.1 Typically, a 2.5 kg weight is dropped from a prede-
termined height onto the striker plate, and the result (evidence
of reaction or nonreaction) is recorded. A sequence of tests is
carried out until the result, termed theh50% value, is obtained.
The h50% value is the height from which 50% of the “drops”
result in reaction of the sample. While the test itself is extremely
easy to implement, the results are often not reproducible, and
in some cases, the tests give widely varyingh50% values. For
example, reportedh50% values for twice-recrystallized 2,4,6-
trinitrotoluene (TNT) vary from below 100 to above 250 cm.1,29

Because it is believed that hot spots in the material contribute
to initiation in the drop weight impact test,1,2,29,36,37factors in
the impact experiment that might affect the formation and
growth of hot spots could strongly affect the measurements,
making the results extremely sensitive to the conditions under
which the tests are performed. Thus, the impact test is considered
to provide only a crude, qualitative estimate of an explosive’s
sensitivity, and its results are often considered to be suspect.
Additionally, there are questions as to whether the mechanisms
for initiation under the impact hammer are the same as those
involved in shock initiation.1,28However, the strong correlation
between shock and impact sensitivity results provides a measure
of justification to use drop weight impact tests as an indicator
of the sensitivity of explosives to shock.11,28 Despite all of the
uncertainties associated with this test, there exist numerous
impact measurements for pure explosives for use in studies such
as presented here. Therefore, most of the studies that have
attempted to associate molecular properties with sensitivities
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rely on drop weight impact measurements.1-34 Several simple
relationships have been found that relate impact sensitivities
with measured and predicted molecular properties, particularly
within chemical families. These properties include the oxygen
balance of the molecules,1,2 molecular electronegativities,8,9

vibrational states,11,12 molecular weights and detonation gas
concentrations,6 parameters related to oxidation numbers,10

partial atomic charges,3-5,9,21,22heats of reaction,13,14 heats of
explosion,7 activation energies,7,15-18,27 and bond orders.15-17

While several of these studies have shown strong correlations
between various molecular properties and impact sensitivity
measurements, Brill and James showed that the existence of a
large number of such correlations actually masks the underlying
chemical mechanisms that dominate the initiation reactions upon
impact and, thus, should not be used to interpret initiation
mechanisms.38 To illustrate this, they established 153 near-linear
correlations between impact sensitivity and various electronic,
molecular, and crystal properties for molecules in the amino-
2,4,6-trinitrobenzene series. None of these correlations were
helpful in identifying the early thermal decomposition reactions
or the subsequent propagation reactions, which differ among
these compounds and are assumed to play key roles in impact
initiation. Since these reactions could not be distinguished
despite the large number of positive correlations that were found,
Brill and James argue that correlation studies such as those
presented here and in earlier work should not be used for
interpretation of mechanistic details.38 Rather, correlation studies
should be used to identify molecular properties that indicate
sensitivity to impact. This paper presents such a study.

It has not been until recent years that the molecular properties
used in correlation studies could be predicted using accurate
quantum mechanical methods. Instead, many of the earlier
computational treatments relied on empirical8-10 or semiempiri-
cal3-5,15-17,19,27methods. Current computational capabilities and
advances in density functional theory39-41 now allow quantum
mechanical molecular characterization to be included in the
variety of predictive methodologies used in assessing energetic
materials.26,34 The state of the methods and computers allow
for rapid and accurate quantum mechanical calculations of
individual energetic molecules, resulting in the capability to
predict conformational structures and relative stabilities,42-44

spectral properties,44-47 and unimolecular decomposition paths48-58

of gas-phase energetic materials. Further, many macroscopic
properties of bulk energetic materials can be predicted using
quantum mechanical information calculated for isolated mol-
ecules.26,59,60We have been particularly interested in a series
of studies by Politzer and co-workers that establish correlations
between the features of the quantum-mechanically determined
electrostatic potential (ESP) surrounding an isolated molecule
and many of its condensed-phase properties.61-69 For the most
part, these studies have correlated attributes of the ESPs of the
molecules with bulk properties of materials that are typically
associated with intermolecular interactions. Politzer and co-
workers have identified a few features of ESPs for CHNO
explosives that appear to be related to their sensitivity to impact,
a macroscopic property that is not known to be directly
dependent on intermolecular interactions in the bulk.24,25,30-34

In this study, we will expand upon some of the ideas previously
presented by calculating and analyzing surface ESPs for a variety
of CHNO explosives and identify features common to the
various chemical families of CHNO explosives that suggest the
degree of sensitivity to impact. Since the calculations presented
here will be performed at a higher level of ab initio theory than
some of the earlier calculations and for a larger number of

explosives, we will also determine whether the previously
developed relationships between quantum-mechanically deter-
mined features of the ESPs and impact sensitivities are
maintained.

Section 2 will provide a review of previous studies that
describe relationships between features of the quantum-
mechanically predicted ESPs of explosives and their impact
sensitivities. Section 3 describes the experimental data that are
used in this study to establish the correlations and the quantum
mechanical calculations that are performed for each molecule
in the experimental set. Section 4 provides a description of the
features of the surface ESPs of the explosives under study, and
Section 5 examines a variety of parameters that are used to
describe features of the surface ESPs. Development and
performance of models that relate these parameters to impact
sensitivities are also given in this section. Section 5 will also
describe limitations in the use of many of these parameters to
describe the features of the surface ESPs that are related to the
sensitivity of a CHNO explosive. Finally, the summary and
conclusions are provided in Section 6.

2. Earlier Studies Relating Molecular Surface ESPs of
Explosives to Impact Sensitivities

The electrostatic potential,V(r ), is defined as

whereZi andRi denote the charge and position of the nucleus
of atom i and F(r) represents the electronic density. The
electrostatic potential is a property that can be determined
through diffraction measurements or evaluated using quantum
mechanical theory and is often used to analyze the electron
density distribution in a molecule. Regions in which the ESP is
positive indicate that it is “electron deficient”, or that the electron
density is low in that area. Regions in which the ESP is negative
indicate it is “electron rich”, or that the electron density is higher
in that region. Thus, ESPs on isosurfaces of electron density
are often used in identifying sites within molecules that might
be conducive to nucleophilic or electrophilic attack.30,70,71

In a quantum mechanical study aimed toward understanding
activation or deactivation of the aromatic ring to electrophilic
attack through the comparison of calculated ESPs for benzene,
nitrobenzene, aniline, and nitroanilines,30 it was noted that the
molecular surface ESPs of the nitroaromatic molecules have
positively charged regions over the C-NO2 bonds. This finding
spawned a series of studies that explored this unusual
feature21,22,24,25,31-33 and led Politzer et al. to suggest that the
C-NO2 bond in nitroaromatic systems might serve as a site
for nucleophilic attack.31

Owens et al.21 undertook an investigation to address whether
the ESP over the C-NO2 bonding region reflects a degree of
instability in the C-NO2 bond that would subsequently indicate
the sensitivity of the explosive. At the time this study was
undertaken, the C-NO2 bonds were believed to be the “trigger
linkages” or “seats of thermolytic instability” in this class of
explosives.1,2 The Owens et al. study defined a parameter,VMid,
that estimated the ESP in the C-NO2 bond region, compared
these for a few polynitroaromatic molecules, and explored
relations with impact sensitivities. More recently, evidence has
been presented that refutes the assumption that the C-NO2 bond
is the trigger linkage in these systems and shows that shock
initiation chemistry in nitroarenes proceeds through intermo-
lecular hydrogen atom transfer rather than C-NO2 scission.72

V(r ) ) ∑
i

Zi

|Ri - r |
- ∫ F(r ′) dr ′

|r ′ - r |
(1)
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VMid, an approximation of the ESP at the midpoint of the
C-N bond, is defined as

whereR is the C-NO2 bond length and theQi’s (i ) C, N) are
atomic charges calculated at the Hartree-Fock/STO-3G level.73

VMid is not a true representation of the electrostatic potential at
the region of interest since it does not include the response of
all electrons and nuclei in the molecule. Further, the positive
charge buildup that was observed in the region of the C-NO2

bond was located in planes above the ring rather than along the
lines-of-center connecting the nuclei.30 The Owens et al. study
found that measured impact and shock sensitivities of seven
polynitroaromatic molecules correlate very well withVMid for
the longest C-NO2 bond in each molecule.21 Murray et al.22

expanded the Owens et al. study by evaluating theVMid for 26
nitroaromatic molecules. Murray et al. found a good correlation
between impact sensitivity measurements andVMid for 18
nitroaromatics that did not include hydroxynitroaromatic mol-
ecules.22 Politzer and co-workers performed additional studies
investigating the relationship between the positive ESPs in the
C-NO2 region of cyclic and acyclic nitro compounds, in an
effort to establish if these molecular electronic and structural
factors determine a molecule’s sensitivity.24-26,31-34 Included
in these are evaluations of the relationship between impact
sensitivities for CHNO explosives from different chemical
classifications and properties of their ESPs described using a
methodology Politzer and co-workers developed to analyze
patterns of ESPs on isosurfaces of electron densities of isolated
molecules24,25 This method uses statistically based global
quantities to describe charge distributions on the molecular
surface ESPs. Correlations between functions using these
statistically based quantities and many bulk properties of
materials have been established for a variety of properties. The
functional descriptions of the various relationships are sum-
marized as a general interaction properties function (GIPF),65-67

whose form depends on the macroscopic property of interest:

In this equation, SA,Π, σTot
2
, andν are global properties of

the ESP on the specified isosurface of electron density. The
SA is the molecular surface area of the isosurface of electron
density (in all of our calculations, we use the 0.001 electron/
bohr3 isosurface, as recommended by Politzer et al.65-67) The
statistical quantityΠ is the average deviation ofV(r ) on the
molecular surface

whereV(ri) is the value of the ESP atri andVhS is the average
ESP over the entire isosurface:

Politzer et al. interpret the propertyΠ as representing the degree
of charge separation within a molecule.65-67

The quantity σTot
2

is the total variance ofV(r ) on the
molecular surface and is the sum of the variancesσ+

2 andσ-
2

defined as

and

where V +(ri) and V-(ri) are positive and negative potential
values on the isosurface, respectively, andVhS

+ andVhS
- are the

respective averages of the positive and negative regions of the
ESP. Politzer et al. describe the parameterσTot

2
as providing a

measure of the range of values of the surface potential.65-67

The last quantity,ν, is called the “balance” parameter and is
described as showing the degree of balance between the positive
and negative potentials on the isosurface:

This parameter has a maximum value of 0.250 whenσ+
2 equals

σ-
2. Politzer et al. suggest that in this limiting case, the balance

parameter indicates that the molecule interacts equally well
through either its positive or negative potentials.65-67 Applica-
tions of the GIPF have met with a significant degree of success
in predicting a variety of bulk properties, including aqueous
solvation free energies, lattice energies in ionic crystals, diffusion
coefficients, solubilities, heats of vaporization, sublimation, and
fusion, boiling points, partition coefficients, and critical
constants.61-69 Murray, Lane, and Politzer used the GIPF
approach to establish correlations between molecular ESPs of
CHNO explosives with their impact sensitivities.24,25

In the first of the two GIPF applications to this problem,24

Murray et al. examined the relationship between impact
sensitivities and both GIPF global statistical parameters65-67 and
a local parameter,VhS,max, defined as a local maximum on the
surface ESP. Using these, a good correlation between ESPs and
impact sensitivities of 14 nitroaromatic and 6 nitroheterocyclic
molecules was found. Murray et al. found that for the nitroaro-
matics, the ESP on the surface above the aromatic ring was
positive, reflecting the electron-withdrawing effect of the nitro
groups. Conversely, in benzene the electrostatic potential in this
region is negative. The study showed that the degree of electron
deficiency in the region of the delocalizedπ electrons of the
aromatic ring is affected by both electron-withdrawing or
-donating substituents attached to the ring. The authors found
that the electron donating groups such as NH2 or OCH3 partially
counteract the electron withdrawing effects of the nitro groups.
This counteraction is reflected in both the local quantityVhS,max

and the GIPF parameterΠ, interpreted by Murray et al. as the
degree of internal charge separation.24 Three differentVhS,max

were examined in this study and correspond to maxima in the
electrostatic potential over the C-NO2 bonds, the substituents
H and OH, or over the ring. Murray et al. found that impact
sensitivities of the molecules studied had a correlation with the
internal charge separation in the molecules (reflected by the
global parameterΠ) and the local parameterVhS,max(ring), the
maximum in the electrostatic potential over the region of theπ
electrons in the aromatic ring. Murray et al. conclude that since
the delocalization of theπ electrons in the ring is an important
factor in the stability of aromatics, addition of electron
withdrawing groups such as NO2 leads to a removal of the
stabilization of the aromatic system.24 The nitroheterocycles that

VMid )
QC

0.5R
+

QN

0.5R
(2)

Property) f(SA,Π,σTot
2,ν) (3)

Π )
1

n
∑
i)1

n

|V(ri) - VhS| (4)

VhS )
1

n
∑
i)1

n

V(ri) (5)

σ+
2 )

1

m
∑
i)1

m

|V+(ri) - Vh S
+ |2 (6)

σ-
2 )

1

k
∑
i)1

k

|V-(ri) - Vh S
-|2 (7)

ν )
σ+

2σ-
2

[σTot
2]2

(8)
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were examined are also considered to be aromatic systems but
do not share a common structural framework as did the
nitroaromatics. The resulting correlation between the parameter
Π and impact sensitivities led Murray et al. to conclude that
impact sensitivities of explosives within this chemical family
are also dependent on the degree of stabilization of the molecule
due to charge delocalization.24

In the second of the two GIPF applications,25 these authors
examined 13 nitroaromatic, 8 nitramine, and 5 nitroheterocyclic
molecules and found that the parameterΠ was limited in its
ability to predict impact sensitivities for each class of explosives.
They were, however, able to establish functional descriptions
of the relation between impact sensitivities and properties of
the ESPs. Although the functional descriptions of the correla-
tions are different between the classes of explosives, each is a
function of parameters that describe the imbalance between the
positive and negative regions of the surface ESP. Good
correlations were obtained within each of the three classes of
explosives using measures of imbalances of the positive and
negative ESPs, but a single functional form could not adequately
represent the correlations for all three classes.

An ideal predictive methodology using the GIPF variables
would be one that could describe the impact sensitivity of any
explosive regardless of its chemical classification. In this work,
we will attempt to establish such a method by examining
possible relationships between GIPF parameters and impact
sensitivities for a set of CHNO explosives. The methods will
be assessed, and limitations will be described.

3. Details of the Calculations

As noted earlier, there is a concern as to the quality of the
drop weight impact measurements to be used in establishing
correlations, due to the apparent sensitivity of the results to
conditions of the experiment.1,2,29,36 Therefore, we sought to
establish correlations between quantum mechanically calculated
properties and measured data for which conditions of the tests
were unvarying, well-defined and controlled. One such set of
data was found: it consists of drop weight impact test
measurements on 39 polynitroaromatic and benzofuroxan
molecules.29 In these tests, significant efforts were made to
ensure that the measurements were performed under the same
conditions, using the same machine and the same operator.29

We used molecules from this set to investigate possible
relationships between the quantum mechanically calculated
properties of the individual molecules with their drop weight
impact sensitivities. This set of molecules will be called the
“training set”.

The training set of molecules consists of a subset of the 39
nitroaromatic or benzofuroxan solid explosives that were
evaluated by Wilson et al.29 Drop weight impact tests were
performed for all 39 molecules, but results were reported for
only 37. The names of the molecules are given in Table 1, and
corresponding two-dimensional structures are illustrated in
Appendix A (Supporting Information). We have performed
quantum mechanical characterizations for all 39 molecules,
which consist of geometry optimizations followed by normal-
mode analyses and evaluation of the electron density and
electrostatic potential of each molecule at its optimized geom-
etry. All calculations were performed at the B3LYP/6-31G*
level.73,78The normal-mode analysis for each structure resulted
in six zero frequencies and no imaginary frequencies for the
remaining vibrational degrees of freedom. This indicates that
the structure of each molecule corresponds to a local minimum
on the potential energy surface. A search in conformational

TABLE 1: Explosive Compounds Studieda

Training Set

compound chemical name acronym
h50%
(cm)

1 hexanitrobenzene HNB 11
2 pentanitrobenzene PNB 11
3 1,2,3,5-tetranitrobenzene TetNB 28
4 1,3,5-trinitrobenzene TNB 71
5 2,4,6-trinitrophenol picric acid 64
6 pentanitroaniline PNA 22
7 2,3,4,6-tetranitroaniline TetNA 47
8 2,4,6-trinitroaniline TNA 141
9 1,3-diamino-2,4,6-trinitrobenzene DATB 320b

10 1,3,5-triamino-2,4,6-trinitrobenzene TATB 490b

11 2,2′4,4′6,6′-hexanitrobiphenyl HNBP 70
12 3,3′-diamino-2,2′4,4′,6,6′-hexa-

nitrobiphenyl
DIPAM 67

13 4,4′-diamino-2,2′,3,3′,5,5′,6,6′-
octanitrobiphenyl

CL-12 20-95

14 2,2′3,3′4,4′5,5′6,6′-decanitro-
biphenyl

DNBP -

15 4,6-dinitrobenzofuroxan DNBF 76
16 7-amino-4,6-dinitrobenzofuroxan ADNBF 100
17 5,7-diamino-4,6-dinitrobenzo-

furoxan
CL-14 120

18 7-amino-4,5,6-trinitrobenzofuroxan CL-17 56
19 8-amino-7-nitrobenzobisfuroxan CL-18 56
20 benzotrifuroxan BTF 53
21 pentanitrotoluene PNT 18
22 2,3,4,5-tetranitrotoluene 2,3,4,5-TetNT 15
23 2,3,4,6-tetranitrotoluene 2,3,4,6-TetNT 19
24 2,3,5,6-tetranitrotoluene 2,3,5,6-TetNT 25
25 2,4,6-trinitrotoluene 2,4,6-TNT 98
26 2,3,4-trinitrotoluene 2,3,4-TNT 56
27 3,4,5-trinitrotoluene 3,4,5-TNT 107
28 2-amino-3,4,5,6-tetranitrotoluene TetN-o-Tol 36
29 3-amino-2,4,5,6-tetranitrotoluene TetN-m-Tol 37
30 4-amino-2,3,5,6-tetranitrotoluene TetN-p-Tol 47
31 2,2′,4,4′,6,6′-hexanitrodiphenyl-

methane
HNDPM 39

32 2-azido-1,3,5-trinitrobenzene picryl azide 19
33 azidopentanitrobenzene CL-16 17
34 2-diazo-4,6-dinitrophenol DDNP 9
35 5-chloro-2-diazo-4,6-dinitrophenol 5-Cl-DDNP 8
36 3-methyl-2-diazo-4,5,6-trinitro-

phenol
Me-NO2-DDNP 8

37 N-methyl-N,2,4,6-tetranitroaniline tetryl 25
38 N-methyl-2-amino-N,3,4,5,6-

pentanitrotoluene
(MeNO2N)-22 21

39 N-methyl-3-amino-N,2,4,5,6-
pentanitrotoluene

(MeNO2N)-23 18

Test Set

compound chemical name acronym
h50%
(cm)

1 tetranitrate pentaerythritol PETN 13c

16c

12b

2 2,4,6,8,10,12-hexanitrohexa-
azaisowurtzitane (ε-polymorph)

ε-CL-20 12d

16d

17d

21d

3 2,4,6,8,10,12-hexanitrohexa-
azaisowurtzitane (â-polymorph)

â-CL-20 14d

4 hexahydro-1,3,5-trinitro-1,3,5-s-
triazine

RDX 28e

26b

24b

5 1,3,5,7-tetranitro-1,3,5,7-
tetraazacyclooctane

HMX 32d

29b

26b

6 N,N′-dinitro-1,2-ethanediamine EDNA 34b

7 2,4,6-trinitroresorcinol styphnic acid 43b

8 2,2′4,4′,6,6′-hexanitrostilbene HNS 54e

9 1,4-dinitroimidazole dni14 55f
10 2,4,5-trinitroimidazole tri245 68b
11 2,4-dinitroimidazole dni24 105b

12 1,1-diamino-2,2-dinitro-ethylene FOX-7 126g
13 2-methoxy-1,3,5-trinitrobenzene methyl picrate 192b

14 3-nitro-1,2,4-triazole-5-one NTO 291b

15 nitroguanidine NQ >320c

a All h50% values are reported in ref 29 unless otherwise noted.b Ref
28. c Ref 35.d Ref 74.e Ref 75. f Ref 76.g Ref 77.
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space for each molecule was not attempted, due to the sizes of
some of the molecules. We have assumed, as we did in earlier
studies,59,60 that the energies of the local minima are within a
few kcal/mol of the global minimum for each system. The
optimized geometry for each molecule was then used to calculate
its electron density and electrostatic potential at the B3LYP/6-
31G* level. The Gaussian 98 suite of quantum chemistry
software79 and its default settings were used in all calculations.

Although we performed quantum mechanical characteriza-
tions for all 39 molecules studied by Wilson et al.,29 we only
used results for 34 of this set in establishing correlations of
features of the ESPs with impact sensitivities. Measurements
of one system, CL-12, gave widely varyingh50% values that
ranged from 20 to 95 cm.29 For DNBF, noh50% value was
reported.29 Therefore, we did not include these in this study.
Three of the molecules in this set, DNP, 5-Cl-DNP, and Me-
NO2-DNP, are represented by Wilson et al. as zwitterions.29

Since our quantum mechanical calculations are for isolated
molecules, field effects that might induce this dipolar behavior
were not modeled. The calculations we performed on these
molecules do not show an internal charge separation consistent
with zwitterions. Therefore, we have not included these three
molecules in this study. Also, Wilson et al. report that DATB
and TATB haveh50% values of “>200 cm”.29 We decided that
these highly insensitive explosives are important for the
parametrization of functions using GIPF parameters; thus, we
have usedh50% values measured in other studies for DATB and
TATB.28

In addition to establishing correlations, we also want to assess
the predictive capability of the new models once the correlations
are established. To do this, we have chosen a set of CHNO
explosives for which drop weight impact test measurements have
been performed and applied the new models to them. The
identities and drop weight impact test values for this set of
molecules (denoted as the “test set”) are also given in Table 1,
and their structures are illustrated in Appendix B (Supporting
Information). The reader will note that several of the molecules
in the test set belong to chemical families that differ from the
nitroaromatics.

4. Patterns of Charge on the Surface ESPs of Explosives

Before exploring the relationships between the GIPF global
parameters and other properties associated with the ESPs, we
examined the patterns of the ESPs on the isosurfaces of electron
density for the training and test sets of molecules in order to
identify potentially distinguishing features of sensitive CHNO
explosives. Figure 1 illustrates the electrostatic potentials for
the 0.001 electron/bohr3 isosurface of electron density evaluated
at the B3LYP/6-31G* level for several of molecules contained
in the training set. In these figures, the colors range from-0.05
to 0.075 hartrees with red denoting extremely electron-deficient
regions (V(r ) > 0.075 hartree) and blue denoting electron-rich
regions (V(r ) < -0.05 hartrees). For convenience in analysis,
the molecules in Figure 1a-e are grouped according to a base
parent structure. The molecules in each group differ only in a
few substituents on the aromatic ring. We have also provided a
skeletal diagram of each molecule beneath the illustration of
its ESP along with its measuredh50%value29 for the convenience
of the reader. Figure 1a compares the patterns of ESPs of
polynitrobenzene molecules as a function of the number of NO2

groups. Figure 1b shows the patterns of polynitroaniline
molecules as a function of the number of NO2 and NH2 groups
on the aromatic ring. Figure 1c illustrates the differences in the
ESPs for polynitrobenzofuroxans as a function of NO2 and NH2

substituents. Figure 1d shows the ESPs of 2,3,5,6-tetranitro-
toluene derivatives as a function of substituent group in the 4th
position. Finally, Figure 1e illustrates the ESPs of 1,3,5-
trinitrobenzene derivatives as a function of substituent group
in the 4th position. In each of these figures, the molecules are
illustrated from left to right in order of decreasing sensitivity.
The most obvious feature of the ESPs in these figures appears
in the region over the aromatic ring. Molecules that are more
sensitive to the impact hammer have a larger electron deficiency
in this region than molecules that are less sensitive. There also
appears to be a deficiency of electron density over the C-N
bonding regions in some of the molecules, as observed by
Murray et al.24 Additionally, it seems that the less evenly the
electron density is distributed over the body of the molecule
(excluding extrema of charge localized over atoms of the
electron-donating or electron-withdrawing substituents) the more
sensitive the molecule. The effect is most evident in Figure 1a,b,
when comparing the least and most sensitive molecules of each
series. Figure 2 illustrates the electrostatic potentials of the test
molecules, in order of decreasing sensitivity. As seen in the
ESPs for the nitroaromatics, the molecules that are more
sensitive have significant electron deficiencies within the inner
structure of the molecule. Those that are less sensitive do not
have these regions of extreme electron deficiencies across the
inner frame of the molecule, although some have regions of
extreme electron deficiencies at the outer appendages of the
molecules (i.e., at H-atom, NH, or NH2 substituents). An
exception is evident in the ESP for 2,4,5-trinitroimidazole
(Figure 2). In this case, electron deficient regions appear over
the C-N bonds that are adjacent to the NH group. However,
the h50% value for this explosive indicates that it is only
moderately sensitive. The next portion of our investigation
involves translating these observations into functional descrip-
tions of the distribution of charge that are identified by these
ESPs.

5. Development and Performance of Models Using
Parameters Related to Features of the Surface ESPs

5.A. Model 1: Positive Charge Buildup over C-NO2

Bonds.As observed by Murray et al.,24 the most notable features
of the ESPs for the molecules shown in Figure 1 that seem to
be related to impact sensitivity are located in the region over
the aromatic ring and the C-NO2 bond regions. Thus, we
explored the concept proposed by Owens et al.21 and Murray
et al.22 regarding the buildup of positive charge over the C-NO2

bond region and its relation to impact sensitivity. Although our
analysis is similar to those of the previous studies,21,22 we did
not use eq 2, which corresponds to the longest of the C-N
bonds in the nitroaromatic systems. Rather, we defined an
averagedVmid:

in which the summation includes all C-N bonds in the molecule
andN denotes the total number of C-N bonds. Also, we did
not use the partial charges obtained through Mulliken population
analysis that were used in the Murray et al. study.22 Instead,
the partial atomic charges for each molecule were determined
by fitting these to the quantum-mechanically derived electro-
static interaction potential surrounding an isolated molecule
whose atoms are arranged in the optimized geometry calculated
at the B3LYP/6-31G* level. These calculations have been done
using the CHELPG procedure as implemented in the Gaussian

VhMid )
1

N
∑
i)1

N ( QC

0.5R
+

QN

0.5R) (9)
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Figure 1. Electrostatic potentials of polynitroaromatic molecules calculated at the B3LYP/6-31G* level. Molecules are grouped according to parent structure, and from left to right, in order of decreasing
sensitivity to impact. (a) Hexanitrobenzene, pentanitrobenzene, 1,2,3,5-tetranitrobenzene, and 1,3,5- trinitrobenzene. (b) Pentanitroaniline, 2,3,4,6-tetranitroaniline, 2,4,6-trinitroaniline, 1,3-diamino-2,4,6-
trinitrobenzene, and 1,3,5-triamino-2,4,6-trinitrobenzene. (c) 7-Amino-4,5,6-trinitrobenzofuroxan, 4,6-dinitrobenzofuroxan, 7-Amino-4,6-dinitrobenzofuroxan, and 5,7-diamino-4,6-dinitrobenzofuroxan. (d)
Pentanitrotoluene, 2,3,5,6-tetranitrotoluene, and 4-Amino-2,3,5,6-tetranitroluene. (e) 2-Azido-1,3,5-trinitrobenzene,N-methyl-N,2,4,6-tetranitroaniline (front and back view), 1,2,3,5-tetranitrobenzene, 2,4,6-
trinitrophenol, 1,3,5-trinitrobenzene, 2,4,6-trinitrotoluene, and 2,4,6-trinitroaniline. Measured values ofh50% (ref 28) and two-dimensional structures for each molecule are provided for the reader’s convenience.
Legend for the color ranges of the ESPs are given above (a) and range from-0.05 (blue) to 0.075 (red) hartrees.
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98 package.79 We had hoped to use charges determined using
the atoms-in-molecules (AIM) approach.80 Unfortunately, nu-
merical limitations of the calculations79 for many of these
molecules precluded determination and use of the AIM charges.
Also, these numerical limitations prevented evaluation of bond
orders in these explosives, thus eliminating any investigation
of potential relations between bond order with impact sensitiv-
ity.15-17

A plot of VhMid calculated using eq 9 versush50% values for
the training set indicated that no correlation exists between these
two properties; rather, the data appeared to be randomly
scattered on the figure. We next modified the definition ofVhMid

to represent the average of the total ESPs calculated at the
midpoint of all bonds in each molecule except for the NO bonds
in the NO2 moieties and any X-H bond, (X) O, C, or N). It
was hoped that by doing this, we could approximately describe
the degree of destabilization of the covalent bonding structure
in the inner framework of the molecules, as suggested from the
illustrations in Figure 1. In these calculations, the approximate
ESP at the midpoint of each bond is evaluated using the partial
charges for all atoms in the molecule, as determined using the
CHELPG fitting procedure described earlier, rather than only
those of the two atoms making up the bond, as in eqs 2 and 9.
Thus, this new representation ofVhMid is

whereN denotes the number of bonds in the molecule for which
the ESPs of the midpoints of the bonds were calculated,n
denotes the number of atoms in the molecule,Qj denotes the

partial charge on each atom determined by fitting to the B3LYP/
6-31G* ESP as described earlier, andRji denotes the distance
from the midpoint of the ith bond to thejth atom. TheVhMid for
all molecules in the training and test sets are given in Table 2,
and the dependence of the measuredh50% values of the training
set to the calculatedVhMid is illustrated in Figure 3. This
dependence is described by the function (denoted Model 1):

and best-fit parameters of Model 1 to theVhMid are a )
18922.7503 cm,b ) 0.0879 kcal/mol-1, c ) -0.3675 cm/kcal/
mol, andy0 ) 63.6485 cm. The predictions for Model 1 are
illustrated as the solid line in Figure 3, and results are given in
Table 3. The correlation coefficient for this fit is 0.96, and the
rms deviation of the results from experiment is 26.1 cm. The
figure contained in the inset of Figure 3 provides a graphical
comparison of the predictions using Model 1 with the experi-
mentalh50% values; a numerical comparison is given in Table
3. The largest deviations of the training set from experiment
are the values for DATB and CL-14. The DATB prediction is
lower than measured values by 61 kcal/mol, and the prediction
for CL-14 is too high by 62 kcal/mol. Application of this model
to the test set, however, resulted in extremely poor predictions
of impact sensitivities for several of the molecules, particularly
for the nitramines. Other representations ofVhMid were attempted,
which definedVhMid as the averaged value of the ESP at the
midpoints of (a) all bonds, (b) only the C-C bonds in the
aromatic ring, (c) all C-N and N-N bonds, and (d) all bonds
in the molecules except for those within the NH2 moieties. All
of the results were less satisfactory than those of Model 1. Since
this model appears to moderately describe nitroaromatics only,

Figure 2. Same as Figure 1, except for the test set of molecules (see Table 1). Two-dimensional structures for each molecule are illustrated in
Appendix B (Supporting Information).

VhMid )
1

N
∑
i)1

N

∑
j

n Qj

Rji

(10)

h50% ) y0 + a exp(-bVhMid) + cVhMid (11)
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we abandoned this approach. Our next attempts focused on
evaluating patterns on the ESPs and developing correlations
using expressions that are based on the GIPF methodology as
described by Murray et al.24,25

5.B. GIPF-Based Parameters Related to Impact Sensitivi-
ties.5.B.1. Models of Murray et al.24,25Application of the GIPF
method to the training set of molecules in the manner suggested
by Murray et al. in their first study24 resulted no correlation
between the measured and proposed functional description of
h50% values. However, this is not surprising, considering that
Murray et al. found these functions had limited utility.24 GIPF
functional relationships for nitroaromatics, nitramines, and
nitroheterocycles using global GIPF parameters described in the
follow-up study performed by Murray et al.25 were equally
unsuccessful. In the Murray et al. study,24 the model for
nitroaromatics contained both a local and global GIPF param-
eters. The local GIPF parameter,VhS,max, is defined as the most
positive value of the ESP above the aromatic ring. Since we
desire a model that is not limited to aromatic systems, we
modified the definition forVhS,maxto be the global maximum on
the surface ESP. Although this modification of the Murray et
al. model did not result in an acceptable predictive model to
meet our goals (i.e., a predictive model for all classes of CHNO

explosives), the patterns of charge distribution identified by the
ESPs of the molecules (Figure 1) indicate that the local GIPF
parameterVhS,maxas originally defined in Murray et al.24 might
be an effective parameter describing the degree of sensitivity
to impact for nitroaromatic compounds.

We were able to identify two GIPF-based variables that show
a correspondence with impact sensitivities. These quantities are
given in Table 2 and models for predictions of impact
sensitivities using these variables are described in the following
two subsections.

5.B.2. Model 2: GIPF Parameters VhS
+ and VhS

-. The first
statistical quantity that appears to correlate with impact sensi-
tivities of the training set is the difference between the
magnitudes of the averages of the positive and negative values
of the electrostatic potential on the isosurface,|VhS

+ - |VhS
-||.

The trend is illustrated in Figure 4, in which impact sensitivities
of the compounds are plotted as a function of this difference.
The solid line in this figure shows a nonlinear regression to the
function

where best fit parameters area1 ) 9.1949 cm,a2 ) 803.4464

TABLE 2: Quantities Derived from Electrostatic Potentials on the 0.001 au Isosurface of Electron Density

Training Set

compound VhMid (kcal/mol) Vh+ (kcal/mol) Vh- (kcal/mol) |Vh+ - |Vh-|| (kcal/mol) ν Q (kcal/g)

HNB 136.6 14.2 -4.6 9.5 0.0458 1.642
PNB 125.1 19.4 -6.8 12.6 0.0613 1.530
TetNB 109.4 21.1 -9.4 11.7 0.1159 1.375
TNB 89.0 19.3 -10.3 9.0 0.1884 1.162
picric acid 81.8 19.3 -11.3 8.0 0.1980 1.114
PNA 104.4 22.2 -9.5 12.7 0.0900 1.437
TetNA 88.1 21.5 -12.0 9.5 0.1573 1.272
TNA 65.9 18.7 -12.4 6.3 0.2188 1.051
DATB 51.0 17.3 -13.6 3.7 0.2399 0.964
TATB 42.5 15.5 -14.1 1.4 0.2500 0.908
HNBP 108.0 18.0 -8.4 9.6 0.1524 1.220
DIPAM 87.0 17.0 -10.5 6.5 0.1889 1.113
DNBF 78.3 19.8 -10.9 8.9 0.2029 1.369
ADNBF 67.1 20.5 -14.1 6.4 0.2221 1.224
CL-14 55.9 19.5 -15.5 4.0 0.2483 1.133
CL-17 85.5 22.3 -14.6 7.7 0.1495 1.418
CL-18 65.8 19.9 -13.4 6.5 0.2198 1.385
BTF 72.4 17.6 -7.9 9.7 0.1202 1.653
PNT 110.9 18.5 -7.4 11.0 0.0902 1.413
2,3,4,5-TetNT 92.3 21.8 -10.9 10.9 0.1516 1.267
2,3,4,6-TetNT 94.5 19.8 -9.8 10.0 0.1491 1.257
2,3,5,6-TetNT 97.4 19.4 -9.4 10.0 0.1510 1.258
2,4,6-TNT 74.4 17.7 -10.8 6.9 0.2151 1.044
2,3,4-TNT 66.8 21.0 -15.2 5.8 0.2295 1.088
3,4,5-TNT 71.9 21.7 -15.8 5.9 0.2409 1.078
TetN-o-Tol 75.7 24.7 -14.6 10.1 0.1410 1.187
TetN-m-Tol 76.9 19.5 -12.2 7.2 0.1878 1.176
TetN-p-Tol 77.2 18.5 -11.1 7.4 0.1678 1.183
HNDPM 85.9 18.5 -9.0 9.5 0.1539 1.153
picryl azide 89.7 17.7 -9.7 8.0 0.1754 1.308
CL-16 120.4 16.8 -7.1 9.7 0.0791 1.585
Tetryl 85.8 18.8 -10.5 8.3 0.1784 1.210
(MeNO2N)-22 95.5 20.3 -9.3 11.0 0.1220 1.270
(MeNO2N)-23 94.4 19.3 -9.8 9.5 0.1608 1.266

Test Set

compound VhMid (kcal/mol) Vh+ (kcal/mol) Vh- (kcal/mol) |Vh+ - |Vh-|| (kcal/mol) ν Q (kcal/g)

PETN 67.7 17.7 -7.5 10.2 0.1042 1.223
ε-CL-20 83.9 21.3 -8.2 13.2 0.0654 1.431
â-CL-20 71.9 20.7 -7.8 12.9 0.0716 1.462
RDX 48.4 21.4 -13.2 8.2 0.1499 1.243
HMX 58.6 23.7 -12.1 11.6 0.1450 1.235
EDNA 33.3 21.7 -14.6 7.1 0.1911 1.005
styphnic acid 75.2 18.6 -11.2 7.4 0.1942 1.063
HNS 80.5 19.2 -9.6 9.6 0.1667 1.151
dni14 69.6 18.2 -14.6 3.6 0.2463 1.276
tni245 115.2 23.1 -11.1 12.0 0.0942 1.414
dni24 75.3 26.0 -16.6 9.4 0.1533 1.155
FOX-7 50.9 24.6 -22.0 2.6 0.1841 1.018
methyl picrate 69.5 17.3 -10.9 6.4 0.2212 1.068
NTO 55.1 22.0 -15.3 6.7 0.1685 0.881
NQ 32.7 26.1 -23.1 3.0 0.2309 0.690

h50% ) a1 + a2 exp[-(a3|VhS
+ - |VhS

- ||) (12)
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cm, anda3 ) 0.3663 (kcal/mol)-1. The correlation coefficient
for this fit is 0.94. Values predicted by the model are given in
Table 3, and a graphical comparison of the predicted values
with experiment are illustrated in the inset of Figure 4. Results
for the training set predicted by this model, denoted hereafter
as “Model 2”, have a rms deviation of 31.2 cm from experiment.
The largest deviations of the training set predictions from
experiment are for DATB (underestimated by 106 cm) and CL-
14 (overestimated by 78 cm). Results from the application of
Model 2 to the test set are also given in Table 3 and show a
fair description of the more sensitive explosives (with the
exception of EDNA). Model 2 performs exceptionally poorly
in predicting the impact sensitivities of 1,4-dinitroimidazole,
2,4-dinitroimidazole, FOX-7, and NTO.

5.B.3. Model 3: GIPF Balance Parameterν. Drop weight
impact test data show an approximate exponential growth
dependence on another statistical quantity associated with the
electrostatic potential of the molecule, the balance parameter,
ν, as shown in Figure 5. The solid line in this figure represents
the nonlinear least-squares fit of the data to the function

wherea1 )29.3248 cm,a2 ) 0.001386 cm, anda3 ) 48.8381.
The correlation coefficient for this fit is 0.80, considerably less
than that of Models 1 and 2, and the rms deviation of the results
from experiment is 54.9 cm. This model significantly under-
estimates the insensitive explosives DATB and TATB (by 120
and 183 cm, respectively) and greatly overestimates CL-14,
2,3,4-TNT, and 3,4,5-TNT (by 165, 75, and 101 cm, respec-
tively). A graphical comparison of the predictions with experi-
ment is provided in the inset of Figure 5, and a numerical
comparison is given in Table 3. The application of this model,
denoted as “Model 3” hereafter, to the test set of molecules
was disappointing in that it did not show discrimination in
impact sensitivities for the sensitive explosives (h50% < 30 cm).

Even poorer performance was observed for the more insensitive
materials, particularly for 1,4-dinitroimidazole and those with
h50% values> 100 cm.

5.C. Model 4: Heat of Detonation.The formation of hot
spots in an explosive is thought to be a key factor in impact
initiation and sensitivity of a material. Hot spots are believed
to result from any number of causes, including the heat evolved
in a localized decomposition reaction within the solid explo-
sive.1,29,36As energy release would influence the formation of
hot spots, there should be a direct relation between the sensitivity
and the heat of reaction of the material. Wu and Fried, in their
study of the relation of bond dissociation energies and heats of
reactions with the sensitivity of explosives, present results that
support this.13 In that study, Wu and Fried calculated the
strengths of the weakest bonds (De) in 15 explosives. The
findings showed that a strong correlation existed between the
h50% andDe values for insensitive explosives but theDe could
not be used to discriminate between the sensitive systems. They
also evaluated the energy of decomposition (Ed) into equilibrium
products at standard state using the Cheetah 2.0 suite of
thermochemical codes81 to assess the relation ofEd with impact
sensitivity. The results showed a strong relation betweenEd and
sensitivity for the more sensitive explosives, whereasEd was
approximately constant for insensitive systems. These two
correlations led Wu and Fried to investigate the relationship
between sensitivity and the ratio ofDe to Ed.13 They asserted
that De is a rough measure of the activation barrier to impact
initiation. Once a localized region is ignited, then the localized
temperature and subsequent reactions will be controlled byEd.
They contend that since Arrhenius kinetics depend on the ratio
of activation barrier to temperature, a relation between sensitivity
and the ratio ofDe to Ed might exist. The results showed a strong
correlation between this ratio and sensitivity for the range of
h50% values.

The energy content of a material can be determined from the
heat of detonation of a material, Q. A quick estimate of the
heat of detonation can be obtained from the heat of decomposi-
tion of the explosive,81 defined as

The GIPF methodology using quantum mechanical informa-
tion about a single explosive molecule can be used to evaluate
Q.59,60In an earlier study, we predicted Heats of Formation for
explosives using quantum mechanical (QM) calculations and
the GIPF methodology.59 In a subsequent study, we applied the
Kamlet-Jacobs relation and the H2O-CO2 arbitrary to predict
Heats of Detonation of pure and explosive formulations using
predicted Heats of Formation.60 The Kamlet and Jacobs82

method assumes that for CHNO explosives, the detonation
products correspond to the following decomposition equation,
commonly referred to as the H2O-CO2 arbitrary:

If the heat of formation of the CHNO explosive is known, then
using the standard heats of formation for gas-phase water,
nitrogen, and carbon dioxide and eq 14 will lead to the prediction
of the heat of detonation of an explosive. To demonstrate,
Kamlet and Jacobs applied eqs 14 and 15 to 28 pure explosives

Figure 3. Measuredh50% results vsVhMid as defined in eq 10. Predictions
using Model 1 [eq 11] are shown as the solid line. Comparison of results
using Model 1 to training and test sets of molecules with experimental
values are given in the inset.

h50% ) a1 + a2 exp(a3ν) (13)

Q = Hd )
-[∆Hf(Detonation products)- ∆Hf(Explosive)]

formula weight of explosive
(14)

CaHbNcOd f
1
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cN2 + 1
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bH2O + (12d - 1

4
b)CO2 +
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d + 1
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b)C (15)
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or explosive formulations and used the resulting heats of
detonation to predict the detonation pressures.82 Their results
were in good agreement with values obtained from thermo-
chemical calculations. Our GIPF-based predictions of Q for pure
explosives and explosive formulations compared well with
experimental values, where known and with values predicted
using the well-established thermochemical code Cheetah 2.081

and the JCZS-EOS library.83 Predicted heats of detonation
assuming the product H2O is in the gas phase using QM and
Cheetah have rms deviations from experiment of 0.138 and
0.124 kcal/g, respectively. QM predictions assuming the product
H2O is in the liquid phase are in reasonable agreement with

measured heats of detonation, with a rms deviation of 0.123
kcal/g from experiment. Also, the QM values for explosive
formulations deviated from experiment no more than 0.075 kcal/
g. Although the Cheetah calculations have a stronger theoretical
basis for prediction of detonation properties,81 the QM meth-
odology has the advantage that neither heats of formation nor
densities needs to be measured or estimated to calculate the
heat of detonation of an explosive.

The heats of detonation calculated for the training set of
molecules are given in Table 2. The resulting relation between
impact sensitivity and the Heats of Detonation of the molecules
in the training set is illustrated in Figure 6. A nonlinear least-

TABLE 3: Predicted and Experimental h50% Values (cm) for Molecules Studied

Training Set

VhMid V+ - |Vh-| ν Q Q + ν

compound expt.a Model 1b Model 2b Model 3b Model 4b Model 5b

HNB 11 14(-3) 34(-23) 29(-18) 28(-17) 1(10)
PNB 11 18(-7) 17(-6) 29(-18) 28(-17) 2(9)
TetNB 28 25(3) 20(8) 30(-2) 31(-3) 7(21)
TNB 71 38(33) 39(32) 43(28) 56(15) 52(19)
picric acid 64 48(16) 52(12) 51(13) 76(-12) 77(-13)
PNA 22 27(-5) 17(5) 29(-7) 29(-7) 4(18)
TetNA 47 39(8) 34(13) 32(15) 36(11) 19(28)
TNA 141 97(44) 89(52) 90(51) 125(16) 141(0)
DATB 320c 259(61) 214(106) 200(120) 283(37) 301(19)
TATB 490c 501(-11) 498(-8) 307(183) 502(-12) 478(12)
HNBP 70 25(45) 33(37) 32(38) 43(27) 26(44)
DIPAM 67 41(26) 83(-16) 43(24) 77(-10) 72(-5)
DNBF 76 54(22) 40(36) 57(19) 31(45) 14(62)
ADNBF 100 91(9) 87(13) 100(0) 42(58) 45(55)
CL-14 120 182(-62) 198(-78) 285(-165) 67(53) 102(18)
CL-17 56 43(13) 58(-2) 31(25) 30(26) 7(49)
CL-18 56 98(-42) 84(-28) 93(-37) 30(26) 15(41)
BTF 53 70(-17) 32(21) 30(23) 28(25) 1(52)
PNT 18 24(-6) 23(-5) 29(-11) 30(-12) 4(14)
2,3,4,5-TetNT 15 35(-20) 24(-9) 32(-17) 37(-22) 19(-4)
2,3,4,6-TetNT 19 34(-15) 30(-11) 31(-12) 38(-19) 20(-1)
2,3,5,6-TetNT 25 31(-6) 30(-5) 32(-7) 38(-13) 20(5)
2,4,6-TNT 98 64(34) 73(25) 80(18) 133(-35) 143(-45)
2,3,4-TNT 56 92(-36) 107(-51) 131(-75) 92(-36) 119(-63)
3,4,5-TNT 107 71(36) 103(4) 208(-101) 100(7) 140(-33)
TetN-o-Tol 36 60(-24) 29(7) 31(5) 49(-13) 30(6)
TetN-m-Tol 37 57(-20) 66(-29) 43(-6) 52(-15) 47(-10)
TetN-p-Tol 47 57(-10) 63(-16) 34(13) 50(-3) 38(9)
HNDPM 39 42(-3) 34(5) 32(7) 59(-20) 41(-2)
picryl azide 19 38(-19) 52(-33) 37(-18) 33(-14) 17(2)
CL-16 17 20(-3) 32(-15) 29(-12) 28(-11) 1(16)
tetryl 25 42(-17) 48(-23) 38(-13) 45(-20) 34(-9)
(MeNO2N)-22 21 33(-12) 23(-2) 30(-9) 36(-15) 14(7)
(MeNO2N)-23 18 34(-16) 34(-16) 33(-15) 37(-19) 20(-2)

rms deviation (cm) 26.1 31.2 54.9 24.1 28.1
Test Set

Vh Mid Vh+ - |Vh-| ν Q Q + ν

compound expt. Model 1 Model 2 Model 3 Model 4 Model 5

PETN 13d 88(-75) 28(-15) 30(-17) 41(-28) 16(-3)
16d 88(-72) 28(-12) 30(-14) 41(-25) 16(0)
12c 88(-76) 28(-16) 30(-18) 41(-29) 16(-4)

ε-CL20 12e 45(-33) 16(-4) 29(-17) 29(-17) 3(9)
16e 45(-29) 16(0) 29(-13) 29(-13) 3(13)
17e 45(-28) 16(1) 29(-12) 29(-12) 3(14)
21e 45(-24) 16(5) 29(-8) 29(-8) 3(18)

â-CL20 14e 71(-57) 16(-2) 29(-15) 29(-15) 3(11)
RDX 28f 314(-286) 49(-21) 31(3) 39(-11) 22(6)

26c 314(-288) 49(-23) 31(-5) 39(-13) 22(4)
24c 314(-290) 49(-25) 31(-7) 39(-15) 22(2)

HMX 32e 152(-120) 21(11) 31(1) 41(-9) 22(10)
29c 152(-123) 21(8) 31(-2) 41(-12) 22(7)
26c 152(-126) 21(5) 31(-5) 41(-15) 22(4)

EDNA 34c 1066(-1032) 69(-35) 45(-11) 190(-156) 153(-119)
styphnic acid 43c 62(-19) 62(-19) 48(5) 113(-70) 106(-63)
HNS 54f 50(4) 33(21) 34(20) 60(-6) 47(7)
dni14 55g 80(-25) 227(-172) 262(-207) 36(19) 38(17)
tni245 68c 22(46) 19(49) 29(39) 30(38) 4(64)
dni24 105c 61(44) 34(71) 32(73) 59(46) 41(64)
FOX 7 126h 262(-136) 320(-194) 40(86) 168(-42) 133(-7)
methyl picrate 192c 80(112) 86(106) 98(94) 108(84) 128(64)
NTO 291c 193(98) 78(213) 35(256) 668(-377) 296(-5)
NQ >320d 1121(-801) 276(44) 139(181) 5339(-5019) 1800(-1480)

a All h50% values are reported in ref 29 unless otherwise noted.b Difference inh50% values (in cm) given in parentheses.c Ref 28.d Ref 35 e Ref
74. f Ref 75.g Ref 76.h Ref 77.
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squares fit of the data to the exponential-decay function

is shown as a solid line in the figure. This regression coefficient
for this model, denoted as “Model 4” hereafter, is 0.97, and the
corresponding parameters area1 ) 27.8331 cm,a2 ) 0.1135

cm, a3 ) 11.0793 (kcal/g)-1, anda4 ) 1.6606 kcal/g. Table 3
indicates that the rms deviation of results for Model 4 from
experiment is 24.1 cm. Application of Model 4 to the test set
of molecules resulted in predictions ofh50% values for several
of the explosives being significantly overestimated, especially
EDNA, NTO, and NQ.

5.D. Model 5: Hybrid Model Using Q and ν. The
identification of molecular parameters that show fair correlations
with sensitivity of explosives led to an investigation as to
whether hybrid models using some or all of the parameters that
individually showed correlations with the experimentalh50%

values would improve predictive capabilities. The final model
that is considered herein, “Model 5”, uses a function that
incorporates the heat of detonation with the GIPF balance
parameter,ν. This function exhibits the exponential dependen-
cies of both the balance parameter and heats of detonation and
has the form

Parameters corresponding to the best fit of this function to the
data area1 ) 1.3410 cm,a2 ) 8.1389,a3 ) 6.7922 (kcal/g)-1,
anda4 )1.4737 kcal/g. The regression coefficient for this fit is
0.95; comparison of the results with experiment are given in
Table 3 and illustrated in Figure 7. The rms deviation of the
predictions from the experimental values is 28.1 cm, with the
largest deviations being for 2,3,4-TNT (too high by 63 cm) and
DNBF (too low by 62 cm). In addition, the model significantly
underestimates theh50% values for all of the benzofuroxans
except CL-14. The application of this model to the test set
predicted the sensitivities of the majority of the molecules, but
greatly overestimated theh50% values of EDNA and styphnic
acid. It also significantly underestimated theh50% values of 2,4-
dinitroimidazole, 2,4,5-trinitroimidazole and methyl picrate.
Also, as in Model 4, theh50% value predicted for nitroguanidine

Figure 4. Measuredh50% results vs|VhS
+ - |VhS

-||. Predictions using
Model 2 [eq 12] are shown as the solid line. Comparison of results
using Model 2 to training and test sets of molecules with experimental
values are given in the inset.

Figure 5. Measuredh50% results vsν. Predictions using Model 3 [eq
13] are shown as the solid line. Comparison of results using Model 3
to training and test sets of molecules with experimental values are given
in the inset.

h50% ) a1 + a2 exp[-(a3[Q - a4]) (16)

Figure 6. Measuredh50% results vsQ. Predictions using Model 4 [eq
16] are shown as the solid line. Comparison of results using Model 4
to training and test sets of molecules with experimental values are given
in the inset.

h50% ) a1 exp(a2ν - a3[Q - a4]) (17)
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is extremely large (1800 cm) and is probably due to the small
value of the heat of detonation. Further attempts to fit functions
of VhMid, ν, Q, |VhS

+ - |VhS
-||, and a variety of ratios, products,

and sums using combinations of these variables to the training
set did not result in improved agreement. Although the hybrid
model reasonably predicted sensitivities of many of the explo-
sives in the training and test set over the entire range of values,
its failure in several cases indicates that its predictive capabilities
are questionable.

5.E. Limitations of the Models for Describing h50%. 5.E.1.
Models Using Global GIPF Parameters Only.The statistical
quantities associated with the ESPs that are employed in eqs
12 and 13 had been successfully used in correlating properties
dominated by intermolecular interactions of molecules.61-69 Both
variables suggest a role of the degree of imbalance of the
positive and negative electrostatic potentials on the sensitivity
of a material, as noted by Murray et al. (1998).25 However, the
deficiencies in predictions using Models 2 and 3 suggest that
these statistical quantities are inadequate in describing the
patterns of charge on the surface ESPs that appear to be related
to sensitivity. These statistical quantities describe global charge
imbalances but not do depict localized charge imbalances within
the molecule that might be related to sensitivity. Local descrip-
tors such as those given for nitroaromatics in Murray et al.24

might be necessary for developing predictive models of sensitiv-
ity.

Examination of the surface ESPs for some of the more
insensitive test explosives (2,4-dinitroimidazole, FOX-7, NTO,
and NQ; see Figure 2) provide clues to how the definition of
the global GIPF parameters might result in inadequate descrip-
tions of charge imbalances could be related to sensitivity. These
four systems exhibit large internal charge separations due to
charges localized over substituent atoms, whereas it appears
from visual examination of the ESPs (Figures 1 and 2) that
sensitivity is related to the degree of imbalance of the charge
over bonds within the inner skeletal structure of the molecule.
For NTO and 2,4-dinitroimidazole, the inner skeletons cor-
respond to the triazole and imidazole ring regions, respectively.
For FOX-7 and NQ, the inner skeletons correspond to the ethene
and imine parent structures, respectively. For NTO, the ESP
over the triazole ring region of the molecule does not indicate
the very high electron-deficient regions associated with sensitive
explosives. Rather, the extremely electron-rich or electron
deficient regions on the surface are localized over the electron-
donating or electron-withdrawing substituents. The GIPF pa-
rameters as defined in eqs 3-8 cannot distinguish between

significant charge separation over an inner structure of a
molecule (such as the triazole ring region) versus that due to
charge localized on the atoms of the substituents. Since NTO
obviously has a large charge separation due to charge localized
over the substituent atoms, the parametersν and|VhS

+ - |VhS
-||

for NTO are comparable to those of more sensitive molecules
in the training set (see Figures 4 and 5). Consequently, the
resulting predictions of theh50% values for NTO using both
Models 2 and 3 are significantly underestimated. A similar result
is found for 2,4-dinitroimidazole, most likely for the same reason
as for NTO. FOX-7 and NQ have|VhS

+ - |VhS
-|| andν values

that are consistent with more insensitive molecules, such as
DATB and TATB. However, the ESPs illustrated in Figure 2
suggest that the largest contributions to the|VhS

+ - |VhS
-|| and

ν parameters are from the charge localized over the NO2 and
NH2 groups attached to the C-C and C-N double bonds. Since
Model 3 does not predict insensitive explosives particularly well,
it is not known whether the model itself or an inadequate
description of ν for NQ and FOX-7 is the source of the
underestimation of theh50% values for these cases. Also, the
|VhS

+ - |VhS
-|| andν parameters for 1,4-dinitroimidazole is very

similar to that of TATB; however, there is a region of significant
electron deficiency that appears over the N-NO2 bond. This
localized region of charge imbalance is not well described by
these GIPF parameters; thus, itsh50% value is greatly overes-
timated using Models 2 and 3. Finally, theh50% value for the
moderately sensitive explosive EDNA (34 cm) is overestimated
by all of the models, with only Model 3 providing a reasonable
prediction (45 cm). The surface ESP for EDNA (Figure 2)
illustrates another instance in which extremely positively and
negatively charged regions of the ESP are localized over
substituent atoms (the oxygen atoms of the NO2 groups and
the hydrogen atom on each of the amine nitrogens). Close
examination of the surface ESP indicates the positive charge
build-ups over the amine hydrogens extend to the adjacent C-N
bonds, perhaps due to repulsive interactions of these hydrogen
atoms with the hydrogen atoms of the adjacent methyl group.
For systems such as this, the GIPF parameters would reflect
mainly the charge build-ups over the substituent atoms rather
than any localized charge build-up across adjacent bonds.

5.E.2. Models using Q.The two models in this work that
utilize the heat of detonation (Q) predicted using quantum
mechanical information and the Kamlet-Jacobs method are
limited to the description of CHNO explosives only, since the
heats of formation that are used in the evaluation ofQ for the
systems studied were parametrized using information for systems
that contained functional groups common to CHNO explosives.
Since predicted heats of formation might have substantial error
for systems that are dissimilar from those used in the param-
etrization of the heats of formation and phase change equations
developed in ref 59, such error would be passed along in any
ensuing evaluation ofQ. For such cases, the accuracy of
predictions from the models that useQ could not be assured.

5.E.3. Application of the Models to a NonexplosiVe. We
investigated whether the models could distinguish between a
CHNO explosive and nonexplosive. All of the models in the
paper were applied to 3-aminophenol (C6H7NO). This system
was arbitrarily chosen. The individual molecule was optimized
at the same level of theory used for all explosives listed in this
study (B3LYP/6-31G*). A subsequent normal-mode analysis
confirmed that the optimized structure corresponded to an energy
minimum on the potential energy surface. We then evaluated
the electrostatic potential and determined point charges centered
on each atom that reproduced the electrostatic potential. The

Figure 7. Comparison of results using Model 5 [eq 17] to training
and test sets of molecules with experimental values.
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patterns of charge illustrated on the ESP were very similar to
that of benzene (completely electronegative over entire aromatic
ring; positive charge is localized only on substituent atoms).
The following molecular properties pertinent to this study were
then generated:Q ) 0 kcal/g, using a predicted value of heat
of formation for the solid of-25.5 kcal/mol from the method
described in ref 59. The heat of formation used in the evaluation
is poor agreement with experimental values (-47.85( 0.29,
-46.39 ( 0.24),84 indicating that error will be propagated
throughQ. The other GIPF parameters for 3-aminophenol that
are necessary to evaluate the impact sensitivity models described
in the paper are|VhS

+ - |VhS
-|| ) 0.6752 kcal/mol,ν ) 0.2206,

and VhMid ) -53.2 kcal/mol. We have applied the models to
predict of drop weight impact sensitivity for 3-aminophenol.
Theh50% values predicted by Models 1, 2, 3, 4, and 5 are 2×
106 cm, 637 cm, 96 cm, 1× 107 cm, and 2× 107 cm,
respectively. Thus for a single case, four of the models
distinguish between an explosive and a nonexplosive material,
but Model 3 predicts anh50% value within the range of values
observed for explosives. This example emphasizes that the
balance parameter from the GIPF methodology is limited in its
use as a descriptor of sensitivity.

6. Summary and Conclusions

The predictions using three of the models support the Murray
et al. observations24,25 that the impact sensitivity of CHNO
explosives have some dependence on the degree of internal
charge imbalance within the molecule. We qualify the Murray
et al. conclusions in that it appears the charge imbalances that
affect sensitivity are associated with localized regions of positive
charge build-up over covalent bonds within the molecular frame.
For example, the highly insensitive explosives such as TATB,
DATB, or nitroguanidine have almost no charge imbalance over
the parent structure of the explosive (i.e., the aromatic ring in
TATB and DATB). However, there are significant extrema of
positive and negative charge localized over the atoms of the
substituents, but these extrema do not appear to be related to
sensitivity of the explosive. The relationship between these
regions of localized charge and sensitivity to impact is not
readily described by the global GIPF statistical parameters as
defined by Politzer and co-workers.65-67 Our results showed
weak correlations ofh50% values with the GIPF balance
parameterν and with the difference between the magnitudes of
the averages of the positive and negative values of the
electrostatic potential on the isosurface,|VhS

+ - |VhS
-||. Further,

the models using GIPF variables (which were parametrized to
describe nitroaromatic explosives) did not adequately predict
impact sensitivities for CHNO explosives in other chemical
families.

The graphical illustrations of the ESPs (Figures 1 and 2) show
that regardless of chemical family of the explosives studied in
this work, all of the sensitive molecules have regions of high
electron deficiency (>0.075 hartree) over covalent bonds within
the inner skeleton of the molecular structure. In the case of the
polynitroaromatic explosives, the electron-deficient regions on
the surface ESP of sensitive explosives are associated with the
delocalizedπ electrons in the aromatic ring and over the C-N
bonds. Since the sensitivities of the molecules under study
appear to be related to electron deficiency over covalent bonds
within the inner structure of the molecule, the global GIPF
parameters could not adequately reflect the localized description
of charge buildup that seem to be symptomatic of an explosive’s
sensitivity.

Finally, there is a dependence of a material’s sensitivity to
impact with its heat of detonation; however,Q is limited in its

utility as a descriptor of sensitivity. We also investigated
functions using combinations of the individual GIPF-based
variables that showed relationships with impact sensitivities. Our
goal was to determine if the combination of parameters would
overcome deficiencies in relying on a single parameter in
describing the features of charge distribution on the ESPs.
Although a resulting hybrid model better predicted the sensitivi-
ties of some systems that were inadequately predicted using
functions of a single GIPF-based variable, others were very
poorly predicted. Thus all models that are presented in this work
are limited in their predictive capability.

This work has shown that patterns of charge on the
electrostatic potentials for isosurfaces of electron densities
surrounding CHNO explosive molecules are useful guides in
assessing the degree of sensitivity of a CHNO explosive to
impact. Visual examination of these surface potentials show that
the most sensitive CHNO explosives have regions of very
positive ESPs localized over covalent bonds. This localized
region of electron deficiency over covalent bonds is not apparent
in the insensitive explosives that were evaluated. Also, this
feature in the ESPs of the explosives examined in this study is
independent of chemical classification; localized electron de-
ficiencies over covalent bonds were observed in sensitive
nitroaromatic, nitrate ester and nitramine systems. However,
further studies are needed to determine if these regions of
localized electropositive charge reflect chemical instability of
the explosive.
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