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The Feynman path integral Monte Carlo formalism has been combined with an ab initio configuration interaction
approach in order to analyze the excited singlet states of the benzene isogHgran@ GD¢ under the
conditions of thermal equilibrium. Electronic transition enerdigs and oscillator strengthif,s, which have

been sampled over large sets of nuclear configurations, are compared with single-configuratiorEfesults
foso The latter set of quantities has been derived fodgeenergy minimum of benzene. The present quantum
Monte Carlo simulations lead to a simple physical picture for the nonzero intensities of the transitions to the
two lowest excited singlet states of the two benzene isomers. Uhgeonditions, the transitions to th8,,

and !B, states are dipole-forbidden. The influence of the nuclear degrees of freedom on the excited-state
properties of the twor rings up to room temperature is quantum driven. The quantum fluctuations of the
nuclei on a potential energy surface with large anharmonicities lead to a sizable redistribution of the transition
intensities. At the same time they lower the transition energigsrelative to theEr numbers at the energy
minimum. Transitions, which are dipole-allowed for the rifgh symmetry of GHg and GDs, lose intensity

under the influence of the nuclear fluctuations; vice versa for transitions dipole-forbidden under the constraints
of the point groug,. The temperature and isotope dependence of these effects is discussed. Inherent problems
of excited-state calculations of molecules on the basis of a single nuclear configuration are emphasized.

I. Introduction sophisticated techniques to consider the nuclear degrees of
) ) freedom in molecular electronic transitions has been reported
Quantum chemical methods have become an important andiy the past two decades. Heller efal.have developed Gaussian
rather ppwerful computational tool for the ana!ysis of the \yave packet approaches to simulate the tempera@rar(d
electronic structure of atoms, molecules and solids. Accurate isotope dependence of electronic absorption spectra. Schinke
determinations of ground-state properties of molecules with the gt 518-10 have described multidimensional reflection principles
help of ab initio methods are accessible for a number of yedrs.  to take into account the influence of the nuclear degrees of
ngh-quallty calculations of molecular electronic excited states freedom on electronic transitions. Most of the simulations
on the basis of ab initio techniques are less established. Thepresented in refs 810 are of a semiclassical type. Other
growing computational facilities of the past years, however, have theoretical methods to consider the vibronic coupling in
provided the technical prerequisites for the development of electronic absorptions can be found in refs—1B. The
elaborate ab initio approaches to study molecular electronic consideration of anharmonicities on the potential energy surface
excited states. The theoretical methods employed are either of(PES), however, remains an exception in the above studies. An
the post HartreeFock (HF) or density functional (DF) type.  ab initio quantum molecular dynamics approach beyond the
The vibrational broadening of molecular electronic transitions, simple harmonic approximation has been developed by Ben-
however, indicates that the pure consideration of the electronic Nun and Marmez?!’
degrees of freedom is insufficient to understand the excited- Despite the impressive progress in the development of
state properties of molecules quantitatively. The interplay vibronic coupling theories, we still have the situation that the
between the electronic and nuclear degrees of freedom has beemajority of excitedand ground state calculations of molecules
studied both by experimentalists and theoreticians. The first is performed for space-fixed nuclear coordinates. Vibrational
contributions on the vibrational broadening of electronic transi- corrections in connection with ab initio calculations are sparse
tions go back to Herzbetgvho had employed group theoretical ~ exceptions. Electronic structure approaches on the basis of only
methods to explain the coupling between nuclear modes andonespace-fixed set of nuclear coordinates define the so-called
electronic transitions. The work of Herzberg has led to widely crude Borr-Oppenheimer (CBO) approximatihwhich is
adopted phenomenological concepts such as "vibrational bor-based on a complete decoupling of the electronic and nuclear
rowing” of transition intensities; see below. A number of degrees of freedom. The configuration at the minimum of the
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potential energy surface is a widely adopted standard in the CBOgoes beyond the simple harmonic approximation. In recent
hierarchy. The atomic positions of this structure are mapped contributions, we have adopted PIM@b initio implementa-
by the 3n-dimensional vect®, with n symbolizing the number  tions to derive ground-state properties of molecules under
of atoms. The electronic wave functidHe(re) in the CBO explicit consideration of the nuclear degrees of freeddrt.
approximation depends only parametrically on the nuclear These quantum Monte Carlo (QMC) studies as well as the
coordinatesR,. In the present work, this behavior has been stimulating Pl molecular dynamics investigations of other
expressed by the symb®e((re,Ro). The vector e defines the authoré®=52 have shown that the influence of the nuclear
electronic coordinates. The symbRl has been used to map fluctuations on the expectation values of the electronic Hamil-
the nuclear coordinates for configurations which differ from the tonian is particularly large in molecules with light atoms. This,
PES minimum. Th&}, geometry is not only adopted in ground however, implies that the anharmonicities on the PES become
state calculations. It is also widely employed in theoretical of sizable influence.
studies of molecular electronic excited states, a choice which The generation of |arge sets of nuclear Configurations
has its origin in the highest intensities of the so-called vertical described by vector® is a key-step in the PIMEab initio
Franck-Condon (FC) transition®:2 To sum up; the atomic  simulations described in refs 487. The population of these
nuclei in the CBO approximation are treated as space-fixed configurations follows a canonical ensemble statistics. In the
particles. Neither their classical (thermal) nor their quantum present work, we make use of the symb@R) to denote that
degrees of freedom are taken into account in quantum Chemica|a given (e|ect|’0nic) quanti]x has been determined for a nuclear
calculations of the single nuclear configuration type. configuration described by the vectr The overall ensemble

In the present work, we have studied the excited-state X(R) maps the vibrationally broadened distribution function of
properties of the benzene isomersHg and GDg under the X. Integration (or summation) of th§¢(R) over the members of
conditions of thermal equilibrium, i.e., under explicit consid- the QMC ensemble yields the statistical mean va{ug'x) of
eration of the nuclear degrees of freedom. Benzene is a populamuantityX. The symbols< andX (°'X) will be used throughout
model system in chemistry for understanding excited sfdtes. in the present work to discriminate the expectation values of
The number of papers orsBs is legion, where the capabilities  the single-configuration typk (= X(R)) from the QMC based
and failures of post HF and DF approaches as well as basis seensemble averages(F'X). The difference between the quantities
problems for the analysis of excited states have been discusse and”'X will be explained in the following theory section.
in detail23-31 Note that the theoretical works in refs231 are It is the time-scale of a spectroscopic measurement which
all based on the CBO approximation which implies that the determines whether we observe the distribution funck¢R)
electronic excitation energies and their intensities have beenof a given quantityX or the thermal mean value. Both sets of
evaluated for the vibrationlesd, geometry of benzene in the  quantities can be derived by PIMC calculations. In the present
electronic ground state. The oscillator strenfytiy of a given work, we have used PIM€Eab initio simulations to evaluate
electronic transition in this approximation is determined by the viprationally broadened distribution functions of electronic
molecular point symmetry at the minimum of the PES. In the transitions together with the FC maxima in thermal equilibrium.
case of GHe and GDs it is the point symmetnDen. This capability of the PIMC formalism makes it possible to

As a result of symmetry-forbidden valence states, the optical compare the excited-state properties gHgand GDg in the
spectrum of benzene is a challenge both for experimentalistssingle nuclear configuration picture of the CBO approximation
and theoristd? This hydrocarbon molecule has been the first with quantities derived in thermal equilibrium. On the basis of
example where such forbidden states have been observed by ¢he above discussion, it is clear that any difference between the
number of spectroscopists. The early measurements have beetwo sets of theoretical numbers is a manifestation of a vital
reviewed by Herzberfj.For further experimental information  physical effect included in the total molecular Hamiltonian, i.e.,
see refs 3235. Thexr — z* transitions to the two lowest singlet  the vibronic coupling between electrons and nuclei. This
states of benzene ofB,, and By, symmetry are dipole- interaction is neglected in studies of the CBO type no matter
forbidden undeDgn conditions. Both excited singlet states arise how large the effort in the design of thegthas been. The
from transitions from the doubly degenerated highest occupied present PIMC-ab initio formalism can be considered as an
molecular orbital (HOMO) to the doubly degenerated lowest adiabatic Bora-Oppenheimer (ABO) approaéha theoretical
unoccupied MO (LUMO). The two MO wave functions belong tool which goes beyond the single-configuration picture of the
to the irreducible representationsgeand e.. The nonzero CBO approximation. Consideration of all vibronic coupling
intensity of these singlet transitions has been explained by elements in the above cited perturbational expansioHsvould
vibronic coupling theories as well as by vibronic borrowihg. lead to a one-to-one correspondence between the present
Ab initio calculations on the vibronic coupling in benzene are nonperturbational technique and previous vibronic coupling
still missing. As a result of the sizable temperature dependencetheories.
of the intensities of théBzu and 1Blu transitions, these bands The excitation er‘]ergidg.l.l PlET and oscillator Strengt“’sso
have been denoted as “hot bands”. Pf.sc in the present QMC work have been determined by a

For the present theoretical investigation of the excited-state configuration interaction (CI) scheme covering singly (S) excited
properties of GHs and GDg in thermal equilibrium, we have  states (i.e., CIS method). The basis set used is of 6-31G quality.
employed the Feynman path integral quantum Monte Carlo All excited states modeled are of the singlet type. The CIS
(PIMC) techniqueé?®—4° This approach from statistical mechanics calculations in the present QMC implementation have been
has been combined with an electronic ab initio Hamiltonian. performed with the help of the GAUSSIAN 94 programNe
The excited-state properties of the two benzene isomers haveare aware of the fact that the chosen setupggis insufficient
been investigated via an ensemble averaging over large sets ofor a quantitative reproduction of the excited-state properties
nuclear (ground state) configurations which are populated in of the two benzene isomers. Spectroscopic measurerh&nts,
thermal equilibrium. In contrast to the majority of the above- as well as previous calculatios®! with state-of-the-art Hamil-
mentioned theories to consider the nuclear degrees of freedonmtoniansHe;, have shown that intervalence and Rydberg transi-
in molecular electronic transitions, the present PIMC approach tions occur in the same low-energy window. The 6-31G basis
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is too small to describe Rydberg states. The limitations of the approach employed. A concise description of the computational
CIS method have been studied by several autffei®?82°The conditions is given in section Ill. In the next one, we discuss
present electronic setup is however sufficient to discuss and tothe spatial uncertainty of the benzene nuclei. Furthermore, we
understand a physical effect that has been neglected in previousomment on the influence of anharmonicities in the nuclear
ab initio studies of the excited-state properties of benzene.  potential V(R) on the bond lengths,c andre (X = H, D) in
In analogy to our recent PIM€ab initio simulations of thermal equilibrium. The comparison of thermally averaggd
ground-state properties of benz&h#47we have adopted an g coordinates ¢ sybolizes a bondangle) with the, oe
accurate model potentiaV(R) to evaluate the ground-state coordinates at the PES minimum (i.B, structure) visualizes
Born—Oppenheimer surfac.In connection with vertical FC  the inherent problem of CBO calculations which make use of
transitions, it suffices to construct the ground-state PES of the Ro coordinates. In section V, we correlate the excited-state
respective molecule. The analysis of non-FC effects would properties of GHg and GDe as derived by QMC simulations
require the evaluation of a separate BO surface for each excitedof the ABO type with simple CBO results. The article ends
state. In two of our recent PIM€ab initio paper$é55we have ~ With a short resume.
developed some experience in analyzing the excited-state
properties of molecules under consideration of the nuclear !l. Theoretical Background
degrees of freedom. In these contributions, we could explain | this section, we summarize the basic principles of our
an unexpected theoretical result. CBQ calculations of_ the excited p\mc—ab initio implementation in a setup which allows the
states of ethylene have shown that improvements in the setupgimylation of molecular electronic excited states under the
of Hei are not necessarily accompanied by theoretical results congitions of thermal equilibrium. Detailed descriptions of the
which are closer to experimefftThe physical origin of sucha  p\cC technique can be found in the literatéfe® Path integral
supposed paradox will be reconsidered in the present benzen%xpressions for molecular problems with a nuclear and an
study. electronic Hamiltonian have been derived by Cao and B&ne.
The PIMC-ab initio CIS approach developed by the present The theoretical problems, which can occur in such systems with
authors is a two-step formalism. In the first PIMC step, we fast and slow motions have been commented on in detail in ref
consider the quantum and thermal degrees of freedom of the60; see below. In the first PIMC step of our two-step approach
CeHs and GDs nuclei moving on theé/(R) based PES. In this  we have simulated the thermal and quantum degrees of freedom
step, we generate molecular (ground state) configurations whichof the GHg and GDs nuclei. Each nucleuis(i = 1 to 6 for the
are populated at a given temperature and for given atomic C atoms,i = 7 to 12 for the H (D) atoms) has been treated as
masses. In the second ab initio step, these nuclear configurationsi quantum particle. The total number of atomsi() is denoted
are used as input for CIS calculations. On the basis of our by n. The key principles of the PIMC method are well-known.
previous computational experiente> 4’ we have adopted  The isomorphism between a single quantum particle (here each
6000 different molecular configurations in the ab initio CIS step nucleus of GHs or CsDs) and a cyclic chain of N classical

of our two-step approach. particles & beads) renders possible the use of classical MC
Temperatures of 50 and 750 K have been considered in thetechniques to derive the finite-temperature properties of the
QMC simulations of the two benzene isomérs= 50 K implies original quantum system. The Metropolis method has been

that the nuclear degrees of freedom are of the bare quantumemployed to evaluate thie= 0 K properties of the two benzene
mechanical zero-point type. In recent QMC studies of hydrocar- isomers? Test calculations have shown that the accuracy of
bong245-47 and fullerene®5” we have emphasized that the this simple sampling technique is sufficiédtThus is has not
nuclear fluctuations up to room temperature (RT) are quantum been necessary to use improved sampling methods such as
driven. T = 750 K has been chosen to model the excited-state staging MC or Fourier PIMG364

properties of @Hg and GDg under conditions where the classical Let us start with the definition of the nuclear Hamiltonian
thermal nuclear degrees of freedom are no longer negligible. Hnyc

We accept that such high-temperature simulations are of only

limited value under bare experimental considerations. They have n[R2[ 82 9? 52
been chosen to model a second theoretical boundary. Hoe= — Z —f—+—+—|| +V(R) (1)
We have given this rather detailed introduction in order to =1)12m arix2 ariy2 8ri22

illuminate the experimental and theoretical background of the
present research. To reemphasize, electronic excitation spectrahe summation in eq 1 is over alkBs (CsDs) nuclei.h denotes
of molecules are ideal subjects to analyze the coupling betweenthe Planck constant. Thig, ) describe the Cartesian coordinates
electronic and nuclear degrees of freedom (key words: vibra- of each nucleusi; they define the components of three-
tional broadening of electronic transitions, vibrational borrow- dimensional atomic position vectors With the help of the;
ing,*°85% nonzero intensities of symmetry-forbidden states). it is possible to express the vectBr We haveR = (ryro ...
Benzene has been one of the first examples where theser ). Them in eq 1 abbreviate the masses confined to the atoms
phenomena have been detected in spectroscopic measure: V/(R) stands for the potential acting on the nuclei. For the
ments?3335 Despite these challenging experimental observa- present QMC simulations, we have employed the model
tions one has to confess that the published computational abpotential described in ref 54; see also the improvements
initio studies of the excited states of benzene make use of thesuggested in our recent PIM@b initio study of benzeni.
CBO approximation. It seems that previous theoretical efforts  For the second computational step of the suggested PIMC
have been directed prevailingly toward improvements in the ap initio formalism, we have adopted the CI routine of the
definition of Hel. At the same time, a well-known physical effect GAUSSIAN 94 package. The present combination of two
has been neglected in recent ab initio studies of the excited-methods implies to correlat§R) of the first PIMC step with
state properties of benzene. electronic energies emerging from ab initio calculations. Recent
The organization of the present work is as follows. In section ground state simulations of benzene have shown that both
I, we explain the theoretical background of the PIM&b initio computational methods yield BO surfaces which coincide
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sufficiently in the neighborhood of the minimuth?’ As a
matter of fact only small violations from self-consistency have
to be expected. We refer to some of our previous QMC
works#2:46.47

The patrtition function Z for the quantum system is defined
in eq 2; Z is given by the trace of the statistical density matrix

p(R.R’; p)

determines whether an electronic transition is dipole-allowed
in the CBO hierarchy. The vertical transition energiesin

this theoretical framework are given by the difference between
two electronic energies which have been calculated folRhe
geometry. Note that the choice to adopt identical molecular
geometries in the two electronic states under consideration is
in line with the FC principle. Capabilities and weaknesses of
the CBO method to evaluate the excited state properties of
molecules can be described as follows. (i) The CBO picture
) . implies a highly simplified description of the electronic problem
The parametef reads = (ksT)~* with ks symbolizing the (g 6) (i) In the framework of the FC principle, it is, at least
Boltzmann constant. The definition of the partition function i ‘principle, possible to treat the vibrational structure of
in terms of the statistical density matrix is a central element of gjecironic transitions accurately. Note that the transition moment
the PIMC gpproach. It leads to_ a peculiarity in the c_omputatlonal depends on the vibrational quantum numberand o". (iii)
results which should be mentioned. PIMC simulations produce |nspection of the literature, however, shows that this degree of
mixed er}semble states for the nUCk?af proplem Wh'Ch.QannOtfreedom of the classical approach is only seldom considered.
be described by a single wave function. This superposition of |, the majority of excited-state calculation of molecui&s!
bare quantum states has certain implications for PIMC basedeq 6 is used for the comparison between measured and
intensities™fosc of electronic transitions. In section V, we come  haqretically calculated transition intensities. This choice is easy
back to this point. Central matter of concern of the present ( explain: the evaluation of vibrational wave functiofis(R)
research is the comparison of singlet transition eneifgjend of complex polyatomic molecules beyond the simple harmonic
oscillator strengthdosc of CeHs and GDg in the CBO ap- approximation is still a nontrivial task; 146667

proximation with ensemble averaged QMC quantifiés and Now let us explain the theoretical basis of the ABO approach.
Pfoso To derive the ensemble averages 6000 different molecular iy This method renders possible a more accurate treatment of
configurations (i.e., geometries) have been taken into account.ihe electronic degrees of freedom. At the same time it requires
The population of these nuclear configurations follows a gjmpjifications in the vibrational part of the molecular Hamil-
canonical ensemble statistics. On the basis of our introductory {qnian. (ii) In the present implementation, we assume that both
remarks, it is now possible to relate the excited states propertiesg|gcironic states (i.e., initial and final state) can be described
of the two benzene isomers as derived in the present ABO py the same set of vibrational wave functions. This simplifica-
picture to the much simpler CBO findings. For this purpose, (ion prevents quantitative reproductions of the vibrational
we define the total molecular wave functiih by the product  g4;cture of electronic transitions. It follows from the ensemble
of the electronic wave functioe(reR), see above, and the  character of PIMC solutions. See the discussion in connection
vibrational wave functionV,(R). v symbolizes the vibrational  \yith eq 2. Because the majority of excited-state calculations of
guantum number. In eq 3, we give the most general expressionyglecules has been restricted to theR)(term in eq 6, the

for a spectroscopic transition moment between initial and final present simplification in the vibrational problem should be
statest"" and W' acceptable. (iii) To emphasize, it is the large advantage of the
present ABO implementation that the nuclear coordinate (i.e.,
R) dependence of the electronic transition moment is explicitly
taken into account. General definitions for the ensemble
averaged transition momeMe and transition energfr can

be found in egs 7 and 8. Note that specific vibrational quantum
numbersy’ and " do not occur in the thermal mean value of
the transition moment which has been derived with the help of
a multidimensional reflection principle

Z=1p(R,R"f)] = trlexp(— fHu0] )

My, = [dR [drg®*(Dg + D)P" (3)

D¢ and Dy, abbreviate the electronic and nuclear contributions
to the overall dipole operatd. Insertion of the product wave
function W = W,(R)W,(re,R) into eq 3 and consideration of
the orthogonality between the initial and the final electronic

states leads to

M

el v"

el v"

delIIU,*( R)WU,,(R) fdl’ eI‘Pell*( rehR) DeIIPeI”(r erR) (4) M o deP(R) fdr EIIPEI'*( r6|’R) D6|lPE|”(r EI'R) (7)

(8)

The functionP(R) in the two equations defines the statistical
weight of the different nuclear configurationB(R) is given

The standard method to evaluate the transition moments of eq Er = f dRP(R)E(R)

4 is based on the following approximati&hOne assumes that,
for any given nuclear configuratioR, the electronic dipole
moment is an only slowly varying function &. This a priori

assumption forms the basis of the CBO approximation. We
derive an electronic transition moment where the set of vectors
R has been replaced by a single vector, i.e., the veRtor
Remember thaR, maps the nuclear coordinates at the minimum
of the BO surface. With this approximation we observe egs 5
and 6

M (©®)

(6)

With the help of the last relation, it is easy to recognize that it
is the point symmetry at the minimum of the PES which

el v"

~ M(RO) delpu'*( R)lpv"(R)

M(RO) = fdrellpell*(reI’RO)DellpeI”(reI'RO)

by

P(R)=Z 'Y [~ FER)] x |¥,(R)I* 9)

The summation is over all vibrational statesg, is the v'th
eigenvalue of the nuclear Hamiltoniadn, The partition
functionZin eq 9 has been introduced in eq 2. The last relation
explains that PIMC simulations produce mixed states which
correspond to a superposition of pure quantum statesT For

0 K, P(R) is exclusively determined by the square of the ground-
state nuclear wave function. Equations 7 and 8 can be considered
as general prescriptions for the evaluation of thermal expectation
values. In egs 10 and 11, we give the path integral estimator
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conventional single (nuclear)

of the nuclei. In this theoretical scheme, we calculate a manifold
configuration approach: CBO

of vertical FC transitions, i.e., a multidimensional distribution

E - function, from molecular configurations with weighting factors
which are determined by a canonical ensemble statistics. Note

that the “symmetry constraints” operative for the high point
symmetry at the minimum of the BO surface are attenuated in

ABO simulations. The nuclear configurations generated in

ensemble of FC thermal equilibrium are lower in symmetry than the configu-

fransitions_ g ration at the minimum of the PES.

At the end of the theory section let us come back to another
inherent problem of the CBO model. Remember that this scheme
is based on two severe simplifications. (i) It neglects the wave
packet character of the nuclear wave function. This is the
r bottleneck of any single configuration approach. (ii) It makes

use of vibrationlessRy coordinates. The bond lengths and
bondangles of th&g structure have been symbolized lyoe.
A possible way to avoid at least the errors of approximation
quantum character of the nuclei Ly s . . . . . .
not considered of the nuclei consi (ii) in single-configuration studies might be the adoptiorr f
Figure 1. Schematic diagram symbolizing the difference between Og coordinates, i.e., bond lengths and bondangles in thermal
conventional CBO calculations of electronic excitation processes in equilibrium. The evaluation of thermally averaged geometrical
molecules (Ihs.) and the present ABO approach (rhs.) We have chosemparameters of molecules is a trivial procedure in QMC studies.
a diatomic example with only one nuclear degree of freedauhich It occurs in the first PIMC step. To derive thermally averaged

denotes the internuclear separation. HieandE' symbolize energies configurations described by the vectdR we make use of
of the initial and final electronic states. The Fran¢kondon principle eq 129 y '

has been assumed in both theoretical degrees of sophistication. In the
ABO description an ensemble of FC transitions is evaluated. Their
weight is given by the square of the nuclear wave function= ¥,- PIR= ZP(Rm)R (12)
(R); bottom diagram on the rhs. of the figur€ € 0 K). < m

present PIMC picture: ABO

A\
A\

single FC

transition

expressions for the ensemble averaged transition moment an

- cID(Rm) is the above-mentioned nuclear weight function. In
transition energy

contrast to the post PIMC calculations of electronic excitation
- energies and oscillator strengths (i.e., CIS approach) in the
Mg = 1/(NQ)Z fdre|‘I’e|'*(rel,Rj)DeﬂPe.”(re.,R,-) (10) second computational step of the present QMC approach, the
] thermally averaged coordinaté®R are evaluated in the first
Pl PIMC step. Thus, it is possible to choose a number of
Er= 1/(NQ)ZET(Rj) (11) configurations in eq 12 which is much larger than the config-

! uration count of 6000 employed in the ab initio averaging. In
section V, the symbdEr* will be used to denote a second set
of electronic excitation energies of the single configuration type.
The oscillator strengths associated to tBg* energies are
denoted byf,s¢. But in contrast to théer set, theEr* numbers
have been derived for Be, structure of GHe (CsDe) Which is
defined byrg bond lengths. An identity'Er = Er* and, even
more importanffos= fosd, Would indicate a vanishing wave

acket character of the nuclear wave function as far as excited-
state properties of molecules are concerned. In this context, let
us mention the review article of Kuchitsu where internal
coordinates of therg, oy type have been related to the
hypotheticalre, o, setb8

The indexj in the two formulas refers to thgth nuclear
configuration generated in the MC step of the present two-step
approachj covers the values from= 1 toj = NQ with N
abbreviating the number of time-slices (beads) @rile number
of MC steps. The label Pl has been added to the quantities in
egs 10 and 11 in order to emphasize the PI origin of the
ensemble averages. The present Pl expressions coincide wit
formulas derived in ref 60. In this work, it has been shown that
the formulas are valid if none of the electronically excited states
of the molecule considered is thermally excited. This condition
is clearly fulfilled for the two benzene isomers studied. The
lowest excited singlet states in bothmolecues are several eV
above the electronic ground state; see section V. It is self-
explanatory that the number of nuclear configurations adopted
in the ab initio ensemble averaging is smaller than the upper In the following, we give a short description of the compu-
boundary defined in egs 10 and 11. In section Ill, we come tational conditions adopted. The number of beldss well as
back to this point. the number of QMC step® has been chosen on the basis of
Figure 1 has been prepared to visualize schematically (for aour previous QMC simulations of hydrocarbdBg>47 The
one-dimensional model potential) the difference between CBO number of beads in the PIMC runs has been fixetite T =
calculations of electronic transitions and the present ABO 6000 K. With this criterion it has been possible to derive
approach. To reemphasize; in the CBO approximation only a expectation values dfl,,c with an accuracy better than 0.5%.
single FC transition between the initial and final electronic state For a detailed discussion of the MC error bars, we refer to ref
is calculated. TheRy geometry adopted in the majority of 62. Note, however, that such nuclear quantities are not the main
calculations defines a vibrationless model structure not realizedtopic of the present analysis. Detailed discussions of nuclear
experimentally. The intensity of an electronic dipole transition expectation values of benzene in thermal equilibrium can be
is controlled by the point symmetry of tHey configuration; found in refs 42,47. The number of nuclear configurations
Ihs. of Figure 1. The present ABO approach, rhs. of Figure 1, generated in the PIMC step lies betwees 40° and 6x 1(F.
takes into account the quantum and thermal degrees of freedontrom these long QMC trajectories, 6000 nuclear configurations

[Il. Computational Conditions
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CgHg, T=50K TABLE 1: Geometrical Parameters of CsHg (top part) and
CsDs (bottom part)?

—_ 150 origin of the data
E; 0 * CeHs X=H lcc rex Occe Ocex
N e T A minimum PES 140.7 109.2 1200 120.0
150 PIMC 50 K 1415 1111 1197 1194
-300 -150 0 150 300 PIMC 750 K 142.0 1113 1192 119.1
x (pm) experimentyg, og 139.7 1084 120.0 120.0
300 — origin of the data
150 e Y CeDs X=D fcc fex Occe acex
rg o PIMC 50 K 141.5 110.6 119.7 119.5
& o |# . PIMC 750 K 1420 1108 119.2 119.2
> . aIn the first line of the GHs collection we have given the
-150 i vibrationless, . coordinates at the minimum of th&R) based PES.
‘ ﬁ The remaining theoretical results refer to thermaby values derived
-300 — i by PIMC simulations af' = 50 and 750 K. In the bottom line of the
-300 -150 150 300 CesHs collection experimental quantities have been given. They have
x (pm) been taken from ref 4. All bondlengths in pm, all bondangles in degrees.

Figure 2. Probability distribution function (pdf) of the €l nuclei at . . . L
T = 50 K. The distribution has been derived by PIMC simulations planarDen configuration of benzene is an exception in thermal

with nuclei moving on theV(R) based PES. Top diagram: pdf equilibrium. (iv) Thg observed wave packet chara.cter of the
perpendicular to the benzene plane; bottom diagram: pdf onto the nuclear wave function of s, as well as of @Ds, might be
horizontal molecular plane. an obstacle for the derivation of “exact” excitation energies and

o intensities in the framework of the CBO approach eveHdf
have been chosen for the second ab initio CIS step. Here,js of state-of-the-art quality.

constant spacings between the members of the long PIMC  pfier having mentioned the nuclear delocalization igHe

trajectories have been adopted. The configuration count in the e s consider the differences between the internal coordinates
second ab initio step is a fair compromise between intended ¢ CeHs and GDs at the minimum of the PES and in thermal
accuracy of the QMC results on one hand and computational gqjilibrium. A collection of theoretically determinedi@s and
constraints, on the other. Test calculations have shown that theC6D5 bond lengths and angles has been given in Table 1. The
error bars pf. Fhe PIMC simulations are not enlarged in the haoretical GHs results have been supplemented by experi-
second ab initio step. _ _ mental diffraction dat4.We find that the bonds in ¢l and

It has been mentioned |r;4the Introduction that we have c,p. are strongly elongated under the influence of the nuclear
adopted a model potenti&(R)>*to derive the ground-state BO  gegrees of freedom. These effects are particularly large for the
surface of benzene in the PIMC step. The parametexRj CH and CD bonds. FordEls, we predict thermal CH elongations

have been chosen to reproduce geometries and vibrationalystween 1.9 pmT= 50 K) and 2.1 pmT = 750 K). In G:Ds
wavenumbers of hydrocarbons. The CIS calculations have beenne gifferences between thg and ¢ coordinates are fou’nd

performed with the help of the GAUSSIAN 94 prograf.  perween 1.4 and 1.6 pm. The bond length enhancement for the
Capabilities and the failures of this CI method in combination ~¢ ponds due to the anharmonicities in the potenti@®@)\6
with the adopted 631 G basis have been commented on in gmaler. AtT = 50 K the CC bonds of botk systems are

detail?226.2829The CIS ensemble averagings have been per- gjongated by 0.8 pm under the influence of the nuclear degrees
fqrmed on an AMD Athlon 800 computer operating under o freedom. AtT = 750 K therg andr, parameters differ by
Linux. 1.3 pm. In our recent &1, analysis, we have shown that the
calculated differences between thegandr. lengths are close
to experiment® Such a comparison between two sets of
experimental length parameters has not been possible for the
The comparative discussion of the ABO quantifis, Pfos, benzene molecule where experimentally dedugedordinates
and the CBO daté&r, fosc 0f CeHg and GDg in the next section are missing.
is largely simplified if we first touch upon the spatial uncertainty At the end of this section let us emphasize a peculiarity in
of the nuclei as well as the geometrical parameters of the two the bondanglesoiccc and accx (X = H, D) in thermal
7 systems at the minimum of the BO surface and in thermal equilibrium. The three bondangles per CCXC fragment differ
equilibrium. A detailed presentation of these results has beenfrom 36C. Note that only an angular sum of 368 compatible
given in one of our recent contributions where we have with a planar benzene structure. We interpret the observed
determined NMR shieldings of benzene by means of PIMC  “angular defect” as an indicator for the wave packet character
ab initio simulations’” In Figure 2 we have portrayed two- of the nuclear wave function. It has its origin in nonplanar
dimensional (2D) projections of the probability distribution molecular configurations that are generated under the influence
function (pdf) of the GHg nuclei. The temperature considered of the spatial fluctuations of the atoms; see Figure 2. We have
amounts to 50 K. This choice guarantees that the nucleardemonstrated that the combined influence of anharmonicities
fluctuations are of the quantum mechanical zero-point type. The in the nuclear potentiaV(R) and the strong quantum delocal-
following conclusions can be deduced from Figure 2. (i) Both ization of the GHg and GDg nuclei lead to internal coordinates
types of GHs nuclei are strongly delocalized. (ii) The nuclear rg, ag which differ from there, o set & Rg configuration).
delocalization of the light hydrogens is however somewhat larger The implications for calculated excited-state properties which
than the delocalization of the heavy carbons, a grading which follow from these differences are discussed in the following
has been expected for nuclear quantum fluctuations. (iii) The section.

IV. Spatial Nuclear Delocalization and Geometrical
Parameters in Thermal Equilibrium
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TABLE 2: Electronic Excitation Energies (singlet transitions) Er, P'E; and Oscillator Strengths f,ss P'fesc 0f CeHg According to
CIS Calculations in a 6-31 G Basis Set

type of the minimum PES PIMC 50 K PIMC 750 K experiment
state transition Er fosc Er Pif osc Er Pifosc Er Fosc
1By, 7 — * 6.32 - 6.16 (0.18)  0.018(0.033)  5.98(0.15)  0.030 (0.042) 4.9 0.001
1By, w— * 6.53 - 6.31(0.18)  0.031(0.022)  6.16(0.24)  0.038 (0.029) 6.2 0.090
N 8.14(0.22)  0.726(0.280)  7.88(0.31)  0.616 (0.261)
}lElu }” w } 8.53 }1-144 8.28(0.20)  0.811(0.212)  8.06(0.28)  0.694 (0.208) } 7.0 } 0.900
Az, o—a* 9.37 - 8.65(0.23)  0.278(0.300)  8.47(0.28)  0.283 (0.271)
}1 } L, } 050 } B 8.95(0.22)  0.103(0.170)  8.80(0.25)  0.114 (0.161)
Eag o . 9.17(0.20)  0.055(0.065)  9.03(0.23)  0.073 (0.081)
A, o—a* 9.65 - 9.34(0.19)  0.049(0.042)  9.24(0.23)  0.065 (0.067)

aIn the table the results for the eight lowest singlet states have been given. The first set of nuEabgkg fas been derived for thBg,
structure of GHg at theV(R) based minimum (CBO Results). All irreducible representations on the |hs. Refer to this symmetry. The second (third)
set of numbers refers to a PIMC ensemble averaging=at50 (750) K. The numbers in parantheses denote the standard deviatibthe P'Er
andP'f.sc derived within the ensemble of 6000 different nuclear configurations. Experimental results have been given on the extré&tfeatight.
transition energies are given in eV.

V. Excited State Properties 10

. . . . . CgH; CIS approach
In this section, we discuss the excited singlet statesgbl; C

and GDs as derived by PIMEab initio CIS simulations. We 0.8 T= 50K .
have already mentioned that the technical setup in the design | = T=750K
of He prevents a quantitative reproduction of the measured
optical spectrum of the two benzene isomers. Despite these 0.6- 1
technical limitations, we are convinced that our QMC approach
offers new insight into physical effects accompanying the
electronic transitions in the two benzene isomers. Three singlet
transitions arising from the HOMO©LUMO manifold have been
identified unambiguously in the optical spectrum @Hg Their 02l 4
Franck-Condon maxima occur at 4.9, 6.2 and 7.0€¥ The
absorptions are due to transitions iARy,, 1B1, and'Ey, states
(Dgn representations). Only the transition to thg, state is -
dipole-allowed under stricDgn conditions. Nevertheless, one C¢H, CIS approach
observes nonvanishing oscillator strengths for the first two
singlet transitions. Values of 0.001 and 0.09 have been reported
in the literature’23% The measured oscillator strength for the
1E,, transition amounts to 0.98:3%

In Table 2 , wehave summarized transition energkesand
intensitiesfosc of CsHg for the Den minimum of the PES as well 0.6
as the ensemble averaglgr and Pf,s, The temperatures
considered in the two QMC runs amount to 50 and 750 K. The 0.4t
theoretical analysis covers the eight lowest singlet stategty, C
i.e., an array larger than the number of singlet valence states 02}
which have been identified spectroscopically. The decision to
consider such a rather large set of excited singlet states can be A
explained as follows. To understand the influence of the nuclear 005" 6
degrees of freedom on electronic excitation processes, a transition energy [eV]
sufficiently large array of electronic transitions is indispensable. Figure 3. Top part: Histogram with the eight lowest singlet transition
The nature of “vibronic coupling” and “borrowing” becomes ~ €nergies”Er (in eV) and intensitie€'fos; of CeHs at T = 50 K (full

- o i« i _fArhi lines) and 750 K (broken lines). Bottom part: Distribution function of
clear only if a larger number of excitations is dipole-forbidden the eight lowest singlet transitions ingds at T = 50 K (full curve)

underDen symmetry and if at least one excitation is dipole- 4,4 750 K (broken curve). The PIM@b initio CI results have been
a”OVVEd atthe minimum Ofthe PEESL C)n “1e H1S.Of-rab|e 2,Vve derived via an ensemble ayeraging Coveﬂng 6000 c“ﬁereﬂﬂec

have quoted the experimental transition energies and oscillatorgeometries. The first dipole-allowed— * transition to the'E;, state
strengths of @He.#3235 The material of the table has been at the PES minimum has been indicated in the bottom diagram (full
supplemented by the graphical representation in Figure 3. Here,vertical line atEr = 8.53 eV, fosc = 1.144).

we have displayed the ensemble averdyes and P'os. (top

diagram) and the distribution functions of FC transitions (bottom on the basis of a single nuclear configuration (i.e., restriction
diagram) calculated for the eight lowest singlet transitions in to one benzene geometry witbe, symmetry) should be
CsHs. The distribution functions show the spreading of the FC considered as a highly idealized model approach only. Have a
transitions due to the wave packet character of the atomic nuclei.look at the bottom diagram in Figure 3. The plot shows that
But as explained in the theory section, such a PIMC based the simple CBO approach leads to a singishaped transition
distribution function does not provide a quantitative description Er with fosc= 0 (Er = 8.53 eV). The PIMC-ab initio approach

of the vibrational structure of electronic spectra. TRP&esults yields a distribution function (lower plot in the figure) which
can be found in Table 3 and Figure 4. The QMC simulations covers several eV. The relative intensities of the ensemble
demonstrate clearly that excited-state calculations of moleculesaveraged transitions are in sufficient agreement with experi-

fOSC

10r  ——71= 50K
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TABLE 3: Electronic Excitation Energies of CgDg?

type of the minimum PES PIMC 50 K PIMC 750 K
state transition Er fosc PIE; Plfosc PIE; Plfosc
1By, 7 * 6.32 - 6.19 (0.17) 0.017 (0.033) 6.00 (0.25) 0.028 (0.040)
1By, 77— * 6.53 - 6.33(0.18) 0.030 (0.022) 6.18 (0.24) 0.039 (0.029)
. 8.20 (0.21) 0.774 (0.278) 7.91 (0.30) 0.643 (0.255)
}1E1u }” w* } 8.53 }1-144 8.33 (0.19) 0.846 (0.224) 8.08 (0.28) 0.716 (0.200)
gy o— 9.37 - 8.70 (0.22) 0.275 (0.314) 8.52 (0.27) 0.275 (0.268)
}1 } . } 9.50 }_ 9.01 (0.20) 0.080 (0.154) 8.86 (0.29) 0.097 (0.142)
Eyg TTo . 9.23(0.18) 0.044 (0.051) 9.08 (0.22) 0.067 (0.071)
Ay o— 9.65 - 9.34 (0.18) 0.039 (0.044) 9.27 (0.21) 0.061 (0.062)
@ See legend to Table 2. Note that the andfos. (first set of numbers) coincide with theslds results of Table 2.
1.0 . . . . Tables 2 and 3, it is necessary to reemphasize the ensemble
C¢D; CIS approach character of the present QMC results. The Cartesian displace-
ments of the nuclei in the PIMC step guarantee that all
T= 50K L ,
o8 T=750K ] vibrational modes contribute to the ensemble averaged results.

At the same time these ensemble results are incompatible with

a mode-selective coupling of vibrations to electronic states, a

coupling mechanism discussed by Herzberg and other authors.
The results in Tables 2 and 3 as well as the information

04} i provided by Figures 3 and 4 demonstrate that the nuclear degrees

of freedom have a strong influence both on the transition

energiesP'Er and on the oscillator strengti¥,s, A short

0.2f 7 comment on the second quantity has been given above; but see

) below for further details. We start with a comparative discussion

iy of the Er andP'Er numbers. In contrast to tHE and isotope-

- i independenEr elements, we evaluate ensemble averdfes

C4D; CIS approach with a sizableT- and isotope-dependence. The inequdlify

1.0 = 50K 1 < Er is valid for all singlet transitions studied. The shift

----------------- T = 750K parameterAEr = Er — PEr is enhanced with increasing

0.8} - temperature and reduced isotope mass. Both factors support the

coupling between nuclear and electronic degrees of free-

dom#24546For theT = 50 K simulation of GHe, we predict

AEr elements between 0.16 and 0.72 V= 750 K leads to

shift parameterdEr between 0.37 and 0.90 eV. The transition

from CsHg to CsDg is accompanied by the expected reduction

of AEr. The low-temperature boundary valuesAfr amount

to 0.13 and 0.67 eV; the ¥ 750 K boundaries are 0.32 and

0.85 eV. Tables 2 and 3 contain a second energetic parameter

which visualizes the strong coupling between nuclear fluctua-

tions and electronic transition energies, i.e., the standard

deviationo; within a given set oEr(R) numbers. The calculated

Figure 4. Histogram defined by the eight lowest singlet transition o1 are between 0.17 eV (Dg at T = 50 K) and 0.31 eV (€Hs

energie$'Er and intensitie§¥osc (top diagram) as well as the associated - ° . S
distribution functions (bottom diagram) okD0s. See legend to Figure atT = 750 K). The QMC simulations indicate clearly that the

3. influence of the nuclear degrees of freedom is prevailingly of
guantum mechanical origin. Classical thermal degrees of

ment323435see also below. Even the width of the intensity freedom are only of minor importance. This becomes clear when

distributions is in qualitative agreement with experiment. The correlating™Er at 50 K (i.e., bare quantum regime) with the

ial

fOSC

0.6

041

0.0 bum 7
5

8
transition energy f[eV]

experimental width of the dipole-forbiddetB,, transition CBO setEr, as well as the high-temperature collection of the
amounts to roughly 0.83 e$%the present theory yields 1.3 eV.  P'Er with the Er numbers.
For the first dipole allowedE,, transition, we observe The isotope shift for théBy, transition in GHg and GDs

experimenta and calculated width parameters of 1.0 and 1.7 has been measured by Robey and Schage also ref 70. The
eV. The comparison between experimental and theoretical experimental shift of 203 crt has been reproduced quantita-
distribution functions shows that anharmonicities are somewhattively by the present PIMEab initio approach which yields
overestimated by the model potentgR) which has been used 202 cn. Thus, it can be assumed that the isotope dependence

in the MC step. of electronic transition energies in benzene isomers is adequately
The nuclear degrees of freedom igHg and GDs lead to described by our QMC method. Also in the case of ethylene
singlet transition&r(R), P'Er which are all dipole-allowed; i.e.,  isomers it had been possible by PIMC simulations to reproduce
all fos{R), Plfosc evaluated are larger than zero. The calculated experimental isotope shift§.Christiansen et & have calcu-
oscillator strength8f,s. for the transitions to thé&B,, and !By, lated an isotope shift of 186 crhfor the 1B, transition in the
states reproduce the experimental values at least qualitatively.CsHs—CeDe pair. The method used in ref 27 belongs to the
The calculated sum of the twtfosc numbers of 0.059T = 50 family of coupled cluster expansions. A convenient representa-

K) should be compared with the experimental estimate of 0.091. tion of the isotope shifts in the pairgBs—CsDs is given in
To understand the physical meaning of fHEér and P'fosc in Figure 5. Here, we have correlated fHEr andP'f,sc numbers
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Figure 5. Comparison of the eight lowest singlet transition energies
PIEr and intensities™osc (top diagram) as well as the associated
distribution functions (bottom diagram) ofs8s and GDs at T = 50

K. The GHs results have been given by full symbols, thédDgones

by broken symbols. The meaning of the full vertical line in the bottom
diagram has been explained in the legend to Figure 3.

as well as the absorption profiles for the singlet transitions of
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Let us come to a rather provocative question. How is it
possible to have a one-to-one correspondence between measured
FC maxima of electronic transitions and single configuration
results derived at the minimum of the ground state PES despite
the neglect of the coupling between electrons and nuclei? On
the basis of the present QMC results, only one answer seems
to be possible, i.e., by error compensation (prerequisite: mol-
ecules with large nuclear delocalization and strong anharmo-
nicities). Thus, it should be clear that improvementsiinare
not necessarily accompanied by results which are closer to
experiment than results observed with a simpler desigA.pf
Remember such a discussion in connection with the excited-
state properties of £1,.46 At the end of the comparison between
transition energies of ther andP'Er type, let us review some
Cl results derived for th&® structure of GHg.2330Kitao and
Nakatsuji have derived transition energies to'fg, 1By, and
1E4, configurations which exceed the experimental FC maxima
by 0.35, 0.40, and 0.52 eX?.Finley and Witek have observed
an average error of 0.32 eV for the lowest intervalence
transitions®® The combination of these single-configuration data
with the present shift parametefdr (0.16, 0.22 and 0.31 eV
for the 1By, By, and Ey, configurations) yields singlet
transition energies in benzene close to experiment. The con-
sideration of the presemfEr parameters leads to differences
between theory and experiment which are smaller than 0.2 eV.
Remember that the vibrational correctiokiS cause a reduction
of the calculated FC maxima. We have adopted post HF
calculations from the literature for our comparison in order to
relate numerical results which belong to the same family of
theoretical tools.

Now, let us analyze the oscillator strengths for the singlet
transitions in GHg and GDg at the Dg, minimum (fosg and in
thermal equilibrium {f,s). The ensemble averag®ks.are both
a function of the temperature and of the isotope masses. At the
beginning of this section, it has been mentioned that all singlet
transitions are dipole-allowed if the nuclear fluctuations are

the two benzene isomers. To sum up; despite the fact that thetaken into account in the CIS calculations. Tables 2 and 3 show

lowest singlet transitions arise from the— 7* manifold, we
find nonnegligible isotope effects when H is replaced by D.
This indicates the nonvalidity of the—o separability in planar

ot rings under the conditions of thermal equilibrium. The overall
trends in Figure 5 are in line with the experimerij, data of
Robey and Schlagf.

With the help of the geometrical parameters in section IV it
is straightforward to explain the reduction of tR&Er (FC
maxima) relative to theEr. We have emphasized that the
anharmonicities in the nuclear potent(R) lead to bond
lengthsrg in thermal equlibrium which exceed theg at the
minimum of the PES. But such a spatial extension of a molecule
with covalent bonding implies a destabilization of the bonding
MOs and a stabilization of the antibonding virtual MOs. The

energy differences between the occupied and unoccupied MOs
however, are key quantities of any Cl approach. As a matter of

fact, we find that the reduced one-particle gap in thermal

equilibrium leads to ensemble averaged transition energies which

are smaller than thEr numbers (prerequisiteR, geometry).
Remember that the influence of the anharmonicitieg(iR) is

that allPfoscare= 0. The Kuhn-Thomas sum rufé-’2implies

a strong redistribution in the intensities of all singlet transitions
in the step from a CBO calculation to an ABO simulation.
Remember that only the transition to tHe, state of benzene

is dipole-allowed in the point grouPen. It is this transition
which loses intensity under the influence of the nuclear
fluctuations. The “intensity loss” in s caused by bare
guantum fluctuationsT(= 50 K) amounts to 33%. AT = 750

K, the loss in intensity amounts to 43%.

The Pfosc histograms in Figures 3 and 4 indicate some kind
of “resonance” in the intensity transfer. The intensity transferred
from the'Ey, transition Den conditions) to a singlet transition
dipole-forbidden under the same symmetry constraints, is
reduced with increasing energetic separation betweefEhe
“intensity donor” and the “intensity acceptor”. On the basis of
the above discussion, it has been expected a priori that the
transfer of “intensity” is enhanced with increasing temperature
and reduced isotope mass. THgscnumbers in Tables 2 and 3
indicate that the standard deviatian within the fos{R)

enhanced with increasing temperature and decreasing isotop@nsembles is of the same order of magnitude as the calculated

masses. This increase of the molecular volume in thermal
equilibrium is also important when analyzing NMR parameters
of hydrocarbonr systems. Relative to the magnetic shieldings
at theRy structure, we find a deshielding of the nuclei in thermal
equilibrium. This topic has been studied in our recent PIMC
ab initio simulations of NMR parametet$4’

intensities™f,so An exception is th&'f,s, o; pair for the dipole-
allowedE,, transition.

Now let us reconsider the so-called “hot bands” in the optical
spectrum of benzene, i.e., the dipole-forbidd&a, and 1By,
transitions? In Figure 6, we have displayed the T-dependence
of the distribution functions for the two lowest singlet transitions
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Figure 6. Distribution function for the two lowest singlet transitions  Figure 7. Distribution function for the two lowest singlet transitions
of CgHg as derived via PIMC ab initio CIS simulations. In the point of CsDs at T = 50 and 750 K. See legend to Figure 6.

group Den these transitions refer to the excited singlet state®Baf _

andB,, symmetry. They are dipole-forbidden for the point symmetry TABLE 4: Electronic Excitation Energies Er, 'Er, and Er*

at the PES minimum. The top profiles have been derivedrfer 50 of CeHse for the Eight Lowest Singlet States According to

K, the bottom ones fol = 750 K. CIS Calculations in a 6-31G Basis Sét

i : A minimum

m_CeHe. The GDg profiles ha\{e been por_traye.d in Figure 7. PES PIMC50K rg50K PIMC 750 K 1,750 K

With the choserfysc Scale, it is easy to identify the strong  state Er PIE; Er* Er Er*

_T-dept_end_ence of these ‘fsymmetry-_forbidden” transitions. Their 1B,, 6.32 6.16 6.25 5.98 6.21

intensity is enhanced with increasing nuclear fluctuations. 1B,, 6.53 6.31 6.46 6.16 6.41
The discussion of the oscillator strengths of electronic }1 } 8.53 8.14 } 8.44 7.88 } 8.39

transitions in two theoretical degrees of sophistication, i.e., CBO 1E1“ : 8.28 ) 8.06 :

versus ABO description, may lead to the suggestion that CBO Azu 9.37 88'555 9.28 888'37 9.24

calculations are not free of conceptual problems if a comparison ¢ 1g, } 9.50 9.17 } 9.32 .03 } 9.29

with experiment is intended. In the single configuration picture, 1, 9.65 9.34 9.55 9.24 9.52

the geometry with the h?ghest point symmetry compatible Wi'-[h aThe meaning of the energy parameters has been explained in the
the mOIGCl.Jlar topology is chosen as reference. Wlth INCreasINg ey Remember that botlEr and Er* are of the single nuclear
anharmonicities in the nuclear potenti(R) and increasing  configuration type. TheEr numbers refer to @, structure with
nuclear fluctuations (i.e., increasing deviations from Re bondlengths of the, type. TheEr* numbers have been derived for
structure) this choice becomes more and more questionable. Theévondlengthsry (T = 50 and 750 K). TheDg, structure of GHs has
intensity redistributions under the influence of the nuclear been conserved in this approach. All transition energies in eV. The
degrees of freedom seem to be a severe obstacle for dirreducible representations on the lhs correspond to the plagar
comparison between calculatég; numbers and experiment, ~ Structure of GHe.

At the end of this discussion section, let us compare ABO
results”'Er, PfoscWith the second set of single-point parameters Nevertheless, we have to recognize that the calculated “single
Er* andfys¢. The latter single configuration numbers have been configuration” shiftsAEr* = Er — Er* are small in comparison

derived for thermally averaged bond lengtiysof CeHe. T = to the ensemble shiftAEr which have been defined with the
50 K results have been summarized in Table 4. In the derivation help of thermal mean valué4Er. The conservation of thBgn
of the Er* and fosd* spectrum we have conserved tBg, point structure of GHg has been an obstacle for any redistribution in

symmetry of benzene. To sum up, the single point geometriesthe oscillator strengths. In other words, the strong wave packet
have been defined by the combinationrgfcoordinates with character of the nuclear wave function in molecules with light
bondangles of the, type. Only the stretching of the benzene atoms prevents that CBO approaches can simulate excited-state
bonds in thermal equilibrium has been taken into account in properties under the conditions of thermal equilibrium. The
the definition of the new “reference geometries”. It is self- differences between ther, foscand theEr*, fosd sets are small
explanatory that thé&r* are somewhat smaller than ther. in comparison to the differences between CBO and ABO results.
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VI. Conclusions the GHe—CsDs pair has been considered in detail in the present

. . . work. A quantitative reproduction of the experimental result
In the present work, we have studied the excited singlet statesy .« poen possible.

of the two benzene isomersglds and GDg under explicit
consideration of the quantum and thermal degrees of freedomth
of the nuclei. To derive the finite-temperature properties of the
excited singlet states of the twomolecules we have combined

the Feynman path integral quantum Monte Carlo formalism with
a configuration interaction scheme. With the PIMC method used

vibrational corrections beyond the simple harmonic approxima- mentioned several times. From a physical point of view it, seems

tlonf becon;]e fea3|3le. Tge dlgrgiﬁt nI.L;mb?r of.V|bbrat|03al cotrr; to be desirable to consider non-FC transitions and to study mode-
Lec lon schemes describe Irlll e litera qrf IS a}sg (?n. Cselective couplings. The evaluation of such parameters would
armonic approximationas well as on semiclassical simulation require modifications in the PIMC step of our theoretical

tedc_hg|ql_1esé Theo theorhen_cal sgtup _us_ed refndﬁrs polssm:e ar}leproach.The atomic displacements allowed in mode-selective
adiabatic Bor-Oppenheimer description of the molecular - g, ations must belong to the normal modes of the molecule
electronic_excited states. In the derivation of the transition ¢ qied. Non-EC effects would require the evaluation of a

energie_é"ET, Ex(R) and oscillator _strengths in thi_s degree of separate BO surface for each electronic state analyzed. From
sophistication an ensemble averaging over 6000 different nuclearthe technical point of view, the following seems to be desir-

congguraltionls has been perf?](mhe(rj]. Thebsingle';]transi;ions fgr able: Self-consistency between PIMC and ab initio CIS step,
eacl mwtljcecu ar gt()elometry, fWh'C z?lvel Fee;:t;f odsen rom the g, tension of the atomic basis, many-body approaches beyond
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