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The ab initio/classical free energy perturbation (ABC-FEP) method combines the free energy calculated from
a classical simulation of an approximate model with the free energy of perturbing the approximate interactions
to ab initio interaction energies. This method was used to calculate the hydration free energiesanidNa

Cl~ at two high temperature state points (973 K with 0.535 §/amd 573 K with 0.725 g/cf). At 573 K

with 0.725 g/cm our result for the sum of free energies for the two ioh§G = —657 kJ/mol, is in good
agreement (4 kJ/mol) with the well-known experimental value. The ab initio result at 973 K with 0.535
glcn? is Aj'G = —538 kJ/mol, in good agreement (7 kJ/mol) with semiempirical extrapolations from low-
temperature experimental results. The accuracy of the ab initio methods and estimates of the sampling error
indicate that this result is more reliable than previous predictions using either molecular dynamics simulations
or empirically parametrized equations of state. Analysis of the results showed that Lennard-Jones plus charge
models for ion-water interactions are not as accurate as models with exponents less than 6 and 12, because
of short-range multibody interactions. Even the best smaller-exponent models*f@g)do not accurately
reproduce the ab initio energies, but the best model foaq) is reasonably accurate. The short-range
multibody interactions are not negligible and effective model parameters depend on density and temperature.
The multibody interactions are particularly strong for'i&n) so that even if an accurate effective pairwise
model can be found for one temperature, it will not be accurate at other temperatures. Fortunately, the ABC-
FEP method allows accurate prediction of free energies including multibody effects that are neglected in the
approximate models.

1. Introduction Molecular dynamics (MD) and Monte Carlo (MC) simula-

Studies of agqueous NaCl at high temperatures and pressure$ons have played a major role in developing a detailed molecular
have attracted considerable interest because of their importancéeVvel picture of agueous ions at extreme conditions, because
in industrial and natural chemical processes such as solidthey offer a direct route from intermolecular forces to macro-
depositiont metal corrosion in steam cyclésplvent extractioh scopic properties. Three kinds of models of the potential energies
and hydrothermal ore formatidrCalorimetric measuremefits can be used for these simulations: (1) analytic functions of the
are available up to about 673 K. Electrical conductahkeay nuclear coordinates fit to experimental measurements or quan-
diffraction, neutron diffractio,and phase equilibria are avail- tum calculations, e.g., Lennard-Jones plus charge models, (2)
able at higher temperatures. Except for the conductancesemiempirical quantum models, and (3) ab initio quantum
measurements, the experimental results are often prone to largenodels (DFT, MP2, etc). The problem with analytic models is
error for very dilute solutions due to limitations of technique. that they are difficult to develop, their accuracy is not easily
Even with all of this effort there are large regions of the phase assessed, and they often include multibody interactions only in
diagram where no measurements exist, so that predictivean average way. For example, there are many different models
methods are essential. for water-water interactions (such as SPCTIP4P2! TIP4P-

A wide variety of semiempirical predictive methods for high- FQ?9, and for sodium-water interactiond3-2" yet it is not clear
temperature aqueous solutions have been developed. Theswhich of these models gives the best description for water or
models have been based on the Born m8dle& compressible  Na' in aqueous solutions even at ambient conditions. Even with
continuum modet®-12 stepwise association models with Born these limitations, analytic models have yielded by far the most
terms!3-14_angmuir adsorption models with Born terd¥hard extensive information about high temperature aqueous solutions.
sphere plus charge modéfsand direct correlation function  Many different authors have used approximate models to explore
integral models’~° The accuracy of these predictive models the structure and energies of aqueous ions under supercritical
is very hard to assess. It was our hope that the presentconditions. Because of the approximate models used, only
calculations would be accurate enough to indicate which of the qualitative or semiquantitative conclusions could be drawn, and
semiempirical models are the most accurate and/or allow the accuracy of any predictions of real aqueous solution

development of more accurate models. properties cannot be assessed (for some recent contributions see
*To whom correspondence should be addressed. E-mail: rwood@ '€f 28). Free energies of hydration of approximate models of
Udel.edu. Fax: (302)831-6335. ions under supercritical conditions have been calculated by
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TABLE 1: Model Potential Parameters for CI~——H,O and Na"—H,O Interactions (See Egs 1 and 2)
model a b Axo (kJ‘mOIfl'Aa) Bxo (kJ-mOI’l-Ab) Axn (kJ‘mOIfl‘Aa) Bxn (kJ‘mOIfl'Ab) qHyoa
Preliminary Models
ClI=(I) 12 6 26844000.42 9086.31 FQ
Cl=(I1 9 6 669636.27 22010.82 2319.16 FQ
Na'(l) 12 6 394707.84 1049.92 FQ
Na*(ll) 6 4 7341.56 719.97 1627.21 258.78 FQ
Na*(111) 8 4 30917.97 878.85 295.95 FQ
Optimized Models
CI-(6,9,FQ) 9 6 631109.46 14304.46 1192.37 FQ
Cl=(6,12,FQ) 12 6 14334115.88 1947.18 FQ
Cl=(6,12,TIP4P) 12 6 26844000.42 9086.31 TIP4P
Na"(4,8,FQ) 8 4 34116.63 975.92 355.45 FQ
Na"(6,12,FQ) 12 6 349368.28 733.31 FQ
Na"(6,12,TIP4P) 12 6 774018.52 2964.03 TIP4P

ag(Na") = +1.0 andqg(Cl") = —1.0; FQ indicates that the charges on O and H are determined by the fluctuating charge model for water, with
the polarization due to the solute and other water molecules. TIP4P indicates that the charges are fixed at the TIP4P+watle8§,q4 = 0.64)

for purposes of calculating solutsolvent interactions.

Balbuena et al® and by Fernandez-Priff, but the water
densities of the calculations are too low to be compared with

interaction models are not accurate enough. Our results are
compared with other methods, and we assess the ability of some

the present results. Semiempirical quantum models and ab initiosimple model potentials to reproduce the ABC-FEP results.

guantum models also have limitations. Semiempirical methods

The organization of this paper is as follows. Section 2

are not yet accurate enough for our purposes. In principle, onedescribes the methods used in the classical simulations for

might use ab initio molecular dynamics, and analogous calcula-
tions have been done for some systéslowever, it is

aqueous Naand CF. In section 3, we present a summary of
the ABC-FEP method and the methods used to calculate ab initio

infeasible to do the configurational sampling required for interaction energies. Section 4 discusses the ABC-FEP predic-
accurate predictions of solvation free energies with these tions for the hydration free energies of the ions and section 5
methods due to their computational cost. Moreover, these compares these results with those of other methods. In section
methods have been limited to using density functional theory, 6, the abilities of some simple model potentials to predict
which (in its present implementations) is inadequate for solvation hydration free energies are assessed and we conclude with a

energies, since it does not accurately predict dispersion interac-summary in section 7.

tions. Methods that combine quantum models for some interac-
tions with analytic functions of nuclear coordinates for other
less important interactions (QM/MM models) are being devel-
oped and show promise.

Wood et af? have recently proposed a hybrid technique
(ABC-FEP), which allows calculation of the free energy of a
QM/MM hybrid model without the computer-intensive simula-
tion of the model. The hybrid model consists of ab initio sotute
solvent interactions for a cluster of water molecules and
approximate analytic models for all other interactions. The
method uses the free energy from a classical simulation with
an approximate model for all interaction energies as a starting

point. Free energy perturbation theory is then used to determine

the effect of changing the approximate sotug®lvent interac-

tions to ab initio interactions. This method shows whether the
analytic model is a good representation of the system (allowing
refinement of the analytic model if necessary) and predicts
solvation properties of any substance with essentially the
accuracy of the quantum method used. The ABC-FEP method

has been tested by calculating the hydration free energy of water

at ambient conditions (298.15 K with density 1 gy
supercritical water states (973 K with density 0.6 gighand

at extreme conditions (2344 K with density 1 gfcend 2000

K with density 1.8 g/cr#).34 In this paper, we apply the ABC-
FEP method to the prediction of the free energy of hydration
of two ions (CI and Na&) at two state points (973 K with
density 0.535 g/cfhand 573 K with density 0.725 g/cin The

573 K state point is the highest temperature point where an

2. Molecular Dynamics Simulations with Approximate
Models

The molecular dynamics simulations with our approximate
models were performed using the DL-POLY MD pack&geth
some modifications to include the fluctuating charge TIP4P
FQ water mode?? The TIP4P-FQ model is polarizable but
has a rigid geometry. The hydrogen and oxygen charges were
constrained (0.3 gu/e < 1.0 and—2.0 < go/e < 0) to prevent
them from going toward infinity, which otherwise occurs
occasionally in high-temperature simulations. The model po-
tentials used for the ioAwater interactions had the form

A B Ox9
ko= "8 T @
rxo rxo X0
A B
Uy, = XH _ ExH OxAH @)
R r I'xH
XH XH

where the interaction paramet&sB, g, a, andb for different
approximate models are listed in Table 1. The iorm (@1 Na")
was held fixed at the center of a cubic box containing 200
TIPAP-FQ water molecules. To save equilibration time,
simulations were first run from random initial configurations
in the NVT ensemble at fixed density. The simulation was
continued in theNPT ensemble with the pressure adjusted to

accurate experimental value is available; at the 973 K state pointgive the desired density. A hydrogen mass of 8 g/mol was used
there is an accurate experimental association constant that weo improve the simulation efficiency by allowing an increased

intend to predict in future work. Both points are far enough
from the critical point of water that large correlation lengths
are not a problem for our simulations. We did not do 298 K
calculations because the available approximate—ivater

time step?® Periodic boundary conditions were employed and
the long-range columbic interactions were treated using the
Ewald Sum technique with conducting boundary. A continuum
correction for the difference between the free energy of the
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Ewald Sum calculation and the ion at infinite dilution was
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included in the average, or the approximate model must be

applied®” Examination of pressure, temperature and energy auto reparametrized to obtain a better sample.

correlation functions indicated that independent configurations

Our goal in this work is to achieve predictions with essentially

could be obtained at both state points by sampling at 0.4 psthe accuracy of the ab initio method-4 kJ/mol). Thus, we

intervals for Ct while 1 ps intervals were necessary for'Na

3. Methodology

3.1 Brief Summary of ABC—FEP Method. A detailed
discussion of the ABC-FEP method has been givand will
not be repeated here. The main idea is that the hydration fre
energy of solute (X) in solvent (S) is calculated as the sum of
the hydration free energy of an approximate modeb[e—A])
plus the free energy of transforming the approximate selute
solvent interactions to quantum (i.e., ab initio) interactions
(AGIA—QY)),

AG = AG[+—A] + AG[A—Q] ©)

The hydration free energies of the approximate mat&fe—A],

were obtained using thermodynamic integration. The calcula-

tions are done in two steps, first growing a point mass into an

uncharged particle and then charging the particle. The reverse
process was also calculated to check that the hysteresis was

small and verify that our equilibration time was sufficient. The
Ben-Naim and Marcu8 definition of hydration was used (solute

have required sampling errors (as estimated with the bootstrap
method) in the ABC-FEP calculations to be less than 1.5 kJ/
mol and thermodynamic integration errors to be less than 2.6
kJ/mol.

3.2 Ab Initio Calculations of the Interaction Energy. To

eevaluateAG[A—Q], the difference between the ab initio and

approximate solutesolvent interaction energieAU = U3 —

Uy, are required at each of the sampled configurations. To
reduce the cost of calculatingl, we calculated\U only for

the interaction of the solute with the nearestater molecules

(in most results reported hene,= 60). This assumes that the
approximate model is accurate enough for the more distant water
molecules. We further approximate the interaction energies of
the solute with the neareatsolvent molecules as a sum of
pairwise interaction energies and the multibody interaction
energy of solute with the nearestsolvent molecules:

UXS

= Uygplpair] + Uyg [multi] (6)

Here, the pairwise interaction enerdyxsp[pair], is the sum

concentration is the same in the gas phase and in solution). Theof all n solute (X)-solvent (§ pair interaction energies,

conversion to the usual standard states of ideal gas=(1
bar) and solutionrt? = 1 mol/kg), Aj'G, is given by

AG = AG + RTInN[RT p%p’] (4)
wherepC is the pure solvent density.

The free energy of perturbing the approximate sesialvent
interaction energies to the ab initio interaction energies,
AG[A—Q], was calculated by free energy perturbation using
Necont independent configurations chosen from the classical
simulations,

AGIA—Q] =

—RTIn @xp[-(U3s — Ux)/RTILL  (5)

Here, U%s and UY; indicate the approximate and quantum

Uxsplpair] = I uxs. The multibody interaction energy,
Uxsmmulti], is the difference between the pairwise and total
interaction energies of a cluster withh solvent molecules,
Uxsmmulti] = Uxsm — Uxs[pair]. The full interaction energy

for this clusterUxsm, is obtained from the total energy of the
cluster by subtracting the energies of isolated X and of the
cluster with the solute particle removed (keeping the solvent
molecules in exactly the same positions). The advantage of this
approach is that it allows substantial savings in computational
effort for a given level of accuracy. We find that the multibody
interactions can be calculated withmuch less than and that

less demanding ab initio methods can be used to calculate the
multibody interactions. Of course, when and n are large
enough, AU = U3, — U} does not change with increasing

or m. We note that in order to avoid surface free energy effects

solute-solvent interaction energies, respectively. The brackets in the outer shell of water molecules, the choice of water
with subscript A indicate an average over configurations molecules included in the cluster is based on distances from
generated in a classical simulation with the approximate the solute to a point equidistant from the three atoms in the
potential. AG[A—Q] is the key to the ABC-FEP method. The water molecule$?

calculated free energy would be exact if an infinite number of ~ We have explored several ab initio methods for calculating
configurations were used in eq 5. In previous work, we found pairwise and multibody interaction energies. For pairwise
that if the approximate solute model is reasonably accurate, theninteractions, these include second and fourth order Msgller
50—100 configurations are enough to obtain an accurate free Plesset perturbation theory (MP2 and MP4) and a local MP2
energy. Such a small sample of configurations is sufficient in method (LMP2). The accuracy of the predictions is expected
our present calculations because the FEP term (eq 5) contributego increase as one goes from LMP2 to MP2 to MP4. Earlier
less than 4% of the total free energy, so a 10% uncertainty in work®® has shown that density functional methods do not predict
this term contributes less than 0.4% to the uncertaintx@ accurate enough pairwise interaction energies, but that they are
Our criteria for an accurate approximate model are that the useful for predicting multibody interactions. In this work, we
bootstrap error estimateof AG[A—Q] is small (<1.5 kJ/mol), have compared B3LYP hybrid density functional theory (DFT)
and the peak in the distribution of expfAU/KT] is well sampled. calculations to MP2 calculations of the multibody interaction
The bootstrap technique is a reasonably accurate way ofenergies. We have explored the accuracy of these different
estimating the standard deviation of a distribution by using many approaches for both Naand CI. All ab initio calculations were
random choices (with duplication in the data set) Nfns done with Gaussian 98, except for the local MP2 (LMP2)
configurations from the sample d,o¢independent configura-  calculations which were done with Jaguar &5.

tions selected from a simulation. In each of these random 3.2.1. Calculation of CF—H,0O Interactions. Our initial
choices, some configurations are duplicated and others are notalculations of pairwise interaction energies for @lere done
included. This method assesses the probable error due to pickingvith the relatively inexpensive LMP2 method (using a p\VAZ

only a single set oN¢ons configurations. If these criteria for an  basis). This was compared to more accurate MP2 and MP4
accurate model are not satisfied, more configurations must becalculations (both using the 6-31#G(3df,3pd) basis). Figure
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Figure 1. Ab initio pair interaction energies of Cland HO for the
nearest 20 water molecues in a single configuration at 973 K with
density of 0.535 g/cfh LMP2/cc-pVTZ++ (3); MP2/6-31H+G-
(3df,3pd) @); MP4/6-311+G(3df,3pd) 0).

1 shows a comparison of the pairwise interaction energies for
CI~ with the nearest 20 water molecules in a single configu-
ration, as calculated with these three ab initio methods (the
configuration was taken from a simulation with"@&H,O model

Il at 973 K and 0.535 g/chas described in more detail below).
As is particularly clear for the nearest six water molecules, the
LMP2 method is systematically more positive than the MP2

Liu et al.

a check on this method we compared the pairwise interaction
energies with the first 20 water molecules in three configurations
to the corresponding energies at the MP4/6-8+15(3df,3pd)
level (the configurations were taken from a simulation with
Na"—H,0 model Il at 973 K and 0.535 g/cinas described in
more detail below). The average difference between the sum
of pairwise energies was only 0.8 kJ/mol for the first 20 water
molecules, indicating that the MP2 energies are accurate enough.
The multibody interaction energies were calculated with B3LYP/
6-311++G(3df,3pd). As shown below, the bulk of the multi-
body interactions for this system can be calculated in a cluster
of six solvent molecules. We compared the B3LYP multibody
interaction energynl = 6) to that at the MP2/6-31+G-
(3df,3pd) level for three configurations. The average difference
for the multibody interactions was 2.5 kJ/mol. Since the MP2
calculations have a higher computational cost than B3LYP, with
only a small difference in energy, we use B3LYP to obtain the
multibody interaction energy.

3.2.3. BSSE Corrections.The pairwise ab initio energies
reported in this article were corrected for basis set superposition
error (BSSE) using the counterpoise methdth our previous
paper3® in which water was the solute as well as the solvent,
BSSE values were found to be very similar in different
configurations, so a single correction was calculated by averag-
ing over only five configurations and then applied to all
configurations. In the present work, we found the BSSE
corrections for Ct and Na were relatively large. The BSSE
correction was found to be largest for the nearest 10 water
molecules, so we calculated BSSE corrections explicitly for the
first 10 water molecules of every configuration. For the sum of
the pairwise interactions with more distal water molecules, we
have used the average BSSE correction calculated for five
configurations. Bootstrap error estimates showed that this limited
sampling of the outer water BSSE only increases the uncertainty
by about 0.5 kJ/mol. In addition, we checked the BSSE for
multibody interaction energies with five configurations. These
corrections toUxs[multi] are very small because the BSSE
corrections to the total cluster enerdyxsm) and to the sum of
m pair interactions Uxsm[pair]) essentially cancel each other.

and MP4 methods; these latter two are in good agreement with This difference was calculated for five configurations and varied
each other for all pairs. The same trend was found consistentlyfom 0.4 to 1.0 kJ/mol, so no BSSE corrections were made for

in calculations on three separate configurations: the averagethe multibody interactions.

difference between LMP2 and MP2 calculations of the sum of
pairwise interaction energies for the first 20 water molecules is
15.3 kJ/mol; the corresponding difference between MP2 and
MP4 is only 0.7 kJ/mol. We have also found that the difference

3.3. Stochastic Model of Interactions with Distal Solvent
Molecules.In calculating the pairwise interaction energies in a
cluster of n molecules, we find that the outermost water
molecules (those beyond the nearest thirty) contribute very little

in pairwise interaction energies among all three methods is very to AU, and that this contribution is uncorrelated with the total

small whenn > 20. Thus, for the calculations described in
section 4, we used MP2 energies for the pair interactions with
the nearest 30 water molecules and LMP2 energies when

value of AU. This allows another efficient approximation if we
separate the solutesolvent interactions into contributions from
“inner” water molecules and “outer” molecules. The inner

30. This substantially reduces the computing time and introducesmolecules are taken to be the thirty molecules closest to the
very little error. We demonstrate below that multibody interac- solute; their pairwise interactions with the solvent are calculated
tions can be calculated effectively for this system with a cluster explicitly as described in the last section. For the outer
of five water molecules. We have compared the multibody molecules, which are the next30 nearest molecules, we
interaction energiesn{ = 5) as calculated with B3LYP (using  explicitly calculate pairwise interaction energies only for a subset
the aug-cc-pVDZ basis set) to those from MP2 (using the of Ny configurations. This subset represents the distribution
6-311++G(3df,3pd) basis set) for three configurations and find of contributions toAU from the outer set of water molecules.
that the average difference is 1.5 kJ/mol. We conclude that Rather than explicitly calculating the interactions with outer
B3LYP/aug-cc-pVDZ can give reasonably accurate multibody water molecules in every configuration, we sample this distribu-
interaction energies, and we have used this method since it hagion by randomly selecting a value from among dg; values

a much lower computational cost than MP2.

3.2.2. Calculation of Na—H0 Interactions. For Na', the
ab initio pairwise energies for the ABC-FEP calculations in
section 4 were done at the MP2/6-31-1G(3df,3pd) level. As

that have been calculated. This procedure amounts to a stochastic
approximation to this contribution taU from the outer waters.
Since we have only a finite sample available as an approxima-
tion to the full distribution, we have used the following bootstrap
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TABLE 2: Convergence of Average Energies and Free Energies with Respect to the Number of Water Molecules in Cluster
Calculations of Pair (n) and Multibody (m) Interactions (All Energies Reported in Units of kJ/mol)

n m Neonf Nout [AU(pair)d [AU(multi)O [AU(total)d AG(A—Q)
Cl~ at 973 K with 0.535 g/cfh(Cl-—H,O Model I1)
60 5 50 —-9.0(5.1% —1.0(6.1¥ —10.0(6.4Y —12.9(1.3)
40 5 50 -8.3(4.9) -1.0(6.1) —-9.3(6.2) —12.5(1.4)
60 10 50 30 —-9.0(5.1) 2.0(8.8) —7.0(8.0) —10.9(1.2)
40 10 50 —8.3(4.9) 2.0(8.8) —6.3(7.9) —10.5(1.3)
60 15 25 —9.5(5.4) 3.2(9.8) —6.2(8.4) —10.1(2.0)
40 15 25 —8.8(5.3) 3.2(9.8) —5.5(8.3) -9.7(2.0)
ClI- at 573 K with 0.725 g/cfh(Cl-—H,0 Model I1)
607 5 80 50 —-0.9(5.1) —3.2(6.4) —4.1(6.5) —8.9(1.0)
40 5 80 0.4(4.9) —3.2(6.4) -2.8(6.5) ~7.8(1.3)
60 10 40 —-0.2(3.9) —4.4(8.6) —4.7(8.2) —11.2(2.2)
40 10 40 1.2(3.8) —4.4(8.6) —3.2(8.3) —10.7(2.5)
Na' at 973 K with 0.535 g/cih(Na®—H,0 Model I1)
60 6 100 —38.5(17.4) 31.3(10.0) -7.2(11.3) -14.1(1.4)
40 6 100 —40.6(17.5) 31.3(10.0) —9.3(11.3) —16.9(1.5)
608 9 100 60 —38.5(17.4) 38.4(13.0) —0.1(10.4) -6.2(1.3)
40 9 100 —40.6(17.5) 38.4(13.0) —2.2(10.4) —-9.0(1.3)
60 12 40 —38.0(17.9) 40.6(14.2) 2.6(12.4) —-8.1(2.5)
40 12 40 —37.1(17.9) 40.6(14.2) 3.5(12.7) —10.9(2.6)
Na' at 573 K with 0.725 g/cth(Na"—H,0 Model Il1)
60 6 30 —40.4(16.6) 40.8(9.0) 0.4(13.7) —14.4(2.9)
40 6 30 —43.5(16.2) 40.8(9.0) —3.3(13.6) —11.2(3.1)
60 9 40 60 —41.9(16.8) 48.9(12.9) 6.9(11.5) -8.1(1.9)
40 9 40 —44.9(16.4) 48.9(12.9) 4.0(11.5) —-10.2(2.1)
60 12 100 —41.7(18.1) 51.7(16.6) 10.0(10.7) —~1.0(1.4)
40 12 100 —43.5(18.0) 51.7(16.6) 6.22(10.5) —3.6(1.5)

aThis calculation was chosen as the most accurate and used in our final calcukE@nses in parentheses are the standard deviation of the
values ofAU. ¢In the case 0AG(A—Q) the figure in parentheses is the uncertainty due to limited sampling. Bootstrap resampling was used to

estimate this error (the error in the ab initio method is not included).

TABLE 3: Predicted Hydration Free Energies from the ABC-FEP Method for Cl~ and Na' at 973 K with Density of 0.535

g/cm? and 573 K with Density of 0.725 g/cr

system AG[e—A] (kJ/mol) pair (1) multi (m) Neont AG[A—Q)] (kJ/mol) AG (kJ/mol) ARG? (kd/mol)
Cl-, 973K —283.5(2.1) 60 10 50 —10.9 (1.2 —294 —264(5)
ClI-, 573K —338.7(2.4) 60 5 80 —8.9(1.0) —347 —330(5)
Naf, 973 K —298.7(2.6) 60 9 100 —6.2(1.3) —305 —274(5)
Na*, 573 K —343.6(1.9) 60 12 100 —-1.0(1.4) —345 —328(5)

2 The conversion oAG to A{'G is based on eq 4.Figures in parentheses are the estimated 67% confidence lirit¢he case oAG(A—Q)
the figure in parentheses is the uncertainty due to limited sampling as estimated by bootstrap resampling (the uncertainty in the ab initio method
is not included) This error estimate includes an estimated uncertainty in the ab initio method of 4 kJ/mol.

Monte Carlo resampling method to estimate the error due to Nons Values forAU. This calculation ofAG is repeated 100

this limited outer water molecule sampling. We h&ign;values

of AU, (the pairwise interaction energy with the first 30 waters),
and Noyt values ofAUq: (the pairwise interaction energy with
the outem — 30 waters). We generate a sampléNaf,senergies
as follows. For each of thBlont — Noyut Values of AUxsj, for
which we do not knowAU,,, we choose one of thidy, values

at random. We then sum the energies to get the total energy for

each configuration, and calculateG using eq 5. This is one
estimate of AG. We repeat this procedure 100 times. The
average of these estimates is our best estimaté@®fand is

times. The standard deviation of the resultings’s is the
bootstrap estimate of the error due to limited sampling of both
AUin andAU,,:. This error estimate is given in Tables 2 and 3.

4. Predicted Hydration Free Energy with the ABC—FEP
Method

4.1. CI” at 973 K with 0.535 g/cni. To simulate Ct at 973
K with a density of 0.535 g/cf) we began with a Lennard-
Jones plus charge model, model | (see Table 1 for model
parameters). Fifty independent configurations for ABC-FEP

reported in Tables 2 and 3; the standard deviation is an estimate5|cylations were generated from simulations with model 1. We

of the error due to our limited sample &fU,,, but does not
account for other sources of sampling error.

To estimate the total error due to our limited sampling of
both AU, and AUy, we used a modified bootstrap method.
This involved picking at random a value AtUi, from theNgons
values. If AUq: is known it is added tAUj, to get AU. If
AUgt is not known, a random value &U, is picked and
added toAUj, to getAU. This procedure is repeat®onstimes
with each random choice @fU;, coming from the whole list
of Ncont Values. Note that duplicate values are used for both
AUjp andAUqy. Finally, AG is calculated from this sample of

calculated LMP2 pair-wise interaction energies for clusters up
to n = 60, and DFT multibody interaction energies with=

5. The results showed that the solute((Ctsolvent interaction
energies for model | were far from the ab initio energies. A
histogram showed that expPAU/KT] was not well sampled by
the configurations used, and the bootstrap error estimate (4.2
kJ/mol) was large. To get an accurate hydration free energy,
we derived an improved model Il by adjusting the model
parameters to fit the total interaction energies of the 50
configurations, as calculated with LMP2 pairwise interaction
energies up tm = 60 plus DFT multibody interaction energies
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Figure 2. NormalizedAU/KT distributions: (a) Ct at 973 K with 0.535 g/c (b) CI~ at 573 K with 0.725 g/cf) (c) Na" at 973 K with 0.535
g/cn®; (d) Na™ at 573 K with 0.725 g/cr Solid line: AU/KT distribution (Nuin/Neonf). Histogram: exponentially weighted distribution AfJ/KT
(ZiN:bf exp[—AUi/k'I]IZiN;g"' exp[—AUj/KT]), whereNyin is the number of configurations in a bin aMgs is the total number of configurations used
for the FEP.

w

with m= 5. The parameters obtained for model Il are listed in energies must balance the need to include more configurations
Table 1. Although model Il was derived from LMP2 energies against the need for larger clusters.
(which are not adequate for calculating interaction energies), Figure 2a shows that the peak of exfU/kT] for model II
the preferred configurations for LMP2 and MP2 are close is well sampled, and the bootstrap error estimate is small (1.2
enough that this model achieved good sampling of configura- kJ/mol). Thus, model Il is adequate to achieve small errors in
tions. the ABC-FEP calculation with 50 configurations. Table 3 reports
Model Il was used in a simulation to find the free energy of the free energy of charging a point mass to the full, approximate
charging a point mass to the full approximate model I, and model Il solute, and the difference in free energy between the
then to obtain 50 new independent configurations for the ABC- approximate and ab initio energies calculated with ABC-FEP
FEP calculation. As described above, pairwise setstavent (eq 5). Estimates of the sampling error are also included. Our
interaction energies for the 30 water molecules nearest to thefinal predictions of Al'G (egqs 3 and 4) are given with a
solute were calculated with MP2, while LMP2 was used for confidence interval that includea 4 kJ/mol estimate of
the next 30 water molecules. The calculated results are shownuncertainty in the accuracy of ab initio methods, in addition to
in Table 2. We note that the pairwise interaction energy the FEP sampling and the thermodynamic integration uncertain-
contributions toAU for n = 40 andn = 60 differ by only 0.7 ties.
kJ/mol. We have used= 60 in our calculations, which appears 4.2. CI~ at 573 K with 0.725 g/cn3. We have used the CH
to ensure satisfactory convergence. The multibody interaction H,O model Il, developed from the calculations above, to
energies (calculated with DFT) fon = 5 andm = 10 differ calculate the free energy of Cht 573 K with a density of 0.725
by 3.0 kd/mol (using 50 configurations in each case), while g/cn®. Since this model is an effective pairwise potential,
calculations withm = 10 and m = 15 (using only 25 developed to reproduce the free energy at a different state point
configurations in the latter case) differ by only 1.4 kJ/mol. We where different configurations may dominate, it was not certain
have used the results witim = 10 in our final calculations. that the same model will be effective in these new calculations.
While a larger cluster would recover slightly more of the We chose 80 independent configurations from simulations with
multibody interaction energy, the added computational cost model Il and calculated ab initio pairwise interaction energies
(which scales roughly as®) limits the number of configurations  and multibody interaction energies as described above. Table 2
that may be sampled. If we compare the data in Table 2 for shows thatAU is well converged (with respect to cluster size)
M = 10 (Neons = 50) andm = 15 (Ncons = 25), the difference  for the CI—H,0 pair interaction energies when clusters of
in total AU (—7.0 versus—6.2 kJ/mol) is achieved at a cost of n = 60 water molecules are used. The average contributions to
larger sampling error (1.4 versus 2.0 kJ/mol). Since the AU from multibody interaction energies with= 10 andm =
difference in sampling errors is comparable to the cluster size 5 differ by only 1.4 kJ/mol (using 40 configurations), so we
errors, any effort to improve the calculation of multibody used them = 5 results with 80 configurations rather tham—
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10 with 40 configurations. Again, this reduces the sampling
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TABLE 4: Comparison of Hydration Free Energies with

error, while neglecting a small portion of the multibody Various Prediction Methods

interactions.

The resulting free energy predictions are reported in Table
3. The bootstrap error estimate Af'G (1.0 kJ/mol) is small
and the peak in the histogram of exppU/KT] is reasonably
well sampled (Figure 2b). We conclude that €H,O model
I, as developed to predict free energies at 973 K with a density
of 0.535 g/cm, is also adequate for ABC-FEP calculations at
573 K with a density of 0.725 g/cin

4.3. Na at 973 K with 0.535 g/cni. A review of the
literature shows that there are many Nad,O interaction
models with very different parameters. In our calculations, we
started with Na—H,O model I, a Lennard-Jones—@2 plus
charge model (parameters in Table 1). We picked 30 configura-

ATG(Na*) + Al'G(CI-) (kd/mol)

T=973K, T=573K,
prediction methods p=0.535 g/cm p=0.725 g/cm
ab initio 538 (7 —657 (79
Archer —661
SUPCRT92 —545 —663
Tanger-Pitzer —545 —662
SOW —544 —663
Born[R298=1.845A] —581 —683
Born[R573=1.901A] —560
CC[R298=1.813A] —573 —675
CC[R573=1.853A] —559

a See text for discussion of the predictive methods. The prediction
of Archer is from an equation fitting all of the experimental results up

tions generated from a simulation with model | and calculated t© 573 K so it is essentially an experimental valt&stimated 67%

MP?2 pair-wise interaction energies< 40) and DFT multibody
interaction energiesn{ = 6). These calculations showed that
exp[-AU/KT] was not well sampled, and the bootstrap error
estimate (6.2 kJ/mol) was large. This indicates that model | is
inaccurate relative to the ab initio energies for the dominant
configurations at this state point. To develop an improved model,
the model parameters were modified to fit the total ab initio
interaction energies for the 30 configurations. Parameters for
the resulting model Il are reported in Table 1. Note that the
exponentsa andb in eqs 1 and 2 have been reduced to 4 and
6 (from the traditional LJ values of 6 and 12, respectively).
Model Il was used in a simulation and 100 new independent
configurations were selected. The contribution of pairwise
interaction energies tdU with n = 40 andn = 60 differ by
only 2.1 kJ/mol, so again, MP2 calculations with= 60 were

confidence limits.

Model Il was used in a simulation and 100 new independent
configurations were obtained. Table 2 shows that the pairwise
energy contributions t&U are again nearly convergedrat=
60. Multibody interaction energies were calculated with- 6
(40 configurations)m = 9 (40 configurations) anch= 12 (100
configurations). Table 2 shows that the contributionAtd for
m = 6 andm = 9 differ by 8.1 kJ/mol, but the difference
betweenm = 9 andm = 12 is only to 2.8 kJ/mol (using 40
configurations). In this case, we used= 12 andn = 60 for
our final calculations.

The calculated results show that the bootstrap error estimate
is small (1.4 kJ/mol), and most of the peaks in the histogram
of the exponential distribution were sampled (Figure 2d). Table
3 gives the calculated free energy of charging a point mass to

judged sufficient for the pairwise interactions (Table 2). DFT the full approximate model Ill solute, the perturbation free

calculations of the multibody interactions were done waitk=

6 (100 configurations)m = 9 (100 configurations), anth =

12 (40 configurations). Table 2 shows that the contributions of
multibody interactions taAU differ by 7.1 kJ/mol between

m = 6 andm = 9, but they differ by only 1.8 kJ/mol between

m = 9 andm = 12 (using 40 configurations). We have used the sum o

calculations of 100 configurations withm = 9 for our final
results.

Figure 2c shows that the peak of exfU/KT] for model Il
is well sampled and the bootstrap error estimate (1.3 kJ/mol) is
small, indicating that model Il for the Na-H,O interactions

can reproduce the ab initio energies accurately enough to obtain.

a reliable perturbation free energy from 100 configurations. The
final values of free energies and their confidence intervals are
shown in Table 3.

4.4. Na" at 573 K with 0.725 g/cn3. We attempted to predict
the free energy of Naat 573 K with 0.725 g/crhby using
Na"—H,0 model Il as derived in the last section. We chose 40
independent configurations from simulations with model Il and
calculated the ab initio interaction energies with the same
methods as at 973 K with 0.535 g/érRResults for clusters with
n = 40 andm = 9 showed that most of the peaks in the
histogram of expfAU/KT] were not well sampled, and the
bootstrap error estimate was slightly larger than we would like
(2.0 kd/mal). Thus, while model Il is adequate for free energies
at 973 K with 0.535 g/cr it is not sufficiently accurate at 573
K with 0.725 g/cni. An improved Na—H,O model Il was
derived by fitting to the ab initio energies calculated for the 40
configurations from simulations with model II. The parameters
are given in Table 1. Note again that this is not a typical 6-12
potential.

energies and the final predicted|G.

5. Comparison to Other Predictions

Table 4 gives a comparison of the present predictions for
fAR'G for Na"(aq) and Cf(aq) with predictions by
other methods. Free energies of hydration for individual ions
are not compared because the “experimental” values for the
individual ions are not as accurate as the values for the sum.
Reasonably accurate individual ion hydration values are only
available at 298.15 K. Note that this is a stringent test of the
ABC-FEP method, where calculations of the individual ions
are done independently and no cancellation of errors due to
sampling or the ab initio methods is expected by adding the
results. In other words, the ABC-FEP calculations must be
accurate for both ions in order for the sum to agree with
experiment. Furthermore, by not comparing individual ions we
avoid the surface free energy problem. The surface of a large
drop of water has a surface dipole moment which contributes
equal and opposite free energy increments to cations and anions
inside the drop. This surface free energy increment has not been
measured accuratéfyand our calculations use an Ewald Sum
technique, which produces a zero surface dipole morieht'>

At 573 K with 0.725 g/ch, we have a very accurate
experimental value foA['G[Na*(agH-Cl~(aq)] of —661 kJ/
mol*® and this is in excellent agreement with the present results
of —657 £ 7 kJ/mol. The estimates of the revised HKF model
(SUPCRT 92 and of Tanger and PitZ€rare also very reliable
because they are fit to experimental data near this temperature
and density. The accuracy of the present estimate is all the more
remarkable because it is essentially determined by the accuracy
of our ab initio method.
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At 973 K with 0.535 g/crithere are no direct experimental this has again been seen in developing the models used for ABC-
measurements and the predictive methods at this high temper+EP. The charge on the ion is fixed, but the charges within
ature are of unknown accuracy because they are semiempiricakach water molecule are determined by the THPE® model.
extrapolations. We believe that our present ABC-FEP estimate Because of the fluctuating charges in the water model, the ion
is the most reliable available so we will use it as a standard for water interactions are not pairwise additive. These first two
comparing other predictions. models for Ct and Na are denoted (6,9,FQ) and (4,8,FQ),

We have found only three predictions of the free energies of respectively. In the second set of models, the exporeats
hydration of ions at temperatures above 650 K and densitiesb are set to the traditional Lennard-Jones values of 6 and 12,
above 0.5 g/crh Table 4 allows a comparison of these three again with fluctuating charges in the water model, and are
methods with our present results. The SUPCRT92 prediétion, denoted as (6,12,FQ). In the final model, the exponents are set
based on the revised HKF mod&lis in excellent agreement  to 6 and 12, and the ions interact with the water through a fixed
with our calculation at 973 K-{545 versus-538 kJ/mol). The charge, given by the TIP4P model (without fluctuating charges).
predictions of Tanger and PitZérare almost the same as the These pairwise additive models are denoted (6,12, TIP4P).
SUPCRT92 prediction at 973 K. This may not be a completely Values of the remaining parameters in each model (Table 1)
independent prediction at this density because the parametersire set to fit our total ab initio interaction energies in the
of this model were adjusted to fit the hydration free energies of configurations from the CHH,O model Il or N& —H,O model
Tanger and Helgeséhat higher densities. [l simulations at 573 K and 0.725 g/énfor which ab initio

Sedlbauer et df have developed a model (SOW) for energies were calculated in the ABC-FEP calculations.
predicting the free energies of hydration of electrolytes and  Before comparing the predictions of these models, it is useful
nonelectrolytes based on an empirical representation of theto identify some of their deficiencies. While the fluctuating
temperature and density dependenc¥8f«RT. The equations charge models attempt to model the many-body electrostatic
for ions were parametrized with experimental data that was interactions, this model is not expected to be accurate at short
limited to temperatures less than 673 K. The accuracy of the range where polarization of the cation or anion and nonlinear
extrapolation to higher temperatures is unknown. The prediction polarization of the water are present. In addition, the van der
of the SOW equation at 573 K is expected to be accurate, andWaals interactions in egs 1 and 2 are pairwise additive and will
is in excellent agreement with the present wor661 versus be increasingly inaccurate as the density increases. These
—663 kJ/mol). The prediction at 973 K is also in good agreement inaccuracies derive from the neglect of short-range multibody
(—538 versus—544 kJ/mol). interactions. This effect can be modeled in an effective two-

Agreement at 973 K and 0.535 g/énis very good among  body potential by reducing the exponeatandb in egs 1 and
all three predictive schemes. However, it is not clear whether 2, but the optimal exponents will depend on the temperature
this agreement will hold up at lower densities and near the and density. These considerations suggest that the best ap-
critical point of water. proximate model of this form can be accurate only over a limited

As an additional exercise we compared the above sophisti- range of density and temperature.
cated predictive schemes with two very simple continuum model ~ We have used the free energy perturbation approach to find
predictions: (1) the Born equation and (2) the compressible the difference in free energies at 573 K and 0.725 gloetween
continuum (CC) model. Both models include the appropriate these optimized models and the previously developed-Cl
standard state term and a continuum cavity term (for details of H,O model Il and Na—H,0 model IlI. Note that this compares
these models see Wood et'jl. These models have one the predictions of different model potentials; no new ab initio
adjustable parameter, the radius of the hard sphere ion. To makesalculations were done. Table 5 reports the differences in free
predictions, this radius was determined by fitting to experimental energy and the total hydration free energy for each optimized
data at a reference temperature (both 298.15 and 573 K havemodel, as well as the average valueAdflxs and its standard
been used). Predictions were then made at higher temperaturesieviation. To assess the predictive value of the optimized models
The results in Table 4 show that neither model is very accurate, at other temperatures and densities, Table 5 also gives calculated
though the CC model is marginally better. values ofAUxs and A{'G at 973 K.

Other predictive methods are not included in our comparison  The best effective pairwise additive models for the hydration
because they were parametrized only at lower denditiesjuire free energies at 573 K with 0.725 g/éare the (6,9,FQ) model
simulated structural informatiol},or require complex param-  for CI- and the (4,8,FQ) model for NaThese two optimized

etrization using low-temperature dafa. models underestimate our ABC-FEP results A§}G by 2.8
o ) and 4.2 kJ/mol respectively. Applying these models at 973 K
6. Optimized Approximate Models with 0.535 g/crd yields even larger underestimates (3.1 and

Ideally, we would like to develop approximate model 11.8 kJ/mol; see Table 5). '_I'he models with Lennard-Jones
potentials that accurately reproduce all of the properties of a (6:12) exponents and fluctuating charge on the water (6,12,FQ)
given ion in water, regardless of temperature and density. yield even larger underestlmates at both temperatures. If these
Toward this end we have explored the important features of Potentials are modified so that the ions see a charge on water
model potentials for these ions, by developing newly optimized thatis given by the TIPAP model, (6,12, TIP4P), the result is an
potentials based on the results described above. These potentia@Ven larger underestimate.
all have the general form of eqs 1 and 2, but are of three types Each of the optimized Na models is worse than the
(see optimized models in Table 1). In the first type, exponents corresponding Cl model. In fact, the optimized Clmodel
aandbin egs 1 and 2 are set to the values found in the models (6,9,FQ) is almost as good as the ABC-FEP calculation at fitting
that work best at 573 K and 0.725 g/&he., CI-—H,0O model Uxs andAy'G. The average values ofUxs are—1.3 and—2.8
II, with exponents 6 and 9, and NaH,O model llI, with kJ/mol at 573 and 973 K, respectively and the standard
exponents 4 and 8). Previous ab initio calculations indicate that deviations of the individuaAUxs from the averages are 2.8
short-range multibody forces result in “softer” potentiasd and 3.8 kJ/mol. In contrast, the optimized™Naodel (4,8,FQ)

b less than the traditional 6 and 12) at high densitiés*°and is not a good model foxs andA('G. The average aAUys is
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TABLE 5: Hydration Free Energy of Approximate Models Optimized for Cl ~ and Na" at 573 K and 0.725 g/cr (All Energies
in kd/mol)

CI- modet [AUxs(® AGxs® ARGH oe Na* modef [AUxs(® AGyxs' ARGH oe ApG(total)
573 K with 0.725 g/crh

6,9,FQ -1.3(2.8) -51(1.3) -327 2.8  48FQ 9.0(3.1)  3.2(0.8) —324 4.2 —651

6,12,FQ 0.6(3.1) —3.3(1.3) -325 46  6,12,FQ 9.6(50) 3.8(1.4) —323 4.8 —648

6,12, TIP4P 2535) -1.1(23) 323 6.8  612TIPAP  12.1(42)  6.4(1.9) —320 7.4 —643
973 K with 0.535 g/cri?

6,9,FQ -2.8(3.8) -7.819 —261 31 48FQ 14.7(5.1)  5.6(2.2) —263 118 —524

6,12,FQ 0.4(35) —47(1.7) —-258 62  6,12,FQ 16.2(56)  7.3(2.5) —261 135 —51@

6,12, TIP4P 3.0(5.4) -2.1(1.8) —255 88  6,12TIP4P  18.9(6.3) 9.9(2.8) —258  16.1 -513

2 See Table 1 for parameter valué$AUxsllis the average difference between the ab initio energies and the model energies with the standard
deviation of the differences in parentheseBEP estimate of the difference in free energy between the optimized model and model 11 foitiCI
a bootstrap estimate of uncertainfycree energy of hydration of the model (1 mol/kg and ideal gas standard 8tt&).A;'G[model] —

AF'GIABC—FEP] fFEP estimate of the difference between the optimized model and model 11l fomitla a bootstrap estimate of uncertainty.
9 The predicted results for 973 K with model fitted at 573 K.

9.0 and 14.7 kJ/mol at 573 and 973 K, respectively (with developed. An accurate ABC-FEP correction indicates that this
standard deviations of 3.1 and 5.1 kJ/mol). All of the other iterative process has converged. Even when the FEP corrections
models for Ct and Na have higher standard deviations of to the approximate model are small, they are by no means
AUxs than the optimized models, showing the importance of negligible, so they must be calculated.
low values of the exponentsandb. One of the great advantages of the ABC-FEP technique is
In a preliminary investigation of Naand CI at 298.15 K that it provides a way of assessing the accuracy of approximate
and 1.0 g/cr®, we did not find an adequate effective pairwise models. This has allowed us to develop more useful effective
model. The N& models were particularly bad. We believe that potentials for the simulations. Moreover, we have obtained new
short-range multibody interactions that increase with decreasinginsight into the form of interactions that are important at high
ionic radius are mainly responsible for the failure of these temperature, finding in particular that the short-range interactions
models. It seems likely that it will be much easier to develop are “softer” than those described by the typical 6,12 potential,
effective pairwise additive models for the short range, nonelec- and that short-range multibody forces make an important
trostatic interactions of the larger ions and that these models contribution. It also appears that there will be fundamental
will be useful over a wider range of densities. In contrast, it difficulties in developing general two-body potentials particu-
should be difficult (if not impossible) to develop accurate models larly for the smaller alkali metal ions. The ABC-FEP method

of this type for Li*(aq) and Na(aq). appears to be a promising aid in developing new effective
potentials, as well as correcting for the weaknesses of such
7. Conclusions potentials.
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