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It was recently suggested that HOONO, which forms after protonation of the ONOO- anion under biological
conditions, decomposes into HNO and (1∆g)O2. Subsequent workers argued that the mechanism for HOONO
decomposition proceeds via homolytic bond fission, producing the radical pair OH and NO2, and another
recent study argued that a cyclic form of the peroxynitrous acid results in the products H+ + O2(1∆g) + NO-.
Calculations on the reaction pathway for the process showed that it required a high activation energy, and is
thus implausible. High level ab initio molecular orbital theory including extrapolation to the complete basis
set limit has been used to calculate the heats of formation of reactants and products for the homolytic bond
fission pathways for decomposition of HOONO and the molecular pathway that yields HNO and1O2 as well
as the transition state for the latter process. These data are used to evaluate the probability of whether the
decomposition of peroxynitrous acid can produce HNO and1O2. Isomerization of HOONO to HONO2 is also
discussed.

Introduction

Peroxynitrous acid (HOONO) is a key intermediate that is
important in biological processes, the deprotonation of which
yields peroxynitrite (OONO-), a potent oxidant of biomolecules.
Peroxynitrite can also be formed from the reaction of superoxide
and nitrogen monoxide1,2 and, upon protonation, forms HOONO.
The mechanism by which biomolecules are oxidized by these
species is the focus of much current research.3-12 A number of
short papers summarizing some of this work were recently
published in a forum inChemical Research in Toxicology.13-19

An important question in recent research is how the peroxy-
nitrous acid (HOONO) decomposes once it is formed. Ma-
honey20 originally suggested that peroxynitrous acid decomposes
into a radical pair, OH and NO2. For nearly 20 years,
thermodynamic estimates that were not reliable gave rise to
much confusion along with misinterpretation of various
experiments.11,13-19,21-23 Recent experiments support the radical
pair mechanism whereas others do not.13-19,24-28 Khan et al.26

reported that upon protonation of peroxynitrite, the peroxynitrous
acid decomposes into (1∆g)O2 and HNO and proposed that the
reaction proceeds via a four-membered ring structure. The
resulting products exhibit spin-conservation on the singlet
potential energy surface. It was suggested that HNO deproto-
nates to form the oxonitrate1 ion (NO-) at pH 7.0 on the basis
of the reported pKa of HNO as being 4.7 although recent
theoretical work27 has suggested a higher pKa of 7.2. Evidence
for this mechanism is the formation of nitrosylhemoglobin
(HbNO) under biological conditions. Merenyi et al.28 argued
on thermodynamic grounds that the decomposition of HOONO
cannot proceed by formation of HNO and (1∆g)O2, but instead
proceeds via the formation of the radical pair OH and NO2.
These authors then suggest that at least 70% of the radical pair

recombines in the solvent cage to nitric acid (HONO2). The
nitric acid can then deprotonate to give NO3

-. Martinez et al.29

showed in recent experiments that evidence presented by Khan
et al.26 is based on misinterpreted UV-visible spectra. Martinez
et al.,29 following a suggestion of Khan et al.,26 performed
calculations that the proposed four-center transition state is
actually an intermediate for peroxynitrous acid to form HNO
and (1∆g)O2 and occurs at high energy. However, the four-center
intermediate proposed to Khan et al.26 is not the simplest
chemical one in that the hydrogen is on the nitrogen and there
is oxygen transfer in the transition state. It is not clear how the
hydrogen transfers from the oxygen of HOONO to the nitrogen.
The transition state structure for the formation of HNO and
(1∆g)O2 from HOONO proposed by Khan et al.26 and calculated
to be an intermediate by Martinez et al.29 is probably not
representative of the lowest energy process and, hence, cannot
be used to argue the case against Khan et al.26 Other recent
work by Ingold’s group24,25has shown that not very much free
OH is formed on the decomposition of HOONO by O-O bond
scission, although they do note that a distinct pathway leading
to formation of OH is present. Rather, the radical pair remains
trapped in a solvent cage and rearranges to form HONO2 90%
of the time.

To examine whether decomposition of peroxynitrous acid
proceeds via a radical pair mechanism or via a molecular
rearrangement leading to elimination of HNO and (1∆g)O2, high
level ab initio electronic structure calculations have been
performed to predict the barrier heights and accurate thermo-
chemical properties of species involved in the decomposition
reaction of peroxynitrous acid.

Results and Discussion

In an effort to predict uniformly accurate thermochemical
properties across a range of small-to-intermediate size chemical* Author to whom correspondence should be addressed.
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systems, we have developed a composite theoretical approach
without recourse to empirical parameters.30 This approach starts
with existing, reliable thermodynamic values obtained from
either experiment or theory. Normally we adopt experimental
atomic heats of formation, which are difficult to obtain
theoretically, as well as molecular and atomic spin-orbit
splittings (if any) and use experimental information about
molecular vibrations to calculate zero point energies where
possible. High-level ab initio electronic structure methods are
then used to complete the calculation of the molecular atomi-
zation energy.

The energy of the valence electrons is calculated by using
coupled cluster methods, including single, double, and connected
triple excitations (CCSD(T)), with the latter being handled
perturbatively.31 The CCSD(T) energies are extrapolated to the
complete basis set (CBS) limit, a step facilitated by the uniform
convergence properties of the correlation consistent basis sets
(cc-pVXZ) from Dunning and co-workers.32 For this study, we
used the diffuse function augmented (aug-cc-pVXZ) basis sets
for X ) D, T, and Q. For the sake of brevity, the basis set
names will be shortened to aVxZ throughout this text. Only
the spherical components (5-3, 7-f, and 9-g) of the Cartesian
basis functions were used. All of the current work was
performed with the programs MOLPRO, NWChem, and Gauss-
ian98.33

Three coupled cluster methods have been proposed for
treating open-shell systems. The first is a completely unrestricted
method, built atop unrestricted Hartree-Fock (UHF) orbitals
and designated UCCSD(T). The other two methods start with
restricted open-shell Hartree-Fock (ROHF) orbitals. One is a
completely restricted method, which we label as RCCSD(T).34

The other relaxes the spin constraint in the coupled cluster
calculation and is designated R/UCCSD(T).35 At present, little
is known about which open-shell coupled cluster method
produces the best agreement with the exact full configuration
interaction (FCI) results. We have used the RCCSD(T) and
R/UCCSD(T) methods in this study. For the closed-shell
molecules, we have used the R/UCCSD(T) atomic energies.

To extrapolate to the frozen core CBS limit, we used a
3-parameter, mixed exponential/Gaussian function of the fol-
lowing form:

wherex ) 2 (DZ), 3 (TZ), etc.36 This form is appropriate when
basis sets up through aVQZ are used.

The geometries were optimized at the CCSD(T) level except
for HOONO and HONO2, where the geometries were obtained
at the MP2/cc-pVTZ level37 of theory. We also optimized the
geometry at the CCSD(T)/aug-cc-pVDZ level for HONO2 and

HOONO and used these geometry parameters for total energy
extrapolations. Use of these geometries which did not differ in
a significant way from the MP2/cc-pVTZ geometries led to
extrapolated total valence electronic binding energies that were
0.56 and 0.70 kcal/mol smaller than the ones based on the MP2
optimized geometries for HONO2 and HOONO, respectively.
Table 1 shows the various energy components used in calculat-
ing the total dissociation energies for OH, HO2, HNO, NO, NO2,
O2, and HOONO, as well as the convergence of the valence
shell component of the corresponding dissociation energies. The
molecular zero point energy was obtained, as follows. For the
diatomics, the zero point energies were evaluated as 0.5ωe-
0.25ωexe, where theωe andωexe values were taken from Huber
and Herzberg.38 For HO2, the zero point energy was taken as
one-half of the average of the experimental anharmonic values39

and the harmonic values calculated at the CCSD(T)/aVDZ level.
For NO2, we took the zero point energy to be one-half the sum
of the experimental fundamental (anharmonic) frequencies.40

For HONO2, we used the average of the experimental anhar-
monic frequencies40 with the MP2/cc-pVTZ harmonic frequen-
cies. For HOONO, we calculated the frequencies at the QCISD/
cc-pVDZ (quadratic configuration interaction with singles and
doubles)41 and MP2/cc-pVTZ levels. Experimental values42 are
available for the six highest out of the nine possible modes of
HOONO. For the OH stretch, we took the average of the two
calculated values and averaged it with the experimental value.
We then used the experimental values for the next five modes,
and for the three lowest modes we used the average of the
calculated values and calculated the zero point energy as one-
half the sum of all of these values.

Additional corrections to the CCSD(T)(FC) atomization
energies are needed when trying to achieve accuracies on the
order of a kcal mol-1. Core/valence corrections (∆ECV) to the
dissociation energy were obtained from fully correlated CCSD-
(T) or RCCSD(T) calculations with the cc-pCVQZ basis set32

performed at the optimal CCSD(T)/aug-cc-pVTZ geometry
except for HOONO and HONO2. For HOONO and HONO2,
∆ECV was calculated at the CCSD(T)/cc-pCVTZ level. The
effects of relativity must also be considered. Most electronic
structure computer codes do not correctly describe the lowest
energy spin multiplet of an atomic state. Instead, the energy is
a weighted average of the available multiplets. For N in the4S
state, no such correction is needed, but a correction is needed
for the 3P state of O. To correct for this effect, we apply an
atomic spin-orbit correction of-0.22 kcal mol-1 for O based
on the excitation energies of Moore.43 For OH and NO, the
spin-orbit corrections are from Huber and Herzberg.38 Molec-
ular scalar relativistic corrections (∆ESR), which account for
changes in the relativistic contributions to the total energies of

TABLE 1: Energy Decomposition for Calculating Heats of Formation (in kcal mol-1)

molecule ∑De(elec)a ∆ECV
b ∆ESR

c ∆ESO
d ∑De ZPEe ∑D0

OH 107.20 0.14 -0.13 -0.11 107.10 5.28 101.82
HO2 174.46 0.22 -0.37 -0.43 173.88 8.61 165.27
HNO 205.26 0.39 -0.18 -0.21 205.26 8.77 196.49
NO 151.92 0.36 -0.08 -0.05 152.15 2.71 149.44
NO2 226.16 0.63 -0.59 -0.43 225.77 5.40 220.37
O2 119.89 0.21 -0.25 -0.43 119.42 2.25 117.17
HOONO 356.94 0.87 -0.83 -0.64 356.34 14.35 341.99
HONO2 387.77 1.29 -1.02 -0.64 387.40 16.43 370.97
HOONO(TS1) 304.20 1.03 -0.85 -0.64 303.74 12.75 290.99
HOONO(TS2) 333.52 0.54 -0.78 -0.64 332.64 12.05 320.59

a Mixed Gaussian extrapolation of CCSD(T)/aug-cc-pVXZ energies, X) D, T, Q to complete basis set limit (CBS) valence electronic energies.
b Core-valence electronic energy corrections.c Scalar-relativistic electronic energy corrections.d Spin-orbit energy corrections.e Zero point energy
corrections. See text for details.

E(x) ) ACBS + B exp[-(x - 1)] + C exp[-(x - 1)2] (1)
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the molecule and the constituent atoms, were included at the
CI-SD level of theory using the cc-pVTZ basis set in the frozen
core approximation.∆ESR is taken as the sum of the mass-
velocity and one-electron Darwin (MVD) terms in the Breit-
Pauli Hamiltonian.44

By combining our computedD0 values with the known45 heats
of formation at 0 K for the elements (∆Hf

0(N) ) 112.53 kcal
mol-1, ∆Hf

0(O) ) 58.98 kcal mol-1, and∆Hf
0(H) ) 51.63 kcal

mol-1), we can derive∆Hf
0 values for the molecules under study

as shown in Table 2. For all of the molecules whose heats of
formation are known, except for NO2, the difference between
the calculated and experimental values is less than 1 kcal mol-1.
For NO2, the difference is 1.5 kcal mol-1, somewhat larger than
what we would have expected, but still in reasonable agreement
with the experimental value. The difference from experiment
for NO2 is likely due to the complicated bonding in this open
shell doublet and is about double the error in the heats of
formation of NO or O2. We note that our calculated heat of
formation for HO2 does confirm the more recent value given
by Shum and Benson46 and shows that the usually accepted
JANAF value45 does need to be revised. In addition, our
calculated value of 4.36 kcal/mol for∆Hf

0(HO2) is in good
agreement with the value of 3.50 kcal/mol based on CCSD(T)/
aug-cc-pVQZ and CCSD(T)/cc-pV5Z calculations of the H-O
bond energy in HO2 with an empirical correction.47 We would
obtain a value of 3.57 kcal/mol for∆Hf

0(HO2) at 0 K based on
our calculated H-O bond energy in excellent agreement with
the Bauschlicher and Partridge value.47 In addition, our calcu-
lated value for∆Hf

0(HO2) is in good agreement with the value
of 3.5 ( 0.5 kcal/mol from the NASA compilation48 corrected
to 0 K.45 The calculated value for HOONO is in reasonable
agreement with the G249 calculated value50 of -3.6 kcal/mol
at 0 K and the estimated heat of formation of 1.1( 1 kcal/mol
from Richeson et al.24 where we have corrected their 298 K
value using the correction given by McGrath and Rowland.50

The G2 value51 for HNO3 corrected to 0 K is -32.4 kcal/mol,
somewhat too negative as compared to our value.

We performed a conformational search on HOONO. The
lowest energy structure is the cis structure in a ring form where
a hydrogen bond is present between the H and the terminal O
bonded to N. The next highest energy structure is the open
structure resembling HOOH with the NO out of the HOO plane.
This structure is 3.69 kcal mol-1 higher in energy at the CCSD-
(T)/CBS level, showing that a reasonably strong internal
hydrogen bond is present in the most stable structure. The cis
structure obtained by rotating the NO group by 180° is not a
minimum energy structure (it is characterized by one imaginary
frequency at the MP2/cc-pVTZ level) and is 6.45 kcal mol-1

above the energy of the optimal cis structure, again showing
the presence of a strong hydrogen bond in the lowest energy

structure. This latter structure is the one which can transfer the
hydrogen to the nitrogen. The predicted structures are in
reasonable agreement with calculations at the density functional
theory, MP2, and CCSD levels.50,51

We calculated the transition state for the unimolecular
decomposition of HOONO into HNO and (1∆g)O2. The transi-
tion state (TS1) is characterized by the transfer of the H to the
N in a four-center process. (See Figure 1) The N-H bond is
already strongly formed in the TS, and the original OH bond is
essentially broken. The O2 has not left the N, and the O2 π
bond has not yet formed. The transition state is planar and is
characterized by an imaginary frequency of 1084i cm-1 at the
MP2/cc-pVTZ level. The TS is 52.60 kcal mol-1 above
HOONO at the CCSD(T)/CBS level, including scalar relativistic
and core-valence corrections. To obtain a zero point energy
difference, we used a scale factor of 0.97 for the transition state
calculated frequencies obtained as the average of the scale
factors of the MP2 results for HONO2 and HOONO. This energy
is reduced to 51.0 kcal mol-1 at 0 K when the scaled zero point
energy correction is included. We used the Intrinsic Reaction
Coordinate (IRC) approach52,53to show that the transition state
leading to HNO+ O2 (1∆) products does indeed correlate with
the 1∆g state as compared to the1Σg

+ state based on single
reference wave functions. This is consistent with the fact that
the 1Σg

+ state lies 15.1 kcal/mol above the1∆g state.38

The two lowest energy pathways for the decomposition of
peroxynitrous acid are predicted to form the radical pairs: (1)
OH + NO2 and (2) HO2 + NO. The 0 K heats of reaction are
predicted to be 19.8 and 27.3 kcal mol-1, respectively, as shown
in Table 3. The next highest energy path is the spin-forbidden
formation of HNO+ (3Σg

-)O2 (where the O2 is in its ground
state), predicted to be 28.3 kcal mol-1. The highest energy
pathway is formation of HNO+ (1∆g)O2, 31 kcal mol-1 above
the lowest energy OH+ NO2 channel where we have used the
experimental energy difference between (3Σg

-)O2 and (1∆g)O2.
The calculations clearly show that on energetic grounds the
unimolecular decomposition of HOONO to yield HNO and
(1∆g)O2 is the least favored pathway, consistent with the studies
of Merenyi and co-workers12,15,22,28,54and others.24,25,55 The
transition state for formation of (1∆g)O2 and HNO is essentially
the same energy as the exothermicity of the process.

Our conclusions are based on very accurate gas-phase reaction
energies, and one can argue that the studies in question have

TABLE 2: Calculated and Experimental Heats of
Formation (in kcal mol-1)

molecule ∆Hf(calc, 0 K) ∆Hf(expt, 0 K)a

OH 8.79 8.82,b 9.18
HO2 4.32 4.20+1.0/-0.5,d 3.5( 0.5,c 1.2( 2
HNO 26.65 26.3( 1,c 24.5
NO 22.07 21.46( 0.04
NO2 10.12 8.59( 0.2
O2 0.79 0.0
HONO2 -29.87 -29.75( 0.1
HOONO -0.89

a Experimental values are from ref 45 unless otherwise noted.
b Ruscic, B.; Feller, D.; Dixon, D. A.; Peterson, K. A.; Harding, L. B.;
Asher, R. L.; Wagner, A. F.J. Phys. Chem. A2001, 105, 1. c Value at
298 K from ref 48 corrected to 0 K by use of ref 45.d Ref 46.

Figure 1. Geometries of the lowest energy form of HOONO and the
transition state leading to HNO+ O2(1∆g) (TS1) optimized at the MP2/
cc-pVTZ level. Key geometric parameters are given, distances in Å
and angles in degrees.
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all been done in solution. We have examined the effect of
solvation on the gas-phase energetics to see if this effect can
shift the energetics in favor of the HNO+ (1∆g)O2 pathway.
Solvent shifts of the energies were evaluated by using a recently
developed GAMESS56 implementation of the surface and
volume polarization for electrostatic interactions (SVPE).57 The
SVPE model is known as the fully polarizable continuum model
(FPCM)58,59 because it fully accounts for both surface and
volume polarization effects in the self-consistent reaction field
(SCRF) calculation. Since the solute cavity surface is defined
as a solute electron charge isodensity contour determined self-
consistently during the SVPE iteration process, the SVPE results,
converged to the exact solution of Poisson’s equation with a
given numerical tolerance, depend only on the contour value at
a given dielectric constant and a certain quantum chemical
calculation level.57a This single parameter value has been
calibrated as 0.001 au57b and this contour was used for all of
the SVPE calculations. Previous continuum solvation calcula-
tions with the SVPE method indicate that electron correlation
effects on the solvent shifts calculated by the SVPE method
are not important.60 This issue was further examined in the
present study by performing the SVPE calculations at both the
HF/cc-pVTZ and MP2/cc-pVTZ levels. The dielectric constant
of water used in this study is 78.5. The results of the solvation
calculations for the free energy of the reaction,∆G(298), are
given in Table 3. We calculated the gas-phase entropies and
the corrections for converting the enthalpy to 298 K at the
gradient-corrected density functional theory level.61 The largest
effect is theT∆S term to convert the enthalpy to a free energy
in the gas phase and is on the order of 10 to 11 kcal mol-1.
The solvation free energy effects are much smaller, 1.0 to 3.0
kcal mol-1. We can make the reasonable assumption that the
corrections for (1∆g)O2 are similar to those for (3Σg

-)O2 and
there is no change in the ordering of the reaction energies. Thus,
the conclusions derived from the accurate gas-phase values
remain valid and, on the basis of thermodynamics, (1∆g)O2 and
HNO cannot be produced in the decomposition of HOONO at
298 K without an additional source of energy as the reaction is
predicted to be more than 40 kcal mol-1 endothermic in aqueous
solution. We note that the largest solvent shift (-5.8 kcal mol-1)
is predicted for the transition state to form (1∆g)O2 and HNO
as it has the largest dipole moment and the second largest is
for the transformation of HOONO into HONO2 favoring
formation of the HONO2 by an additional-4.1 kcal/mol.

We can compare our calculated free energies at 298 K with
proposed experimental values. The free energy of formation of
HOONO in aqueous solution at 298 K has been derived to be
7.7 kcal/mol.12,15 We can combine this with provisional free
energies of formation62 in aqueous solution at 298 K for the
radicals NO (24.4 kcal/mol), OH (6.2 kcal/mol), HO2 (1.1 kcal/
mol), and NO2 (15.1 kcal/mol) to obtain experimental values
for the bond dissociation energies in solution. The experimental

bond energies are higher than our calculated values by 4.7 kcal/
mol for the O-O bond and 3.0 kcal/mol for the N-O bond.
The reasons for the discrepancies are either difficulties in
calculating the solvation component or errors in the provisional
experimental values. We note that a Car-Parrinello simulation
using the BLYP functional did not find the cis structure with
the internal hydrogen bond to be a stable structure in aqueous
solution.63 Rather the cis and trans structures of HOONO where
the hydrogen is exposed to the solvent and can form a hydrogen
bond to the water are the stable structures. It is possible that
this in part could account for discrepancies of a few kcal/mol.
However, we do find excellent agreement between theory and
experiment for the isomerization reaction of HOONO to
HONO2, which suggests that the errors in the solvation of the
two species are similar. Given the quite different structures and
hydrogen bonding capabilities of the two species, it is surprising
that the errors due to the solvation energy for the two structures
are so similar.

Previous thermodynamic and kinetic studies have proposed
that peroxynitrous acid, HOONO, isomerizes unimolecularly to
nitric acid, HONO2.11,24,25,64HONO2 is calculated to be 29 kcal
mol-1 more stable than HOONO so the isomerization is very
exothermic. Two transition states for the isomerization of
HOONO have been reported in the literature. The first transition
state, reported by Cameron et al.,65 was obtained at the Hartree-
Fock(HF)/6-31G* level and goes to the correct reactants and
products when an IRC analysis52,53is used to verify the transition
state. Starting from this transition state and using higher levels
of theory, we were unable to converge to a first-order saddle
point. The other transition state is that obtained by Sumathi and
Peyerimhoff66 by using density functional theory (DFT, B3LYP/
6-311+G** ) who calculated an energy barrier to isomerization
of 39.0 kcal mol-1. The Cameron et al.64 transition state and
the Sumathi and Peyerimhoff66 transition states for the HOONO
isomerization to HONO2 are very different. Houk and co-
workers67 have reported that at the B3LYP/6-31G* level they
were unable to find a concerted transition state for this process,
but rather that there are hydrogen-bonded complexes of OH
with NO2. We reoptimized the transition state for transfer of
the OH group from O in HOONO to N to form HONO2 (TS2)
at the MP2/cc-pVDZ level and note that the transition state was
very difficult to obtain. The transition state resembles an OH
weakly coupled to NO2 with an N-O(H) bond length of 2.78
Å and O-O bond lengths of 3.36 and 3.42 Å. (see Figure 2)
The calculated energy of the isomerization transition state is
21.4 kcal mol-1 above that of HOONO at the CBS limit with
all corrections. The energy to form the OH+ NO2 channel is
less than 20 kcal mol-1, 19.8 kcal mol-1 if all calculated values
are used and 18.3 kcal mol-1 if mostly experimental values are
used. The energetics combined with the geometry information
are consistent with isomerization of HOONO to HONO2

proceeding via the formation of the radical-pair OH and NO2.

TABLE 3: Reaction Energies (in kcal mol-1)

reaction
all calc

∆H(0 K)
expta

∆H(0 K)
∆∆H
(298)

-T∆S
(298)

∆G
(298)

∆G
(298)b solv

∆G
(298) soln

∆G(298)c

soln(expt)

HOONOf HNO + (3Σg
-)O2 28.3 27.2 +1.4 -10.4 19.3 -0.7 19.0

f HNO + (1∆g)O2 50.8 49.7 (41.5)d

f OH + NO2 19.8 18.3 +1.4 -10.1 11.1 -2.2 8.9 13.6
f HO2 + NO 27.3 26.6 +1.4 -10.8 17.9 -3.1 14.8 17.8
f HONO2 -29.0 -28.9 -0.2 0.6 -28.6 -4.1 -32.7 -32.4
f TS1 51.0
f TS2 21.4

a Experimental values from Table 2 (first value) except for∆Hf(HOONO) for which the calculated value was used.b Solvation effects at 298 K
from MP2/cc-pVTZ reaction field calculations. See text.c See text for details relating to experimental values in solution.d Calculated assuming no
solvation effect on the singlet-triplet splitting.
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The two radicals are only weakly coupled at best so the
mechanism can be considered a fully dissociative one. In
solution, the isomerization would take place in a solvent cage
which would facilitate the recombination, which is consistent
with the conclusions of Merenyi et al.28 and of Ingold and co-
workers.24,25

Conclusion

There is no low energy channel in the dissociation of
peroxynitrous acid that leads to the formation of HNO and1O2,
either in the gas phase or solution. This conclusion argues
against that of Khan et al.26 The lowest energetic pathway is
the formation of the radical pair (OH+ NO2) which can
recombine in solution to form HONO2 which then can depro-
tonate to form NO3-. Our findings are consistent with the
findings of Merenyi et al.28 Athough the emphasis of this work
has been to evaluate the energetics of the decomposition of
HOONO in solution, the gas-phase energetics presented in this
work are relevant to on-going issues in the literature regarding
the potential role of HOONO in NOx partitioning in the
atmosphere. Experiments aimed at measuring the binding energy
of HOONO with respect to OH+ NO2 should find the present
results important.68
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