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Spectroscopic Calibration of Modern Density Functional Methods Using [CuCf]2~

Robert K. Szilagyi, Markus Metz, and Edward |. Solomon*
Department of Chemistry, Stanford Warsity, 333 Campus Dr., Stanford, California 94305
Receied: Nawember 9, 2001

Density functional theory has become a popular method for studying the electronic structure and potential
energy surface properties of large molecules. Its accuracy has been extensively validated for organic and
organometallic systems. However, this is not yet the case for classical inorganic compounds with biological
importance. This study presents a systematic evaluation of modern DFT calculations using the spectroscopically
well understood molecule [Cug4. The BP86 and B3LYP functionals with saturated basis sets give a ground-
state bonding description that is too covalent, and the calculated ligand-field and ligand-to-metal charge
transitions are shifted to higher and lower energies, respectively, relative to experiment. A spectroscopically
adjusted hybrid DFT functional (B(38HF)P86) was optimized to match the ground-state experimental Cu
spin density (0.62+ 0.02e). This adjusted hybrid functional also gives an improved excited-state description
with a rms error in transition energies of 1000 ¢mThe potential energy surface of the [CLi€i was

studied in gas and condensed phases. In the gas phase, the tetraggnge¢émetry was found to be a
transition state along thefdistortion mode connecting distorted tetrahedal) structures. The replacement

of 38% local+ nonlocal DF exchange with HF exchange improves the calculateeQCbond lengths by

0.03 A, increases the frequency of thg mode by 30 cm® and changes the energetics by 3 kcal Thol
relative to the BP86 method. It is found that the crystal lattice stabilizeB#hfCuCly?~ structure through

van der Waals and hydrogen bonding interactions worth about 10 kcal mi@honstrating the role of the
environment in determining the geometric and electronic structure of the Cu site. The importance of the type
and the amount of DF correlation has been investigated and alternative nonhybrid methods of adjusting the
ground-state description have been evaluated.

1. Introduction TABLE 1: Experimentally Determined HOMO d-Orbital
Character (in percent) for [CuCl 4%~

Density functional theoryis extensively used in many areas

of chemistry in particular, in bioinorganic chemisty where method Dan Dz
the complexity of the active site models requires large-scale g-values— EPR, adjusted X-SW 61 71
calculations not yet accessible at high level ab initio theory. gg%ﬁ%rehé’gggr'ﬂ%eﬁﬁﬁe PR 2471 gg
Two approaches (the BP8&and BT’SLYF?' sets of functionals) LF and CT energies: CI model 56 63
are generally utilized and are having significant impact on our gre |evel excitations- XPS satellite 60 68

understanding of intermediate and transition state structures andvalence level excitations variable energy photoemission 65 68
the relative energies of chemical processes. The BP86 set of ) ) ) .
functionals was one of the first gradient corrected (GGA) DFT Marized in Table 1, which can be directly compared with the
methods found to be more accurate than the early local density®Sults from electronic structure calculations. The highest
approximationg. Further improvement in DFT theory was an_tlbondlr!g orbital in th_ls %I_system defines the ground-state
achieved with the introduction of hybrid functionals, such as SPin density of the Cu ion in thBa, structure as 62t 2%.
B3LYP. These were developed to fit atomization and ionization DUe to the reliability of these experimental data, the [GIfCI
energies and proton affinities of small organic molecules (the SyStem was selected to evaluate the DFT calculations.

so-called Gaussian-1 8éf) with average precision of 2 kcal This study has impact beyond the cupric chloride model
mol-L. system. Historically, the ground-state description of the Blue

d Cu protein active site was developed based on the electronic
structure of the tetragonal [Cufd~ complex!3-15 The bridge
between experiment and theory was provided by eary X

The purpose of this study is to apply these GGA and hybri
DFT methods to a simple inorganic metal complex to evaluate

how well these functionals perform relative to experiment. For - '
scattered wave (X-SW) calculation$8-1° which were found

transition metal containing systems, thermochemical data are 021 o
rare, and when available, their accuracy can be questionable {0 P€ t00 covalent for both systerfis™ After adjusting the Xt

Therefore, we calibrate the DFT methods using spectroscopic a0mic sphere parameters to fit the [CiJ€l experimental data,
properties including spin densities and transition energies. e calculated ground-state description was in good agreement
A considerable amount of ground and excited-state experi- With experiment for these and many other Cu(ll) containing

mental data are available for the tetragomaf and tetrahedral systems.

(D2g) [CUCL]2~ complexes. A selected data Y€€ is sum- A similar approach is presented here to evaluate the accuracy
of the electronic structure for the ground and excited-states

*To whom correspondence should be addressed. E-mail: Calculated by BP86 and B3LYP functionals. As in the case of
Edward.Solomon@ Stanford. EDU. Fax:1 650 725-0259. the nonadjusted X-SW method, we find that these standard

10.1021/jp014121c CCC: $22.00 © 2002 American Chemical Society
Published on Web 02/27/2002




Spectroscopic Calibration of DFT using [Cufgt

TABLE 2: List of Basis Sets Employed in the Study
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Gaussian-type all electron basis sets (GTO)

symbol description contraction scheme pol. funct. (coefficient) ref
BS1 Cu: STO-3G (12s9p3d) 333/333/3 99
Cl: (9s6p) 333/33
BS2 Cu: 3-21G (12s9p3d) 33321/3321/21 100,101
Cl: (9s6p) 3321/321
BS3 Cu: 6-31G* (22s16p4d) 66631/6631/31 £0.80 91,102
Cl: (16s10p) 6631/631 d0.75
BS4 Cu: 6-311G (14s9p6d) 61111111/51111/311 d0.75 103,104
Cl: 6-31G* (16s10p) 6631/631
BS5 cu: VTZ* (14s9p6d) 62111111/33111/311 p 0.17 d0.13 f0.39 105
Cl: 6-31G* (16s10p) 6631/631 d0.75
BS6 Cu TZV* (17s10p6d) 842111/631/411 £0.48,0.14,0.43 106
Cl: (14s9p) 73211/6111 d 3.0,0.75,0.19
Slater-type all electron basis sets (STO)
symbol description definition pol. funct. (coefficient)
BSI Cu: single¢ w/o (4s3pld) ¢1-4s2-4p 3d
Cl: polarization (3s2p) ;1-3s2-3p
BSlI Cu: doubleg and triple- (8s5p3d) C4p £C1-4s2-3pggc3d
Cl: ¢ for 3d set (6s4p) ¢ 1-3s2-3p
BSillil Cu: see BSIV (9s5p3d) C4p ($£1-3s2-3pgEZ3dds
Cl: BSII w/pol.func. (6s4pld) ¢3d $¢1-3s2-3p d (2.00)
BSIV Cu: triple< w/o (9s5p3d) C4p ($61-3s2-3pgcE3d4s
Cl: polarization (7s5p) $¢1-2s2p (¢Et3s3p
BSV Cu: see BSIV (9s5p3d) C4p ($61-3s2-3pgcE3d4s
Cl: triple-¢ w/pol.func. (7s5p1d1f) £3d4fc1-2s2p  £EE3s3p d (2.00) f (2.00)
effective core potentials and valence electron basis sets (ECP)
symbol description contraction scheme pol. funct. (coefficient) ref
ECP1 Cu: LANL1IMB (3s2p5d) 3/2/5 92,93
Cl: (3s3p) 3/3
ECP2 Cu: LANL2DZ (8s5p5d) 341/311/41 94
Cl: (3s3p) 21/21
ECP3 Cu: LANL2DZ (8s5p5d) 341/311/41 d0.75 94,102
Cl: 6-31G* (16s10p) 6631/631
ECP4 Cu: CEP-121G (9s9p6d) 4211/4211/411 108,109
Cl: (4s4p) 121/121
ECP5 Cu: SDD (8s7p6d) 311111/22111/411 72,74, 75;011Q2
Cl: (12s8p) 531111/4211
ECP6 Cu: SDD* (8s7p6d) 311111/22111/411 f0.80
Cl: (12s8p) 531111/4211 d0.75

DFT methods give a ground-state bonding description which not accessible. The relevance of our study to the electronic and
is too covalent for cupric complexes. The hybrid density geometric structures of biological cupric active sites is discussed.
functional approach of Becké>?3is then used to adjust the

ground-state atomic spin density to experiment. The effects of 2. Methods and Details of Computations

the new functional on the properties of the potential energy

surface are systematically investigated. A proper calibration will ~ The experimental structures fdbs, and Dzq [CuCl]?~
allow the study of reaction coordinates and characterization of complexes were taken from the crystal structure of{§)CH,-
experimentally nonobservable species with predictive accuracy. CH:2NH(CHz)H),[CuCly]?~,2" abbreviated as (nmpkJuCl.

To probe the effect of the environment, both vacuum and Due to asymmetric solid-state interactions from the lafifce,
solid state calculations have been performed. As consideredthe Cu-Cl bond lengths in planar and tetrahedral geometries
previously, we find that the role of the environment is crucial. slightly differ from each other (2.248 and 2.281 ADgy, 2.190
The stability of the planar geometry can be achieved only by and 2.227 A inDag); however, the bond and dihedral angles
proper modeling of lattice effects regardless of the level of are very close to their ideal values (see further discussion in
theory. We find that in vacuum, ths, geometry is a saddle  3.4.2). In this paper, the average values 2.264 and 2.208 A were
point with one imaginary frequency corresponding to-g b  used. No gas-phase structural or thermochemical data have been
distortion which cannot be eliminated by the simple point charge found in the literature, therefore where applicable, the DFT
models suggested earli26 results were related to high level ab initio calculations.

In addition to defining an experimentally adjusted hybrid Density functional calculations were performed using Am-
density functional, this study assesses the importance of the typesterdam Density Functional 200049132 and Gaussian98
and the amount of DF correlation functional. The performance packages. In these calculations, we have used a wide variety of
of DF correlation is also compared with the results of selected Gaussian- and Slater-type bases as summarized in Table 2, with
wave function based methods. Alternative approaches arefive d- and seven f-type functions. In addition to the all-electron
considered for software packages where the hybrid method isbasis sets, various effective core potentials were evaluated.
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SCHEME 1: Conceptual Relationship among GGA,
Hybrid Density Functional and Hartree —Fock Theory
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The adjustment of the amount and type of density functional
exchange (DFX) and correlation (DFC) were conveniently
achieved using the 10p keywords of the Gaussian98 program.
The options 46, 47, and 45 of Overlay 5 were utilized to
construct the density functionals from local and nonlocal DF
exchange, local and nonlocal DF correlation and HF exchange,
respectively. In this study, the Slater-type local density ap-
proximatior3435was used, supplemented with the Becke 1988
GGA functionaf (B88) to define the total DF exchange. The
Perdew 1988(P86) and Lee Yang—Parr (LYP) nonlocal DF
correlationd®3”were employed with Perdew 1981P81) and
Vosko—Wilk —Nussaif® (VWN) local DF correlation function-
als, respectively. Among the well-defined hybrid functionals,
Becke's 3-parametérwith LYP (B3LYP) and P86 (BP86)
correlation functionals and Becke’s Half-and-Half exchange
mixing*® with LYP correlation (BHandHLYP) functionals were
utilized. It should be noted that the default Gaussian98
implementation of the BHandHLYP method does not correspond
to the original definition by Becke because the HF exchange
replaces only the total DF exchange without modifying the DF
correlation. Scheme 1 summarizes the applied density func-
tionals and presents their relations to HF theory. The position
of the B3LYP method is notable, because this method lacks
28% of the nonlocal DF exchangAExB88) and 19% of the
nonlocal DF correlationAEcLYP) as a result of the empirical
parametrizationExc = ExcLSDA + 0.72AExB88 + 0.2(Ex-

HF — 0.2CExLSDA + 0.81AEcLYP), and the HF exchange
(ExHF) replaces 20% of the local DF exchandel(SDA)
component.

Szilagyi et al.

the extension of the valence orbitals is critical in obtaining the
Dg4n Lewis structure and natural bonding orbitals.

DFT excitation energies were calculated using three formal-
isms. The Kohr-Sham orbital energies using GTOs or STOs
did not reproduce either the order or the magnitude of the
transition energies; therefore, these results are not presented.
The calculated excitation energies were significantly improved
by ASCF-DFP! calculations using either type of basis sets. In
ADF, all excited-states were obtained, however in Gaussian,
certain states collapsed into the ground-state. Time dependent
DFT calculation®34 were also carried out and excitation
energies were obtained for the hybrid methods. At the BP86/
BS5 level, convergence could not be achieved, however mixing
of minimal (1%) HF exchange (B(1HF)P86/BS5) lead to a rapid
convergence. The hybrid DFT results are numerically different
from the correspondingA\SCF calculations, but the relative
trends are highly similar and therefore not discussed here.
Rather, these trends were used to estimate the missing states
for the ASCF-DFT calculations.

Stationary point calculations were considered to be converged
if both the maximum and the root-mean-square forces and
displacements were less tharrt@.u. mot!. The PES around
stationary structures was further studied by analytical frequency
calculations. In the gas-phase calculation, the default redundant
coordinate® 57 were applied. Relaxed potential energy scans
were also performed by constraining one or more-Clibond
length at a given value, whereas all the other internal coordinates
were optimized. Solution structures were calculated by the
Tomasi’s reaction field meth&85° using polarized continuum
model (PCM§%-85 as implemented in Gaussian98. To get a more
balanced description of the solvent cavity surfaces, a fine
resolution of the surface area was specified (TSARD.4)
and in optimizations the Z-matrix coordinates were used with
the GDIIS optimize£%-%8 which was developed for flat potential
energy surfaces. The water solvent parameters were used with
dielectric constants of = 78.39. In solid-phase calculations,
all of the default redundant coordinates were removed, the
Cartesian coordinates of the lattice atoms were fixed and the
internal coordinates were redefined for the central [G]#Cl
unit as for the gas-phase structure.

The first Cu-Cl bond dissociation energy (BDE) was
calculated without correction for the basis-set superposition error
(BSSE). As discussed by Frenkifithe BSSE is comparable
to the basis-set incompletion error with an opposite sign, which
results in error cancellation. The relative BDEs are reasonable
and they provide insight into the effects of the corrected bonding
description.

Energy decomposition analyses were carried out using
Ziegler's extended transition state (ETS) metfdbh ETS, the
bonding energy is decomposed into three major components:
AEgistas AEpaui, and AEgmita. In the case of [CuG)?, the
additional fragment preparation energy is not needed because
only atomic fragments were used. The tefBesirdefines the
electrostatic potential energy between the electron densities of

Single point calculations were performed using energy Changethe Cu and CIl atoms obtained from the fragment calculation.

convergence criterion of less than£@.u. Population analyses
were carried out employing Mulliken (MPAY}, Weinhold's
Natural Population Analysis (NPAY 44 and Bader’'s Atoms-
in-Molecule (AIM)*>~4° methods. The NPA results are found

The AEpay; defines the repulsion of electrons with the same
spin among the atomic fragments at the positions of the complex
geometry. TheAEqia defines the orbital stabilization energy
upon optimization of the electron density.

to be sensitive to the selection of valence orbitals. As suggested Selected ab initio calculations were also performed as
by Maseras and Morokurbfsfor transition metals, inclusion of  references. Only methods are employed, where the generation
the 4p orbitals into the valence set can have significant influence of electron density is available, because our primary calibration
on the total atomic charges, however, only insignificant effect quantities are the atomic spin densities. It is worth noting that
was observed on the spin densities. It is worth mentioning that the QCISD methott gives an excellent description of the



Spectroscopic Calibration of DFT using [Cufet J. Phys. Chem. A, Vol. 106, No. 12, 2002997

1.0 BS1
$T0-36
B BS4
€
o 4 6 BSS
£ 0.8 %{gilc‘f CuvTz* BS6
2 CL6-31G" vTz*
< A,
> experimental
@ 0.6  Cu SD: 62:2% P
c
H .
k-]
£
[ o ) -
g 04 1 VAt o CEP-121G X sop*
S CuLANL2DZ
o © . LANLZDZ EI‘G»S‘G‘ ECP4 ECP5 ECP6
- ECP2 ECP3
02+ -
o,
]
LANLIMB
00~ Ecp1

Figure 1. Cu spin densities iD4, [CuCls]>~ with experimental bond lengths for selected density functionals and basis sets analyzed by Mulliken
population analysis. (triangle: BP86, rectangle B3LYP, diamond BHandHLYP; hollow symbol: effective core potential basis set, filled symbol all
electron basis set).

ground-state wave function without relativistic correction. -Sréi?nge%;iggsmgggi?:t:(} ﬁgrﬁgm'ecre%?agggﬁlgt?gnAtom'C
Calculations with various Stuttgart/Dresden relativistic pseudo- analyses inDa, [CuCl,]2~ for Selected Basis Sets
potential$?~7> did not affect the ground-state spin densities by
more than 0.02e.

The hardware used for this study consists of an SGI Origin _Method  MPA NPA NPA(4p) AIM MPA NPA NPA(4p) AIM
2000 8-cpu server, IBM Powerstation 397 workstations, and BP86/BS3 ~ 0.28 1.15 0.63 0.88 0.60 0.62 0.61 0.60
IBM-compatible PCs equipped with 1 GHz PIIl Xeon and 1.4 BP86/BSS ~ 0.16 096 052 088 040 042 041 0.47

GHz Athlon processors organized into a 40-cpu heterogeneousggggfgggg:8'22 8'22 8'2% 8'38 g'ig 8'32 8'22 g'g‘rl’
cluster. ' ' ' ' ' ' ' '

atomic partial charges (q) atomic spin densities (SD)

set (marked with NPA(4p)), which is normally a Rydberg orbital
in the standard NPA, significantly affected the atomic point
3.1. BP86 Ground-State Wave FunctionThe results for charges, but only slightly reduced the atomic spin densities. The
BP86 calculations using various basis sets foieg{CuCly]?~ spin density values increase in the order MRANPA < AlM,
complex with experimental CtCl bond lengths in théB,g4 but deviate from each other by less than 0.07 e (BP86/BS5). In
ground-state are shown in Figure 1 (triangles). The all-electron agreement with MPA results, the calculated spin densities from
and valence orbital basis sets with effective core potentials NPA and AIM also lie below the experimentally determined
converge to a Cu atomic spin density of 0.430.02e at the spin density.
basis set saturation limit. The corresponding spin density on  To further evaluate the copper-ligand bonding description,
each Cl atom is about 0.15e. These values indicate the presencealculations of excited electronic states were performed using
of excessive ligand-to-metal charge transfer in this GGA DFT the ASCF-DFT formalism. The differences between the com-
calculation compared to experiment (682 2%). The orbital puted and experimenfélexcitation energies are presented in
population analysis of the singly occupied HOMO in both spin Figure 2. In the case of the BP86 set of functionals (triangles
restricted and unrestricted calculations shows the same behavioin Figure 2), the calculated ligand field transitions are shifted

3. Results and Analysis

as the total atomic spin densities. to higher energies and the charge-transfer transitions to lower
Despite the coincidental agreement of the BP86/BS3 resultsenergies. Not even the order of the excited-states was repro-
and experiment, the most frequently used doubtp+ality all- duced, for example, théE;y and 2B,y states are reversed.

electron basis sets are not converged. Rather, the ECP2 valenc€onsistent with the spin densities calculated using different basis
basis set is a better approximation of the saturation limit. On sets, the description of the excited-states is improved by
the basis of the curvature of the spin density plots, at least asaturation of the basis set (e.g., ECP2 and BS5 in Figure 2).
triple-¢ quality basis set with diffuse functions (BS5) should Once the saturated limit is reached, further increase of the basis
be used on the metal in order to achieve effective basis set size does not introduce significant improvement using either
saturation. A larger basis set on the ligand (BS6) does not Gaussian or Slater-type orbitals.
significantly improve the spin density. The Slater-type numerical ~ The above results at BP86 level indicate that the bonding
basis sets, as implemented in ADF, show better saturationdescription for the ground-state bfy, [CuCls]2~ is too covalent
behavior. However, the tripl&-basis set (BSIV Cu spin density  (Scheme 2A), which is defined as too much ligand character in
= 0.40e) is required for saturation. the singly occupied HOMO. On the basis of MO theory, this
The Mulliken Population Analysis (MPA) results are com- indicates interaction of ligand orbitals with a lower-lying copper
pared with those obtained from Natural Population Analysis d-manifold resulting in a large spin density on the ligand.
(NPA) and the Atoms in Molecules (AIM) approaches (Table Consequently, the ligand-field (LF) transitions are shifted to
3). As expected, there are significant differences in the Mulliken higher and the ligand-to-metal charge transfer (CT) transitions
partial charges (q) (less for NPA and the least for AIM), to lower energy relative to the experiment. A less covalent
however, the spin density remains constant along the series. Inbonding description with increased metal character in the
NPA, the inclusion of the Cu 4p orbital into the valence orbital HOMO requires destabilization of the copper d-manifold relative
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Figure 2. Error plot of calculated LF and CT transitions. (triangle: BP86, rectangle: B3LYP, circle: B(38HF)P86, diamond: BHandHLYP;
hollow symbol: effective core potential basis set (ECP2), filled symbol all electron basis set (BS5); star indicates collapse to the ground- or an
unintended state).

SCHEME 2: MO Diagram of the Cu—CI Bond. (A) The 20% mixing of HF exchange in B3LYP significantly
Invertgd Bonding Descriptions (B) Destabilized Copper improves the ground and excited-state propertiesDaf
d-manifold [CuCl]?2~, but still does not provide the proper bonding

description. Extrapolating the effects of going from the BP86
to the B3LYP method, a larger amount of HF mixing is required

~40% metal\ ¢ cu A /-60% metal to obtain the proper bonding description.
sale. d 3.2.2. Spectroscopic Calibration of Density Functionals.
cu o e Above, only the different amount of HF exchange was

emphasized in the comparison of BP86 and B3LYP functionals.
However, the improved bonding description could also originate
B from their different correlation functionals (P86 compared to
A LYP). However, calculations show that using BLYP or B3P86
to the ligand orbitals (Scheme 2B). This would increase the functionals gives virtually identical atomic spin densities to
spin density on the Cu and shift the CT transitions to higher BP86 and B3LYP, respectively. The change due to the different
energies and the LF transitions to lower energies. correlation functionals is less than 2% in the Cu spin density
3.2. Hybrid DFT Ground-state Wave Functions. By (see Section 3.3.3). The improvement in the spin density,
combining density-functional approximations with Hartree  therefore, must come from the inclusion of the HF exchange.
Fock theory, one can make use of the advantages of eachThis assumption is also supported by calculations using Becke’s
method. In our case, mixing ionic HF character into the covalent half-and-half functional (Figures 1 and 2, diamonds). The
DFT wave function can destabilize the metal d-manifold and BHandHLYP set of functionals gives a too ionic bonding
improve the ground-state description. First, the performance of description (0.67+ 0.01e). The magnitude of the error in LF
the B3LYP method is examined, and then the mixing of the and CT transitions is similar to that obtained using the B3LYP
HF exchange into the DFT exchange functional is optimized method however the sign is opposite. The effects of the different
based on experimental data. ratios of HF and DFT exchanges strongly indicate that there
3.2.1 B3LYP FunctionalsAs seen in Figure 1 (rectangles), should be an optimum value between 20% and 50%, which

the spin density plots obtained from B3LYP functionals are maiches the experimental ground-state spin density and excita-
shifted about 510% toward a more ionic description, i.e., larger ;o energies.

Cu spin density values relative to BP86. The all electron and Th t of HF exch timized b ; ficall

effective core potential basis sets converge to a value of 0.55 1€ amount o exchange was optimized by systematically

+ 0.03e for the Cu spin density. This shows an improved varying the local and nonlocal exchange and correlation
functionals. The optimization was carried out by comparing the

ground-state bonding description; however, it is still too covalent - ) ’ .
compared to the experimental spin density (0:62.02¢). MPA calculated Cu spin density with experiment. Because the

The behavior of different population analysis methods parallel OPtimal value of the HF exchange mixing was only slightly
those found for the BP86 calculations. The Cu spin densities different (deviation is less than 2%) in the different combina-
analyzed by MPA (BS5: 0.48e, ECP5: 0.52e) and AIM tions, 38% of the total DF exchange (local and nonlocal) was
(BS5: 0.52e; ECP5: 0.59¢) show a deviation of less than 0.07e.replaced with HF exchange to match the experimental

As the spin density values are improved, the transition SPin density keeping the DF correlation unchangBgc(=
energies improve relative to experiment (Figure 2). The ligand- 0.62Ex"SPA + 0.62 AEx®% + 0.38x"F + AECP®9. Although
field transitions are shifted to lower energies, whereas the chargethe spectroscopic calibration was carried out using the B88
transfer transitions are shifted to higher energies. The error of exchange and P86 correlation functionals as implemented in
the B3LYP method in excitation energies is approximately half Gaussian98, the amount of HF exchange is transferable to other
of that for the BP86 method. In addition, the order of the excited- functionals such as BLYP (vide supra). Using this hybrid
states is reproduced, which is not the case at the BP86 level.functional adjusted to the ground-state, the LF and CT transition
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TABLE 4: Results of Geometry Optimizations of D4, and TABLE 5: Calculation of a;g Normal Mode Frequencies
Dog Symmetric [CuCl,]2~ Complexes: Gas-Phase Optimized (v(aug), cm™1), Corresponding Force Constants f(aig), N m™2)
Cu—Cl Bond Length (d, A), Distortion from Ideal and Imaginary Frequencies {imag, M) in D4 [CUCI4]?~
Tetrahedral Structure (a, °), Calculated Spin Density of the Models

Cu Atom at the Optimized (SD°?,, electron) and at the

Experimental (SDe®, electron) Structures method Vimag V(@) f(as
" " a D, gas-phase, experimental geometry
method d_SB* SD® ¢ BP86/BSIV —79 281 1.6727
Dan [CuCl?~ BP86/BSIV 2.388 0.41 0.41 BP86/BS5 —77 285
BP86/BS5 2.361 0.40 0.40 54.7 B3LYP/BS5 —82 294 1.7853
B3LYP/BS5 2.368 049 0.48 B(38HF)P86/BS5 -75 294 1.7830
B(38HF)P86/BS5 2.330 0.60 0.58 BHandHLYP/BS5 -85 304 1.8993
BHandHLYP/BS5 2.355 0.70 0.66 -
solid phase experimental 2.264 0.62 54.7 Dan, gas-phase, optimized geometry
£0.02 BPS86/BSIV —45 213 1.0645
Daa [CUCl)2 BP86/BS5 —48 227
BP86/BS5 2.340 0.48 0.47 4.3 B3LYP/BS5 —51 233 1.1204
B3LYP/BS5 2.347 0.59 0.57 4.3 B(38HF)P86/BS5 —54 255 1.3444
B(38HF)P86/BS5 2.314 0.74 0.69 3.8 BHandHLYP/BS5 —57 252 1.3041
BHandHLYP/BS5 2.339 0.83 0.76 3.1 solid phase experimental 276
solid phase experimenfal 2.209 0.7 4.8
athe difference in the half of the smaller -©Cu—Cl bond angle experimental and optimized geometries (Table 5). Each station-
and the ideal tetrahedral value (10947 ary point had one imaginaryzpnormal mode. The value of

tthe imaginary frequency decreased upon optimization, however,
it was not eliminated completely due to thy, symmetry

3.3. DFT Calculation of Potential Energy Surface Proper- constraint. This imaginary mode disappefareq when the sym-
ties. In this section, the influence of the improved bonding metry of the .molecule'was. reduced Boq (v@e mfrla).
description on the potential energy surface (PES) is investigated. "€ experimental vibrational value available is that of the
These results are important for the extrapolation to properties (otal symmetric (g) Raman active breathing mode, which is
of experimentally nondetectable intermediates and discussions2/6 €M7 in the ground-state oDa, [CUCL]*". A small

energies were also in excellent agreement with the experimen
(rms deviation is less than 1000 chj.

of reaction pathways. influence of the bk, imaginary frequency is expected on the
Given the inherent instability of the planar [Cyl2l structure  calculated & mode mainly due to the small change (0.02 A)
to distort into aD,q geometry (vide infra), the gas-phaBan in the calculated CuCl distance upon distortion tdazq

structure was studied initially, which corresponds to a transition 9€0metry (Table 4).

state along the distortion mode followed by a less detailed As a consequence of the longer optimized-@li bonds in
study of theD,q complex. In Section 3.4, we systematically these computations, the frequency of thg eode in the
determined that the minimal environment from the crystal €xperimental geometry is overestimated; although, the error is
structure, which is necessary to stabilize the complex from €ss than 20 cmi. After optimization, the bond lengths are

distortion to aD,q geometry. elongated to such an extent that the Raman active mode becomes
3.3.1. Gas-Phase PES PoinfEable 4 shows the results of underestimated. The longer €CI bonds decrease both the

geometry optimizations for thB4, [CuCl]?~ molecule in the interaction of the ligands with the Cu atom and the electronic

gas phase at different levels of theory. repulsion between the ligands. This makes the curvature of the

At standard DFT levels (BP86, B3LYP, and BHandHLYP), totally symmetric mode more shallow, which corresponds to
the calculated CtCl bond lengths are more than 0.1 A longer lower frequency values. Overall, among the methods presented
than the experimental values. The spectroscopically calibratedin Table 5, the spectroscopically calibrated B(38HF)P86 method
B(38HF)P86 calculation gives a shorter-00l bond; however,  gives the largest, thus closest to experimeqyfrequency for
it is still 0.07 A longer than the experimental value. the geometry optimized structures. On the basis of the harmonic

The bond length trends among the various DFT functionals force constants the strongest-©Ql bond is calculated in the
are rather different than those for the spin densities and B(38HF)P86 method.
excitation energies. The Slater (BSIV) and Gaussian (BS5) type To address the effect of various DFT functionals on the bond
orbitals using the same set of functionals (BP86) give different strength, the potential energy surface of [CJ€l was also
optimized Cu-Cl bond lengths (2.388 A vs 2.361 A, respec- studied at the dissociation limit of the first €€l bond. Both
tively), although the spin densities in both the experimental and homolytic and heterolytic bond cleavage were calculated (Figure
the optimized geometries are virtually identical (Table 4). The 3). The homolytic process of the €€l bond cleavage was
optimized Cu-Cl bond lengths at the B3LYP level are slightly ~ calculated to be endothermic at every level of theory. It should
longer (2.368 A) and for BHandHLYP they are slightly shorter be noted that in the homolytic cleavage (i.e., reductive elimina-
(2.355 A) than at the BP86/BS5 level. The Cu spin densities tion of a Cl atom), the Cu(ll) is formally reduced and the
calculated by the two hybrid methods increase form 0.49e to resulting Cu(l) complex has a filled d-manifold with a quite
0.70e, respectively. The Cu spin density in the optimized different electronic structure than that of Cu(ll). One has to be
geometry of the B(38HF)P86 functionals lies between the aware that the empirical adjustment for a cupric system might
B3LYP and BHandHLYP values, however, the -©0l bond be not directly transferable to a cuprous center. In the heterolytic
(2.330 A) is the shortest among all the DFT methods. In contrast process, the fragments after dissociation are lower in energy
to the spin densities, there is clearly a nonlinear correlation (i.e., more stable) than [Cug#". This implies that in the gas
between the bond length and the amount of HF exchange, whichphase theD, [CuCL]?~ molecule would not be stable and
is due to the use of different type and amount of correlation environmental interactions are needed to prevent the dissocia-
functions (vida infra Sections 3.3.2 and 3.3.3). tion.

To further evaluate the PES of the gas-ph&sg,[CuCly2~ In gas-phase calculations, presented in Figure 3, the inclusion
molecule, frequency calculations were performed using both of HF exchange modifies the dissociation energies by ap-
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Figure 4. Potential energy and spin density scans of the four-Clbonds in theD4, [CuCly?~ (solid line energy plots, dashed line Cu spin
density plots).

proximately 3 to 8 kcal moll. In the homolytic process, the to the B3LYP level, shifts the PES to a shorter bond length
bond dissociation energy at the B(38HF)P86 level is between and forms a steeper parabola (i.e., shorter-Clbond and

the BP86 and the B3LYP results. On the basis of high level ab larger a normal-mode frequency, Tables 4 and 5). A common
initio calculations (vide infra), the GGA approximation seems characteristic of the three functionals is the generally flat
to give the closest results to the highest ab initio level (QCISD/ potential energy surface. The four €CGl bonds can simulta-
BS5 AE= —68 kcal mofl) we have studied here. In the neously change within approximately 0.1 A range around the
heterolytic process, the B(38HF)P86 level gives the smallest, stationary points at the expense of less than 3 kcaf ol

i.e., least exothermic dissociation energy, whereas the B3LYP  The tendencies of Cu spin densities upon scanning the Cu
and the BP86 levels provide about 3.9 and 5.2 kcalmlore Cl bond length are also notable (Figure 4, dashed lines). The
exothermicAE values, which correspond to weaker bonds. The spin density curves go though a maximum, which is at a longer

corresponding ab initio dissociation energyA& = 47 kcal Cu—Cl distance than the stationary value. At both short and
mol~1, which is the closest to the B(38HF)P86 result. long Cu—Cl distances, the spin density is delocalized mostly
3.3.2. Gas-Phase Potential Energy Surface Scaosgain over the four Cl atoms. The Cu atom approaches a cuprous state

more insight into the ground-state PESof, [CuCly]?~ beyond with a fully occupied d-manifold, which can be explained by
the stationary point and the dissociation limit (see Section 3.3.1), the high electron affinity of Cu(ll) and low ionization potential
potential energy scans were carried out along thenarmal of CI~ anion (21 eV and+3 eV, respectively, at the BP86/
coordinate. From Figure 4, the amount of HF exchange BS5 level of theory). The spin density curves are rather flat
simultaneously shifts and scales the potential functions (solid around the equilibrium geometry, which explains why no
lines). The BP86 and B3LYP potential curves look very similar, significant change is observed in the Cu spin densities upon
although the former is shallower as indicated by the lower optimization (0.02e at the B(38HF)P86 level, see Table 4).
frequency in Table 5. The difference in the PES minima of the  3.3.3. Effects of Systematic Variation of Exchange and
two standard DFT methods is also small as can be seen fromCorrelation FunctionalsFigure 5 presents spin densities and
the stationary bond lengths in Table 4 (0.007 A). In contrast, optimum Cu-Cl bonds lengths as functions of the systematic
the additional amounts of 18% HF exchange, 19% DF correla- replacement of DF exchange with HF exchange (Figure 5A)
tion and the different type of correlation in B(38HF)P86 relative and the gradual reduction of the DF correlation in the BP86 set
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Figure 5. (A) Optimized Cu-Cl bond lengths (A) and MPA Cu spin densities (electrorpin[CuCL]?~ as function of density functional exchange
(DFX: B88) substitution by HartreeFock exchange (HFX) at maximal and minimal density functional correlation (DFC: solid black P86; solid
gray LYP) limits using BS5. (B) Optimized CtCl bond lengths (A) and MPA Cu spin densities (electronpif [CuCl]?~ as function of the
amount of density functional correlation (DFC: P86) at maximal and minimal density functional exchange (DFX: B88) limits using BS5.

of functionals toward the HF limit (Figure 5B). These figures of DF correlation supports the replacement of the B88 DF
demonstrate the sensitivity of the atomic spin densities to the exchange with HF exchange, whereas the P86 DF correlation
ratio of HF and DF exchangef\ED ~ 45%) and the small  was left unaltered; otherwise the optimized-&Zti bond lengths
influence of the DF correlatiom\(SD < 5%) on them. In Figure ~ would have been longer (see Figure 5B).
5A, the spin density curves nearly asymptotically approach the  3.3.4. Energy Decomposition Analysé&he Cu-Cl bond
ionic HF limit (85—87% Cu character). length contracts upon incorporation of HF exchange, which
On the basis of the trends in Figure 5, the optimized-Cu results in a more ionic description. To gain more insight into
bond lengths are affected by the amount of HF exchange andthis bond contraction, simplified energy decomposition analyses
the type of the DF correlation with an upper limit of 0.04 A. (EDA) were carried out for the GGA and hybrid DFT wave
Alternatively, the total amount of the DF correlation can functions.
influence the bond length by up to 0.17 A. Upon variation of First, calculations of the bonding energy at optimiZeg
the amount of the HF exchange, the stationary-Cubond [CuCl)]?~ geometries were performed using atomic fragments
lengths show an asymptotic behavior similar to the atomic spin with different effective nuclear charges. The fragment charges
densities gradually leveling off at approximately 50% HF were taken from the MPA results of the GGA (BP86), hybrid
exchange. The nonsystematic change of bond lengths in(BHandHP86) DFT, and HF calculations with complete DF
comparison of BP86, B3LYP, and B(38HF)P86 can be under- correlation using BS5. The results of the EDA (Table 6)
stood based on Figure 5. The longeri bonds at the B3LYP demonstrate that the bonding stabilization increases as the wave
level partially result from the use of different type and amount function approaches the hypothetical ionic limit of the atomic
of correlation functional, as well as the change in the HF fragments. Simultaneously, the steric energy (Pauli repulsion
exchange mixing compared with the BP86 based methods. Asand electrostatic attraction) decreases. However, the sum of the
seen in Figure 5A, the optimized bond lengths using the LYP nonelectrostatic terms (Pauli repulsion and orbital stabilization)
DF correlation is about 0.04 A longer than using the P86 remains quite constant throughout the series. The increase of
functional and this difference is not affected by the amount of bonding stabilization can be attributed to the increase in the
HF exchange. Alternatively, the Gl bond length is strongly ~ electrostatic attraction. This observation argues for the domi-
dependent on the amount of DF correlation. Deviation from nance of ionic over covalent interactions. On the basis of this
complete (100%) DF correlation, as found in the B3LYP set of simplified EDA scheme, the CuCl bond contraction can be
functionals (81%), can itself elongate the optimized bond lengths explained by an increasing weight of the ionic character in the
by about 0.02 A (see Table 4). Within the set of BP86, B3LYP bonding.
and B(38HF)P86 functionals, which covers88% mixing of Focusing only on the electrostatic interactions, a simple point
HF exchange, 831100% DF correlation and two different types charge model can estimate the change in the ligdigand
of correlation functionals (LYP and P86), the overall geometry repulsion and metalligand attraction upon increasing the
change in the stationary point is about 0-@204 A, whereas amount of HF exchange (see Supporting Information, Figure
the spin densities (and other electronic structure properties) areS2). The total Coulomb interaction energy between the atomic
strongly influenced by the amount of HF exchange (by 20% in fragments is defined by six (two long and four short) ligand
the case 0D, [CUCLL?"). ligand repulsion and four metaligand attraction terms. The
The effect of DF correlation on the geometry can be atomic point charges were taken from the MPA results as in
rationalized by the increased occupation of the LUMO and the EDA-DFT analysis. From Figure S2, it can be seen that
higher unoccupied orbitals at the expense of HOMO and lower the increase of the attraction energy overcomes the increase of
orbital occupations upon incorporation of the dynamical cor- repulsion energy, therefore more stabilization is present at the
relation. The low-lying unoccupied orbitals (Cu and Cl 4s, 4p) ionic limit relative to the covalent DFT limit. The excess metal
have less antibonding character than the high-lying occupied ligand attraction would lead to bond contraction, as observed.
orbitals (Cu d manifold combined with Cl p orbitals), and 3.4. Environmental Effects on the Potential Energy
overall, this results in decreased antibonding interaction betweenSurface. The remaining difference between the experimental
the Cu and CI atoms. The importance of the amount and type and best theoretical (B(38HF)P86/BS5) -0l bond lengths
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TABLE 6: Energy Decomposition Analyses (in eV) ofD4, [CuCl4]?~ Using Atomic Fragments with Different MPA Charges
Obtained from Hybrid DFT Calculations (in stationary point geometries)

charges bonding
fragment charges obtained from ADF-EDA breakdown subtotals energy
Cuto-24C|-056 100% DFX Pauli: +21.3 —-2.7
100% DFC elect.: -7.1 steric: +14.2
orbit: -16.9 nonelect.: +4.4
Cuto48C|-0.62 50% DFX=HFX Pauli: +20.4 —-3.7
100% DFC elect.: -8.3 steric: +12.1
orbit: —-15.8 nonelect.: +4.6
Cuto-64C|-066 100% HFX Pauli: +19.7 —-4.7
100% DFC elect.: —-9.3 steric: +10.4
orbit: —-15.1 nonelect.: +4.6
Cut200C|-100 theoretical Pauli: +11.8 —28.9
ionic limit elect.: -31.9 steric: —-20.1
orbit: —8.8 nonelect.: +3.0

a Steric= Pauli + Electrostatic; Nonelectrostatie Pauli + Orbital

(2.264 A vs 2.330 A) and the presence of an imaginagyrnde (about—100 cnt?) of the by, mode were observed in all of the
prompted us to investigate the importance of environmental D4, geometry optimizations. Once the symmetry of the opti-
effects on the structure and to validate the various DFT mization was reduced, the [Cuf&™ unit adjusted its position
functionals in solution and solid phases. relative to the orthogonally arranged point charges. In all cases,
All the above computations in gas phase were restricted to the [CuChk]?~ unit rotated out from its experimental position
D4, symmetry, which resulted in an imaginary frequency for and distortion to @,q geometry occurred.
the geometry optimization regardless of the level of theory. In As expected, the solvent effects greatly influenced the bond
terms of the gas-phase potential energy surface, Dhe dissociation energies. The exothermicity of the first—i
stationary point corresponds to a first-order transition state, heterolytic bond dissociation energy is reduced by 80 kcal
which connects two (identical)yy structures through thexp mol~1in the spherically arranged point charges model compared

out-of-plane distortion (Figure 3). Reoptimization of the [CJ/CI to the gas-phase value (Figure 3). The maximum difference
complex without a symmetry constrain lead<g structures, among the three DFT methods studied remained about 5 kcal
which are characterized as true minima (Tables 4 and 5). mol~1 as found in the gas phase with the B(38HF)P86

The accuracy of these optimizations is comparable to those functionals giving the least exothermic value. Additional
for the D4, geometry. In all cases, the calculated bond lengths structural optimization with the continuum did not significantly
in the Doy geometry are longer than the experimental value change the dissociation energy.

(2.264 A). The hybrid method with 38% HF exchange provides  The bond dissociation energies by the more sophisticated
better agreement with experiment than the standard DFT PCM solvated models become negative (Figure 3) and the
methods. The Cu spin densities are also improved using thedissociation reaction is endothermic. The dissociation energy
B(38HF)P86 functionals. Consistent with tiiey, [CuCls]?~ at the spectroscopically calibrated B(38HF)P86 level is changed
complex, the Cu spin densities in the equilibrium geometries by approximately 3 kcal mot relative to the BP86 level giving

are slightly larger (more ionic bonding) compared to the results the most endothermic dissociation. These descriptions cor-

of calculations using the experimental structure. respond to a stronger bond as also seen irClbond lengths,
The differences in the energy upon optimization of Dwg force constants andginormal-mode frequency.

to the Dyg structure are 5.7, 7.0, 8.4, and 8.5 kcal nidior 3.4.2. Crystal Lattice Effectshe solid-state lattice effects

BP86, B3LYP, B(38HF)P86, and BHandHLYP functionals, were modeled first by an asymmetric point charge model, where

respectively, using the BS5 basis set (Figure 3). four positive point charges were arranged around the [g#CI

To obtain a PES, where ttigy, [CuCls]?~ molecule is a true unit as the closest H atoms of the four ammonium counterions
minimum, we extended our study to investigate various solvation in the experimental crystal structure. These calculations were

models. Further, the crystal structure of (nmgBuCls] was performed without any geometry constraint. The [C{iClunit
used to construct the smallest environment, necessary to stabilizeemained planar but rotated reducing the distance between the
the square planar structure. Cl atoms and the point charges. The optimized geometry has a

3.4.1. Sabent EffectsThe effect of solvation models on the  Cl—point charge distance of 1.43.50 A compared with the
properties of the ground-state wave function was studied. It was initial experimental CHH(N) distance of 2.172.63 A. The
found that, using point charges or continuum models with Cu—Cl distances are 2.262.31 A. Regardless of this excellent
different dielectric constants, variation of Cu spin density is not agreement with experimental €I bond lengths, the Hessian
more than 2%. The solvation effect of the excitation energies matrix contained two negative eigenvalues in the lowest energy
is also less than 1000 crh geometry. In addition, the optimized structure of this model

Due to the negative charge of the molecule and the chargesystem is chemically irrelevant to the present system since it is
separation in the heterolytic bond dissociation process, signifi- rather similar to the [Cu(HCJ)?+ complex. In agreement with
cant solvent effects are anticipated on the PES properties.examples from the literatuf€,asymmetrically arranged point
Therefore, simplified solvated PES studies were carried out charges can prevent tiey distortion; however, these structures
using various point charge models, including six orthogonally do not correspond to true minima on the potential energy surface

arranged point charges &f0.333e &5 A from the Cl atoms. in our calculations. Therefore, larger and more realistic molec-
The polarized continuum model (PCM) with water parameters ular models had to be considered.
was also applied. The simplest model using molecular fragments to simulate

Regardless of the point charge positions or the magnitude of crystal lattice effects is composed of four ammonium ions. In
the dielectric constant, nonnegligible imaginary frequencies constrast to the point charge models, g distortion occurred
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TABLE 7: Optimized Minimum and Maximum Values of Cu —Cl Bond Lengths (I, A), CI-Cu—CI Bond Angles @, °) and
Cl—Cu~—Cl---Cl out-of-plane Angles @, deg.) and Cu Mulliken Atomic Spin Densities (SD, electron) of the [CuG]?~ Complex

in Solid State Structure Modeling Using BS5/BS2

method basis set | 0 w SD
BP86 ECP2 2.3622.375 89.16-90.85 -0.3-0.7 0.38
B3LYP ECP2 2.3592.370 89.1790.47 —0.4-0.6 0.43
BHandHLYP ECP2 2.3462.350 89.42-90.37 —-0.2-0.4 0.60
BP86 BS5/BS2 2.3042.312 89.56-90.53 —-0.5-0.3 0.42
B3LYP BS5/BS2 2.3132.319 89.51+90.54 —-0.5-0.4 0.50
B(38HF)P86 BS5/BS2 2.288.290 89.72-90.45 —-0.4-0.2 0.60
B(38HF)LYP BS5/BS2 2.3142.314 89.65-90.51 —0.4-0.4 0.61
BHandHLYP BS5/BS2 2.3102.312 89.66-90.51 -0.3-0.4 0.68
experiment 2.2482.281 90.1-89.9 0.0 0.62-0.02

Figure 6. Smallest model of the tetragonal [CUf2t crystal structure,
which prevents the tetrahedral distortion upon geometry optimization
(A: top view, B: side view, for optimized coordinates see Supporting
Information, p 2).

even when ammonium cations are kept frozen in their experi-
mental positions. Th®,y distortion occurred, as well, using
the dimethylammonium counterions, although the imaginary
frequency the initial experimental geometry decreased in from
gas-phase value of 80 crhto about 50 cm. Employing a
finer integration grid and tighter convergence criteria than the

default values did not change the outcome of these calculations.

The smallest molecular system, which upon optimization
gives a planar Cu complex without any restriction of the
[CuCly]?~ unit, is presented in Figure 6. The model contains

Full optimization at BP86/ECP2 and B3LYP/ECP2 levels
gives too long Cu-Cl distances (2.3592.375 A). The distortion
of the C-Cu—Cl angles from 90and the out-of-plane bending
is less than 1 Using the same basis set, calculation with
BHandHLYP functionals gives shorter bond lengths (2:346
2.350 A), but they are still longer than the experimental value
(Table 7). The Cu spin densities of the stationary points (6.38
0.43e) are practically identical to that of the gas-phase structure.
As found in the solvent calculations, the solid-state environment
of the [CuCk]2~ unit has no significant effect on the spin
densities and consequently on the excitation energies.

To map the PES around the stationary point of the [GJCI
unit within the solid-phase cavity at the B3SLYP/ECP2 level,
the four Cu-CI bonds were compressed to their experimental
values Al = 0.1 A). During the scan, the spin density remained
unchanged and the total energy increased by only 4.8 kcai'mol
(about 1 kcal moi! per Cu-Cl bond). This indicates a quite
flat potential energy surface and justifies the need for molecular
consideration of environmental effects in order to fine-tune the
interactions with the [CuGJ?>~ unit. At the B(38HF)P86/
BS5+BS2 level, the binding energy of the [CUt™ unit within
the pocket of the crystal environment is approximately 10 kcal
mol~! calculated from the energy difference between the isolated
D24 [CuClg]?~ molecule in its equilibrium geometry and the
lattice model in the experimental geometry. This binding energy
can be considered as the stabilization energy of the tetragonal
structure due to van der Waals and hydrogen bonding inter-
actions originated from the lattice environment.

The effect of basis set saturation on the stationary geometry
was studied by using the BS5 basis set for the [GEClunit,
and a smaller basis set (BS2) for the environment. In all
calculations, the equilibrium geometries were improved and the
Cu spin densities were increased compared with the ECP2
results. The CuCl distances are now between 2.304 and 2.319
A with the standard DFT methods and the [CJ&l1 unit stayed
planar within 2 deviations (Table 7). Although the €&l bond
lengths are still longer than the experimental values, incorpora-
tion of the proper model for the environment successfully
prevents thd,q distortion. As seen in the gas phase calculations,
improvement for the bond lengths was achieved using the
spectroscopically calibrated functional B(38HF)P86, which
provided about 0.02 A shorter &€l distance, only 0.03 A
longer than the average experimental value. The optimized
atomic positions at the B(38HF)P86/BEBS2 level of theory
are given in the Supporting Information. This is a very good

four ethylene molecules as the smallest molecular fragmentsagreement considering the possible improvement of the basis

of phenyl groups and four dimethylammonium cations. The
fragments were frozen at their experimental positions. The
[CuCly]?~ unit was allowed to geometry optimize freely within
the pocket defined by these eight neighboring fragments.

set for the environment. As found for the gas-phase optimiza-
tions, use of the P86 DF correlation yields better agreement
with experiment than the LYP functional. Interestingly, the 18%
additional HF exchange in B(38HF)LYP compared to B3LYP
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shortened the CuCl bond lengths by only 0.0620.005 A, TABLE 8: Calculated Mulliken Spin Densities (Cu,
whereas other geometrical parameters remained unchanged. Thiglectron) of D, [CuCl4]?~ Complex by ab Initio Methods

finding supports the above results that both the type of all electron effective core potentials
correlat_ior_1 functional and the amount of the HF exchange affect BS2 BS5 ECP2 ECP5
the optimized geometry of the [Cufd~ complex.
Results of the solid phase frequency calculations are between - P 0.8 o8 2.8
esu ph; q y cal , MP2 0.83 0.70 0.66 0.70
the gas phase frequencies calculated at fixed experimental and ppa 0.82 0.67 0.64 0.67
optimized geometries. The standard BP86 calculation slightly CCD 0.85 0.74 0.68 0.74
underestimates (261 cr), and the spectroscopically calibrated ~ CISD 0.86 0.75 0.66 0.74
hybrid method overestimates (282 cthy the experimental value QCISD 0.78 0.60 0.56 0.58

(276 cn).78 o o .
significantly affect the description of the potential energy

surface. Gas and solid-phase calculations for the [g&Cl
4. Discussion complex were in better agreement with experiment using the
i i ] P86 correlation compared to LYP. Substituting part of the DF
Using theDan [CuCly)*~ complex to calibrate modern density  correlation with HF exchange (as in the B3LYP method, where
functional methods, we have found that the GGA DFT methods, the nonlocal DF correlation is reduced by 19% as a consequence
such as BP86 and BLYP, generate a bonding description, whichof the empirical fit) does not significantly alter the ground-state
is too covalent. The calculated ground-state atomic spin densityspin density, but elongates the €@l bonds providing less
for the Cu(ll) ion is too small (0.40e at the BP86 level using @ accurate optimized geometries. The overall effects of variation
converged basis set) compared with the experimental value (0.62, the HF exchange and type and amount of DF correlation in
+ 0.02e). The calculated charge-transfer energies, which areyne BP86, B3LYP, and B(38HF)P86 functionals on the PES
too low and ligand field transition energies, which are too high, properties are comparable.
indicate that the metal d-manifold is too stabilized resulting in ~ Beckeé® and Baerendd showed that the exchange functionals
an inverted bonding description (Scheme 2A). The B3LYP i, modern DFT methods approximate the exact exchange and
hybrid density functional method improves the bonding by nondynamical correlation and the correlation functionals ap-
increasing the spin density by approximately 10%, and reducing proximate the dynamical correlation. It is interesting to compare
the error in transition energies by approximately 40%. However, the effects of correlation in DFT with those in ab initio
the bonding description in the ground-state is still too covalent. ¢acylations, where the electron correlation can be systematically
The inherent self-interaction of the approximate exchange- included. In the ab initio method, the exact exchange interaction
correlation functionals seems to be responsible for the t0o js determined in the Hartred=ock SCF calculation, which is
covalent bonding description. This excess interaction energy supplemented with various approximations of dynamical cor-
overly stabilizes the d-manifold, thus inverting the bonding relation in the post-SCF calculation. The electron density has
description. Self-interaction corrected DFT methods have peen generated for the selected methods summarized in Table
already been developed and show remarkable improvements ing, The MollerPlesetts perturbation thed?y®s up to the forth
atomic calculationg® However, at this time, for molecules they  grdep? converges toward a reasonable bonding description,
are not as accurate as the GGA or hybrid DFT metH&ds. although the highest level of theory employed here (MP4/BS5)
The Becke’s half-and-half hybrid DFT method gives a still gives an overly ionic description. The coupled-cluster theory
description, which is too ionic. This indicates that there is an (CCD?889 where the electron density is computable gives a poor
optimal mixing of HF exchange matching the experimental bonding description because it includes only double substitu-
covalency of the CuCl bond. The amount of HF exchange tions. In the case of the Cl approach, the QCISD calculétion
has been fitted to experiment with the replacement of 38% of using the BS5 basis set gives excellent agreement with the
the total (locaH nonlocal) DF exchange providing a bonding experimental spin density and also an improved PES descrip-
description consistent with experiment. Without further adjust- tion.2°
ment, we have achieved good agreement of the transition A computational limitation may be the lack of hybrid density
energies (rms error is less than 1000 énwhich indicates a  functional implementation (e.g., in the ADF package). For such
reasonable excited-state description, i.e., proper adjustment ofcases, we have employed two alternative approaches: adjust-
the d-manifold energy. We have also found that this experi- ment of the nuclear charge and the introduction of excess
mentally adjusted hybrid density functional (B(38HF)P86) gives effective core potential. These approaches are conceptually
a better geometry and improved PES description due to its moresimilar, but their technical implementations are different. Their
ionic bonding description. We have achieved improvement in performance in electronic structure properties is as good as of
bond lengths by 0.020.03 A in the [CuCl]>~ complex. The the B(38HF)P86; however, their PES descriptions are signifi-
frequency of the totally symmetrig@breathing mode of the  cantly worse.
Dan [CuCly]?~ complex increases by about 280 cnt! and In the first approach, the destabilization of the d-manifold
correspondingly the force constant increases by nearly 30% uponenergy is achieved by lowering the Cu nuclear charge (Z). As
inclusion of 38% HF exchange relative to BP86. The stabiliza- a consequence of the orbital energy shift, the antibonding
tion energy of theDyg structure at the B(38HF)P86 level metal-ligand orbitals gain more metal character. In the simplest
increases by about 3 kcal mélcompared with the BP86 level.  implementation, the effect of adjusted Z on the molecular
The estimated heterolytic bond dissociation energy of the first orbitals can be tested using basis sets of atoms with different
Cu—Cl bond in water becomes more endothermic by the same nuclear charges. By using the BS3 Ni basig’sir the Cu
amount. atom, the calculated spin density at the B3LYP level decreases
In addition to the exchange functionals, we have compared by 0.1e matching the experimental value, however at the basis
the P86 and LYP correlation functionals. The type and the set saturation limit (using BS5 or BSIV) the improvement is
amount of the DF correlation only slightly influence the quality less than 0.03e, therefore, basis set modification is not a useful
of the ground-state wave function. On the other hand, they bothapproach for improving the bonding description.
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