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Using density-functional-plane-wave-based and localized-orbital computational methods, we systematically
examine the binding of molecular HCl at a variety of surface sites on crystalline nitric acid trihydrate (NAT),
a step preceding the chlorine activation reactions that contribute to the depletion of stratospheric ozone at
high latitudes. We pay particular attention to the role played by surface dangling (non-hydrogen-bonding)
OH groups. After optimizing six low index faces, we find that NAT(001) and (001h) faces are thermodynamically
the most stable. Only one surface site on the (001) face, with one nearby dangling OH group, exhibits a high
affinity for HCl. At this binding site, adsorbed HCl forms a strong H‚‚‚O hydrogen bond with an NO3- ion
and a weaker Cl‚‚‚H hydrogen bond with a nearby H2O molecule. The interaction energy and enthalpy at 190
K corrected for zero-point energies are 23 and 25 kJ/mol, respectively. The presence of one strong binding
site per simulation cell, versus at least three previously reported on the (0001) face of ice Ih (Mantz, Y. A.;
Geiger, F. M.; Molina, L. T.; Molina, M. J.; Trout, B. L.J. Phys. Chem. A2000, 105, 7037), leads to a
prediction of a lower HCl surface coverage on NAT than on ice, qualitatively consistent with experiments
conducted on these surfaces. Additionally, we present kinetic and thermodynamic evidence that molecular
HCl, adsorbed near one or two dangling OH groups, does not dissociate on NAT. By contrast, molecularly
adsorbed HCl likely dissociates when interacting strongly with two dangling OH group on the ice Ih (0001)
face as reported in previously published theoretical studies (Svanberg, M.; Pettersson, J. B. C.; Bolton, K.J.
Phys. Chem. A2000, 104, 5787; Mantz, Y. A.; Geiger, F. M.; Molina, L. T.; Molina, M. J.; Trout, B. L.
Chem. Phys. Lett.2001, 348, 285).

I. Introduction

The surfaces of polar stratospheric cloud (PSC) particles,
formed during the cold polar winter, are now widely recognized
to catalyze halogen activation reactions, e.g., reactions 1-3,
which result in the production of “active” halogen compounds,
e.g., Cl2 and HOCl.1-4 These “active” compounds are photo-
lyzed by sunlight during early spring to yield radicals that
efficiently destroy polar stratospheric ozone via gas-phase
catalytic cycles.1-4 Two general types of solid PSC particles
are thought to exist composed primarily of nitric acid trihydrate
(NAT) crystals (Type Ia PSCs) and of ice Ih crystals (Type II
PSCs).1,2 Another significant form of PSC is composed of
spherical droplets of supercooled HNO3/H2SO4/H2O ternary
solutions (Type Ib PSCs).1,2 One area of research interest in
the atmospheric sciences is the molecular-level elucidation of
chlorine-activation mechanisms, i.e., reactions 1-3, on solid
PSC particle surfaces.

Chlorine activation on water-ice surfaces is currently being
investigated most actively, due to the comparatively simple
chemical composition of Type II PSC particles, which consist
mainly of only one chemical species, H2O. However, the
detailed surface structure of water-ice crystals under strato-
spheric conditions, including, e.g., the degree and extent of
reconstruction and surface disordering,5 the surface density of
dangling (non-hydrogen-bonding) OH groups,6 and the occur-
rence frequency of defects,5 is not well established. Conse-
quently, the relative importance of the several proposed
mechanisms for reactions 17-10 and 311-23 on Type II PSCs is
still being debated. For reaction 1, experimental findings on
ice surfaces include cleavage of the Cl-ONO2 bond,24 the
controversial “presence” of an H2OCl+ intermediate,8,10,25,26and
slow (∼minutes) autocatalytic production of HOCl dependent
on ClONO2 exposure;7 and for reaction 3, experiments show
the absence of surface HOCl7 and prompt (∼tens of milli-
seconds) appearance of Cl2.27 For reaction 3, surface dangling
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ClONO2(g) + H2O(s)98
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HOCl(g,ads)+ HNO3(ads) (1)

HOCl(ads)+ HCl(ads)98
PSC

Cl2(g) + H2O(s) (2)

ClONO2(g) + HCl(ads)98
PSC

Cl2(g) + HNO3(s) (3)
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OH groups likely play a role in the formation of an Hδ+‚‚‚Clδ-

contact ion pair at sites on the ice surface which are reactive
toward Clδ+NO3

δ-(g), based on theoretical findings from our
group and others.13,16,17,19,20

Progress toward understanding chlorine activation on Type
Ia PSC particle surfaces, thought to be composed primarily of
thermodynamically stable NAT crystals,28-30 is not as advanced
as that on Type II PSC particles, and the mechanism of reaction
1 on NAT is presently unclear. Experimentally, the efficiency
of reaction 1 on NAT at a given temperature depends strongly
on the relative humidity.3,4 If the partial pressure of water vapor
is adjusted to approach that of ice, the measured efficiency of
rection 1 on NAT approaches∼1% of that measured on ice,
but as the relative humidity is decreased, the efficiency of
reaction 1 on NAT decreases by 2 orders of magnitude.31 For
a given partial pressure of water vapor, the temperature
dependence of reaction 1 on NAT may also be weakly
negative.32 Both dependences might be explained by the
presence of H2O molecules adsorbed at the “neat” NAT
surface.32,33Alternatively, the explanation may lie in a partially
disordered “quasi-liquid” layer formed by incorporated H2O
molecules, which may depend at a given temperature on the
ambient H2O and HNO3 partial pressures.15 For a specified set
of conditions, either “H2O-rich” or “HNO3-rich” NAT in
equilibrium with ice Ih or nitric acid monohydrate (NAM),
respectively, or an intermediate form may be present.15 Thebulk
chemical composition of these different forms differs by
arbitrarily small amounts from the stoichiometric 3:1 ratio, but
the surfacechemical compositions may be very different, a
hypothesis that is compatible with the Gibbs phase rule.

Experiments indicate that the efficiency of reaction 3 on NAT
also exhibits a strong dependence on the relative humidity/H2O
partial pressure, independent of the partial pressure of HCl: The
dependences observed in flow-tube experiments by Abbatt and
Molina31 (202 K, 1-9 × 10-6 Torr ClONO2, 4-10 × 10-6

Torr HCl) and Hanson and Ravishankara34 (191 K,∼2.5-5 ×
10-8 Torr ClONO2, 5-10 × 10-8 Torr HCl) are quantitatively
very similar despite the factor of 100 difference in partial
pressures of HCl used. The (essentially identical) dependence
on relative humidity observed in both experiments may be due
to the varying affinity of HCl for the NAT surface depending
on the availability of coadsorbed H2O molecules. However,
attempts to model this dependence using, e.g., a simple
coadsorption approach,35 have not been successful.36 Similar
to the H2O partial pressure dependence of reaction 3 on NAT,
reaction 3 on NAT also depends on the HCl partial pressure at
a given relative humidity: Abbatt and Molina31 observe an
enhancement by a factor of 4 of the efficiency of reaction 3 on
“HNO3-rich” NAT (H2O partial pressure of 2.5× 10-4 Torr)
when the partial pressure of HCl is increased from 1.5× 10-5

to 8× 10-5 Torr. The preceding summary of chlorine activation
on NAT suggests the need for additional careful experimental
studies of rections 1-3 on NAT over a range of stratospherically
relevant conditions of temperature and HCl and H2O partial
pressures.

A key step preceding reaction 3 on NAT is the interaction of
HCl with the NAT surface. An HCl surface coverage of 8×
1013 to 5 × 1014 molecule/cm2 was measured by Chu et al.37

using an HCl partial pressure of 4.5× 10-7 Torr and NAT
substrates maintained at 188 K with surface compositions
intermediate between “H2O-rich” and “HNO3-rich” forms. This
range of surface coverage is comparable to that measured on
water-ice surfaces, from 2× 1013 to 4 × 1014 molecule/cm2

(180 to∼220 K, 10-9-2 × 10-5 Torr HCl).38-40 On “HNO3-

rich” NAT, the uptake of HCl is a linear function of the HCl
partial pressure, ranging from 8× 1012 to 2 × 1014 molecule/
cm2 (4 × 10-6 - 10-4 Torr HCl and 5× 10-4 Torr H2O at
202 K).31 At stratospherically relevant HCl partial pressures
(10-8-10-7 Torr HCl), a surface coverage of 1010-1011

molecule/cm2 is estimated by linear extrapolation for this
surface.

The state of HCl on NAT, i.e., molecularly or dissociatively
adsorbed, is not known, because neither experimental nor
theoretical studies have been performed to address this issue.
Heterogeneous chlorine activation reactions involving HCl on
water-ice surfaces are very rapid in comparison to the prohibi-
tively slow gas-phase rates,4 leading in the past to the suggestion
that a mechanism with a low activation energy involving at least
some degree of HCl dissociation is operative on ice surfaces.
By contrast, the efficiency of reaction 3 on “HNO3-rich” NAT
is enhanced relative to the gas phase but is orders of magnitude
smaller than on “H2O-rich” NAT or water ice, resulting perhaps
from a less efficient mechanism with a higher activation energy
that does not necessarily require the same degree of HCl
dissociation as on ice surfaces, and/or from a lower reactant
surface coverage.3,4

Theoretical studies utilizing periodic models of both the bulk
and clean surface of NAM41,42 as well as of bulk NAT43 have
provided a basis for understanding the interaction of HCl with
the NAT surface and ultimately for detailed mechanistic studies
of chlorine activation. While NAM is less atmospherically
relevant, more extensive theoretical studies have been performed
on this solid due to its smaller (and less anisotropic) unit cell
and consequently greater tractability. Poshusta et al.41 obtained
the first detailed theoretical description of bulk NAM using
CRYSTAL92. Based on their finding that bulk NAM is
composed of weakly bound puckered layers, a surface that
exposes such a puckered layer was reasoned to have the
minimum surface energy and hence be most prevalent. This
surface (consisting of the [001] family of planes in the
nonstandardP21cn space group) was characterized in order to
predict favorable sites for physisorption and potentially impor-
tant sites for surface catalysis. It was later suggested by To´th42

that this surface of NAM does not act catalytically, based on
two sets of results using CPMD. First, from a few select
geometry optimizations of HCl, ClONO2, and H2O placed
initially at random positions on the (001) surface, small 0 K
physisorption energies not corrected for zero-point energies were
calculated (e.g., 15 kJ/mol for HCl). Second, no reasonable
change in the adsorbate geometries was observed during a 0.5
ps CPMD simulation at 195 K.

It is unclear whether the findings of To´th42 apply as well to
the crystalline NAT surface. Due to its larger unit cell size, there
are very few (if any) published theoretical studies of the NAT
surface or of chlorine activation on NAT surfaces; only recently
have the structural, spectroscopic, and dynamic properties of
bulk NAT been characterized theoretically.43 These investiga-
tions would be relevant given the relative abundance (particu-
larly in the Arctic) of Type Ia PSCs, which are observed at
several degrees above the ice frost point. An additional caveat
in performing theoretical studies on NAT is that the variety of
possible adsorption sites is large (as discussed in Section IIIA).
High-level ab initio approaches using cluster models representa-
tive of the variety of adsorption sites would be impractical.
Furthermore, no potentials are available that are parametrized
for the study of crystalline NAT under any conditions, preclud-
ing classical simulation approaches. This article represents a
needed initial effort toward elucidating theoretically the mech-
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anism(s) of chlorine activation and parallels that of our recent
studies of HCl interacting with ice Ih.16,17

II. Theoretical Approaches

A. Brief Description. For both geometry optimizations and
simulations performed using the CPMD code,44 the electronic
state is described using density-functional theory with either
the BLYP45,46or (when specified) the LDA47 functional, atomic
norm-conserving pseudopotentials,48 and using only theΓ point
for Brillouin-zone sampling. A plane-wave basis set with a 70
Ry cutoff (unless otherwise noted) is used.

The approaches implemented in CPMD for the geometry
optimization of relevant test molecules, including H2O, (H2O)2,
HCl, and HNO3 (Section IIB), and for larger systems, including
HNO3‚H2O (Section IIB), bulk NAT (Section IIB), the “neat”
NAT surface (Section IIIA), and HCl adsorbed on the “neat”
NAT surface (Section IIIB) are described in detail elsewhere.17

For optimizing the geometry of HCl adsorbed on the “neat”
NAT surface (Section IIIB), we do not sample the 3N-6-
dimensional potential surface as thoroughly as either “simulated
annealing”49 (with a nonzero initial temperature and a scaling
factor larger than 0.9 used here) or a highly methodical sampling
(with respect tor, θ, andφ of all possible configurations of
adsorbed HCl interacting with each surface site) would. Our
optimizations, however, are fully converged (to local minima)
within a reasonable amount of computational time. We note
that HNO3‚HCl isomers (Section IIIB) were optimized using
Gaussian 94,50 and a vibrational mode analysis was performed
using a frequency scaling factor of 1.011951 which we verified
yields reasonable vibrational spectra for HCl52 and HNO3.53

Three dynamical simulations using the Car-Parrinello tech-
nique54,55 of HCl interacting with NAT (Section IIIC) were
performed at a simulation temperature of 155 K, as described
in our study of surface disordering of an extended surface model
of ice Ih as a function of temperature.18 The choice of 155 K,
40 K below the typical formation temperature (195 K) of Type
Ia PSCs, was made on the basis of an estimate18 of 220 K for
the melting point of an ice Ih slab model which was not made
rigorously56 and is not considered precise.

B. Validation: Optimization of Relevant “Building Blocks”
and Bulk NAT. As described elsewhere, the bond lengths and

bond angles of H2O,57 (H2O)2,57 and HCl17 are predicted to
within a few hundredths of an angstrom and one degree of
experimental values using CPMD with the BLYP functional.
In addition, results for H2O, HNO3, and HNO3‚H2O (Figure 1),
important “building blocks” in this study, are reported in Table
1. For HNO3‚H2O, geometry optimizations were performed both
with the planarity of the ring constrained (by fixing the
z-coordinates of all atoms except the free hydrogen of H2O to
zero) and with the ring free to relax (i.e., no constraints). These
results are reported under the column headings “fixed planar”
and “fully relaxed,” respectively. Our computed geometries for
H2O, HNO3, and HNO3‚H2O compare well to other theoretical
predictions.42,58-60 Our computed geometries also compare well
to the experimental data for HNO3‚H2O61 (consistent with a
structure that forms a planar, six-membered ring), HNO3,62 and
H2O.63 For HNO3‚H2O in particular, the six-membered ring
formed by our optimized structure obtained without constraints
is nearly planar (with absolute deviations ofz-coordinates from
zero of less than 0.06 Å), while the geometry is very similar
and the binding energy of 35 kJ/mol is identical to that of the
constrained structure. Our predicted binding energy for HNO3‚
H2O is similar to that reported by To´th,42 who also uses CPMD
but with a smaller cutoff of 40.0 Ry and Vanderbilt ultrasoft
pseudopotentials, and is slightly less than the value reported
by Tao et al.58 at the MP2 level of theory with a localized
6-311++G(2d,p) basis set and corrected for both zero-point
energies and basis set superposition error. No experimental
binding energy for HNO3‚H2O is available.

The geometry of bulk crystalline NAT, modeled using a 112-
atom, 1 × 1 × 2 arrangement of orthorhombic unit cells64

periodically repeated ad infinitum (Figure 2), was optimized
for a few selected values of the lattice constants. As for bulk

TABLE 1: Optimized Geometry and Binding Energy of HNO3‚H2O, and Geometries of Isolated HNO3 and H2O (bond lengths
in Å, bond angles in degrees, binding energy in kJ/mol, and uncertainty in parentheses)

BLYP/PWa BLYP/PWb MP2/6-311++G(2d,p)c experiment

parameter
(Figure 1)

fixed
planar

fully
relaxed

HNO3

or H2O
fully

relaxed
HNO3

or H2O
fully

relaxed
HNO3

or H2O HNO3‚H2Od
HNO3

e

or H2Of

r(NOcis) 1.24 1.24 1.23 1.28 1.27 1.23 1.22 1.213(2)
r(NOtrans) 1.22 1.22 1.22 1.26 1.26 1.21 1.21 1.198(2)
r(N-O′H) 1.43 1.43 1.49 1.45 1.49 1.38 1.41 1.410(2)
r(O′H) 1.01 1.01 0.98 1.03 1.00 1.00 0.98 0.941(3)
∠OcisNOtrans 128.8 128.7 131.5 128.5 130.5 130.2(2)
∠OcisNO′ 116.7 116.7 115.3 116.9 115.7 115.7(2)
∠O′NOtrans 114.5 114.5 113.2 104.2 102.2 114.1(2)
∠NO′H 104.4 104.1 101.8 104.1 102.3 102.6(3)
rw(OH) 0.97 0.97 0.97 0.99 0.99 0.96 0.96 0.9572(3)
∠HOH 106.2 106.4 104.4 105.4 103.8 106.1 104.6 104.52(5)
R 1.69 1.70 1.71 1.779(33)
R 178.5 176.0 173.8 176.4 174.50(41)
â 102.7 103.2 101.3 92(8)
φ 45.9 49.9 30(10)
Rsec 2.61 2.57 2.4 2.30
θ 106.1 105.7 ≈105 119.3
BEg -∆Ee

B ) 35 -∆Ec
B ) 32 -∆Eo

B ) 41

a This work. b Ref 42.c Ref 58.d Ref 61.e Ref 62. f Ref 63.g Computed either with (-∆Eo
B) or without (-∆Ee

B) zero-point energies taken into
account and with the counterpoise correction for basis set superposition error (which is equal to zero in plane-wave calculations).

Figure 1. Labels and definitions of geometric parameters for HNO3‚
H2O.
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ice Ih,16 fractional cutoffs ranging from 70 to 70.070 Ry (BLYP)
and 70.000 to 70.052 Ry (LDA) were used in order to fix the
basis set density, i.e., the number of plane waves per unit
volume. For each optimization, each lattice constant was varied
by the same percentage relative to the accepted experimental
value at 85 K,64 in increments of 2.5%. We point out that the
initial atomic coordinates were not simply “scaled,” but changed
so as to preserve the space groupP212121 symmetry. A more
thorough testing (i.e., varyinga, b, and c independently in
smaller increments) was not performed, because of computa-
tional cost. The most stable simulation cell obtained with the
BLYP functional from a thermodynamic point of view is
associated with lattice constants only 3.4% greater than experi-
ment,64 at the minimum of the best-fit (R2 ) 0.999) quadratic
curve in Figure 2. This result is reasonable given that BLYP,
as a general rule, slightly overestimates lattice constants; it
overestimates by 2.6% thec lattice constant of bulk ice Ih.16

By contrast, the LDA functional generally underestimates lattice
constants, as our prediction of lattice constants 97.5% of the
experimental results at 85 K suggests (Figure 2).

The geometry of the BLYP-optimized simulation cell whose
lattice constants are 2.6% greater than experiment64 compares
satisfactorily with X-ray diffraction data64 (Table 2 and Figure
3). The agreement is best for intramolecular distances and

angles, i.e.,dNO and ∠ONO, due to the fact that our lattice
constants are larger than experiment, an overestimation that
affects intermolecular distances and angles. Not shown in Table
2 is the fact that our calculated OH bond lengths (which
correspond to predicted most probable internuclear distances)
are 0.11-0.19 Å greater than the OH distances estimated from
X-ray diffraction data.64 This is explained by the fact that X-ray
diffraction provides electron density distributions, the maximum
of which is shifted along the OH bond relative to the position
of the nuclei. (According to our calculations, the electron density
is a maximum along the OH bond close to the oxygen atom).
In ice Ih, for example, the OH distances estimated from X-ray
diffraction data are 0.15-0.17 Å shorter than those determined
by neutron diffraction.65 We conclude that CPMD, which was
also used successfully to describe both NAM42 as well as NAT43

by others and to study the interaction of HCl with ice Ih by our
laboratory,16,17may be confidently used to study the interaction
of HCl with NAT. The lowest energy simulation cells obtained
with the BLYP and LDA functionals (with dimensions 9.722
Å × 15.051 Å× 7.043 Å and 9.247 Å× 14.317 Å× 6.699 Å,
respectively) are our starting points for optimizing the surface.

III. Results

A. Optimization of Low Index NAT Faces, and Selection
and Analysis of the (001) Face.Different families of low index
faces of NAT exhibit significantly different structure and polarity
characteristics, e.g., the relatively smooth (010) face consists
of a top layer of H3O+ ions, while the jagged (100) face and
the similarly rough (001) face consist of alternating H3O+ ions,
NO3

- ions, and H2O molecules at the surface. A detailed study
of HCl adsorption on each low index face of NAT would be
extremely time-consuming, given the large variety of possible
adsorption sites, and would not be necessary if it were known
which faces were most prevalent. At the melting point of-18.5
°C, the growth of NAT crystals from solution occurs prefer-
entially along thec-axis, suggesting that [100] and [010] families
of faces might be more relevant than the [001] family for crystals
grown directly from the vapor phase under polar stratospheric
conditions.64 There may, however, be a growth-rate switchover
at lower temperatures, similar to that observed in ice Ih: For
ice Ih crystals grown directly from the vapor phase, the basal
(0001) face is most relevant at temperatures below about-11
°C, while the prism family of faces including [1000], [0100],
and [0010] are more relevant at temperatures above-11 °C.66,67

One reason to believe a switchover may not occur in NAT is
that ice Ih is structurally and chemically quite different.
Experimental growth data as obtained for ice Ih are needed for
confirmation.

In bulk NAT, longer (and therefore weaker) hydrogen bonds
typically run along the crystalc-axis.64 We predict, therefore,
that the smallest amount of energy will be required to expand
the space between two layers along thec-axis, or to cleave along
this direction. Consequently, the [001] family of faces, from a
thermodynamic point of view, is likely prevalent. This prediction
was tested by optimizing the (100), (1h00), (010), (01h0), (001),
and (001h) faces of NAT (Figures 4 and 5). Each face was
modeled by adding a sufficiently large17 surface vacuum region
of 8 Å in theappropriate direction to the optimized bulk NAT
simulation cell (Section IIB), applying periodic boundary
conditions, and fixing underlying atoms to their bulk optimized
positions in order to mimic the effects of an infinite bulk.
Importantly, the same number of each chemical group (i.e.,
NO3

-, H3O+, and H2O) was fixed making comparison between
different faces possible. Fractional cutoffs of 70.010-70.060
Ry (BLYP) and 70.004-70.050 Ry (LDA) were used in order

Figure 2. Six-cell periodic representations of our optimized bulk
crystalline NAT simulation cell shown from orthogonal perspectives.
Plotted are the energies in kJ/mol relative to the most stable simulation
cell obtained with either the BLYP or LDA functional as a function of
relative lattice constants.
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to fix the basis set density, i.e., the number of plane waves per
unit volume.16 Interestingly, during optimizations with either
functional, proton transfer at the (100), (1h00), (010), and (01h0)
faces is observed (Figure 4). This occurs in order to bring closer
together oppositely charged NO3

- and H3O+ chemical groups.
As expected, there is an energetic penalty associated with the
formation of each face examined with respect to bulk NAT
(Table 3); furthermore, for a given face, the penalty obtained
with the LDA functional is greater than that obtained with
BLYP, due to the fact that LDA typically overestimates bond
strengths, whereas BLYP typically (slightly) underestimates
bond energies. The surface energy of either (001) or (001h) faces
is smallest, as shown in Table 3, independent of functional.
Consequently, out of the faces examined, we predict from a
thermodynamic point of view that (001) or (001h) faces are

favored (a conclusion further supported by results in Section
IIIC). This prediction does not necessarily mean that (001) or
(001h) faces of Type Ia PSC particles will be most prevalent in
the polar stratosphere, because of the limited subset of faces
examined, the role of surface defects in minimizing surface
energy, and the fact that kinetic (rather than thermodynamic)
barriers to growth determine relative face abundance. Further-
more, we select for detailed study HCl interacting with the (001)
as opposed to the (001h) face, which does not have a surface
dangling OH group. Subsequently, on the basis of these results,
we predict which sites on the (100), (1h00), (010), and (01h0)
faces are likely to exhibit a significant interaction with HCl and
examine these sites.

The optimized geometry of the (001) face of NAT obtained
with the BLYP functional is reported in Table 2. Surface
reconstruction upon optimization is minor, as indicated by
comparison of distances and angles to the bulk optimized
structure. To predict favorable binding sites for HCl on the (001)
face and compare electronic properties of the surface and bulk,
electron localization function68 (ELF) isosurfaces were computed
for the bulk (without vacuum region) and surface (with vacuum

TABLE 2: NAT Experimental and Calculated Bulk and
(001) Face Geometries (d’s in Å, a’s in degrees)

parameter
(Figure 3) experimenta bulk (001) face

d1 (dNO) 1.256(2) 1.28 1.28
d2 1.247(2) 1.27 1.27
d3 1.265(2) 1.29 1.29
d4 (dOO) 2.798(2) 2.84 2.84
d5 2.755(2) 2.76 2.77
d6 2.800(2) 2.81 2.83
d7 2.576(2) 2.60 2.59
d8 2.626(2) 2.62 2.63
d9 2.482(2) 2.50 2.52
d10 2.809(2) 2.80 2.80
a1 (∠ONO) 120.3(1) 120.3 120.3
a2 121.2(1) 121.4 121.4
a3 118.5(1) 118.4 118.3
a4 (∠NOO) 109.9(1) 114.9 114.6
a5 106.6(1) 110.9 110.9
a6 110.0(1) 112.3 112.2
a7 116.9(1) 109.2 109.2
a8 (∠OOO) 133.0(1) 138.0 138.1
a9 115.5(1) 113.6 113.1
a10 127.2(1) 126.3 126.6
a11 102.1(1) 97.5 97.6
a12 102.1(1) 105.9 105.9
a13 118.2(1) 120.2 120.3
a14 91.6(1) 91.3 91.3
a15 103.1(1) 104.3 104.0
a16 112.8(1) 113.9 113.8
a17 116.8(1) 119.7 119.5
a18 122.7(1) 121.4 120.1
a19 99.6(1) 105.7 105.6
a20 124.4(1) 121.3 121.4

a Ref 64.

Figure 3. Labels and definitions of geometric parameters for our
crystalline NAT simulation cell.

Figure 4. Simulation-cell depictions of four optimized NAT faces.
Proton transfers from the surface H3O+ to an underlying H2O molecule
yield NO3

-‚H3O+‚H2O complexes (dash-enclosed).
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region) NAT models depicted in Figures 2 and 5, respectively
(each with 112 atoms). TheELF, defined elsewhere,68 is a
measure of electron localization and doesnot depend on
performing a unitary transformation to generate localized
orbitals; such transformations of the (generally delocalized)
canonical orbitals (of Hartree-Fock theory) are done in order
to give a more intuitive feel for bonding but are nonunique and
may result in qualitatively different views of certain bonding
situations (i.e., the dichotomy between “σ-π” and “bent”
multiple bonds).68 The ELF ranges between 0 and 1, where a
value of one indicates that the electron is most localized.
Selected isosurfaces (ELF ) 0.8 and 0.9) for the bulk and (001)
face are shown in Figure 5. TheELF ) 0.8 isosurfaces are halo-
shaped and symmetrically centered about the oxygen atoms
within the crystal bulk (as observed in liquid water),69 but not
near the surface where they protrude into the vacuum in order
to minimize electrostatic repulsions. TheELF ) 0.9 isosurfaces
reveal the presence of two lobes on the oxygen atoms each
corresponding to an electron lone pair, as pointed out with black
arrows on one oxygen atom in Figure 5. Extending our analysis

of electronic properties, we note that the total electronic density
of states (Figure 6) for bulk NAT (Figure 2) and the (001) face
(Figure 5) are similar. This is not surprising, given that the
surface model (with 56 fixed atoms) includes a relatively high
number of bulk molecules. The separation (of 9 eV) between
groups of bands is characteristic of an insulating ionic solid;
further insight may be gained by comparing Figure 6 to the
qualitatively similar density of states obtained for NAM by
Poshusta et al.41

B. Geometry and Energetics of Molecular HCl Adsorbed
on NAT and Coverage Dependence.Optimized geometries
and binding energies for HCl in 54 different initial configura-
tions on the NAT(001) face (as modeled in Section IIIA) were
calculated. A systematic procedure for selecting initial configu-
rations was adopted. First, complexes with HCl oriented
approximately perpendicular to each chemical group (such as
NO3

- or H2O) that comprise the (001) surface were examined.
Configurations with the Clδ- of HCl interacting (as opposed to
the Hδ+ of HCl interacting) with the surface were concluded to
be at best only weakly binding, based on a few trial optimiza-
tions and results for HCl interacting with ice Ih,20,70 and were
thus ruled out. Also ruled out were configurations resulting in
overcrowding or juxtaposition of like (atomic) charges. The HCl
molecule was oriented always with the (slightly) positive end
toward the surface, and positioned on the basis of the charge of
the interacting chemical group; for neutral H2O, typical results17

for the HCl‚H2O complex were used (dH‚‚‚O ∼ 1.9 Å and∠ClHO
∼ 180°), while a somewhat longer or shorter hydrogen bond
was chosen when the interacting chemical group was H3O+ or
NO3

-, respectively. After all of the plausible so-called “90°
orientations” were optimized, complexes with HCl oriented
roughly 45° to each chemical group were sampled (i.e., with
the Clδ- of HCl able to form a hydrogen bond with the same
or a different chemical group), following the same criteria.
Chemical groups buried within the slab were ignored and fixed
to bulk optimized positions; the other 56 atoms of the slab were
allowed to relax.

The 18 different configurations (out of 54 tested) resulting
in a binding energy of at least 4 kJ/mol are shown in Figure 7.
Examining the results, we note that there is only one configu-
ration with a binding energy of 27 kJ/mol, approaching that of
about 30 kJ/mol typically calculated17 for HCl on ice Ih; the
next largest binding energy on a different NO3

- group is only
14 kJ/mol, while H2O and H3O+ chemical groups form only
weak∼10 kJ/mol hydrogen bonds with HCl. The variation in
binding energy for a given chemical group (and between
different chemical groups) is rationalized based on the different
lengths of the H‚‚‚O hydrogen bonds (which affects the strength
of either the dipole-dipole or ion-dipole interactions), the

Figure 5. Two-simulation-cell periodic representation of the optimized
NAT(001) face, andELF isosurfaces for this face and bulk.

TABLE 3: Calculated Destabilization Energies per Unit
Area of Optimized Faces Relative to Bulk NAT

cell dimensions

face functional x (Å) y (Å) z (Å) area (Å2) ∆E (kJ/mol/Å2)

(100) BLYP 17.72 15.05 7.04 106 4.49
LDA 17.25 14.32 6.70 96 6.54

(1h00) BLYP 17.72 15.05 7.04 106 4.49
LDA 17.25 14.32 6.70 96 6.54

(010) BLYP 9.72 23.05 7.04 68 3.14
LDA 9.25 22.32 6.70 62 5.38

(01h0) BLYP 9.72 23.05 7.04 68 3.11
LDA 9.25 22.32 6.70 62 5.38

(001) BLYP 9.72 15.05 15.04 146 0.43
LDA 9.25 14.32 14.70 132 2.40

(001h) BLYP 9.72 15.05 15.04 146 0.43
LDA 9.25 14.32 14.70 132 2.40

Figure 6. Density of states calculated for the NAT(001) face and bulk.
A bin size of 0.3 eV was used.
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different extents of surface distortion (relative to the isolated
slab) that disrupt the surface bonding network, and (if applicable)
the stabilizing influence of the Cl‚‚‚H hydrogen bond. To gain
further insight and examine the effect of increasing surface
coverage, four additional two-adsorbate systems were generated
(Figure 7), in each case by adding an HCl molecule to the HCl‚
NAT system with the largest binding energy, 27 kJ/mol. In two
cases, the additional HCl molecule was placed on the same
NO3

- ion, in one case on a nearby NO3
- ion, and in the final

case on a nearby H2O molecule. In all four cases, the average
binding energy of the optimized two-adsorbate systems (9, 14,
12, and 15 kJ/mol) is less than the sum-average of the binding
energies of the individual HCl‚NAT systems, i.e., (27+ 11)/2
) 19, (27+ 18)/2) 23, (27+ 12)/2) 20, and (27+ 6)/2 )
17 kJ/mol. Equivalently, for each two-adsorbate configuration,
the binding energy calculated for HCl at the second (additional)
site is either only slightly positive (either 0 or 2 kJ/mol) or
actually negative (either-8 or -5 kJ/mol). The difference
between the average HCl binding energy and the sum-average

of the individual HCl binding energies is smallest when the two
HCl molecules are adsorbed on different chemical groups, as
one would expect. We conclude that intramolecular sites near
the 27-kJ/mol binding site compete very unfavorably for HCl,
and that only one site on the (001) surface exhibits a high affinity
for HCl.

The site that exhibits the greatest affinity for HCl on the (001)
face involves the interaction of molecular HCl with a NO3

-

ion as well as with the dangling OH group of a nearby H2O
molecule. On the (100) face, there are two NO- ions (per
simulation cell) that would allow HCl to interact simultaneously
with two dangling OH groups, forming a NO3-‚‚‚HCl‚‚‚2H2O
complex that would be less bent (and consequently more stable)
than analogous complexes formed on other faces, i.e., (010).
As observed on ice Ih,16,17 increasing the number of surface
dangling OH groups may lead to a greater binding energy and
ultimately partial dissociation of HCl. Two trial configurations
of HCl at a binding site on the (100) face were optimized, with
as before the surface lattice structure allowed to relax; the most

Figure 7. Optimized configurations of one HCl placed in 18 different configurations and two HCl’s in four configurations on the NAT(001) face.
Except for the most significant (27-kJ/mol) configuration, only chemical moieties involved in binding to HCl are shown; the rest of the face is
omitted. Specified aredHCl ) 1.31-1.42 Å, dO‚‚‚HCl ) 1.47-2.30 Å, ∠ClHO ) 132.0-175.2°, anddCl‚‚‚H′ ) 2.09-3.09 Å; italicized values were
obtained with the LDA (as opposed to BLYP) functional. Binding energies at 0 K are specified with respect to HCl and the isolated slab, i.e., HCl
+ NAT f HCl‚NAT or 2HCl + NAT f 2HCl‚NAT, and are not corrected for zero-point energies, estimated to be-4 to -5 kJ/mol as described
in the text.

6978 J. Phys. Chem. A, Vol. 106, No. 30, 2002 Mantz et al.



stable optimized configuration is shown in Figure 8. The results
in Figure 8 indicate that there are potential surface sites
involving two dangling OH groups that show a high affinity
for HCl. However, our 23-kJ/mol configuration involving two
interacting dangling OH groups (Figure 8) is lower in energy
than the 27-kJ/mol configuration depicted in Figure 7, despite
the additional Cl‚‚‚H hydrogen bond.

Before concluding this section, we note that in order to obtain
binding energies or enthalpies at 190 K, a total correction
(including zero-point energies) of either-5 to -4 kJ/mol or
-3 to -2 kJ/mol, respectively, to the values in Figures 7 and
8 as the strength of the Cl‚‚‚H hydrogen bond increases is
estimated. These correction estimates are based on the actual
corrections calculated for two gas-phase HNO3‚HCl complexes
with the optimized structures at the BLYP level of theory with
a 6-311++G(d,p) basis set shown in Figure 9. We note that
our calculated corrections (and binding energies) for the HNO3‚
HCl complexes are of the same order of magnitude as those

obtained in a recent theoretical study of the stability of hydrogen-
bonded complexes of HNO3 with various bases.71

C. Car-Parrinello Molecular Dynamics of Molecular HCl
Adsorbed on NAT. To investigate the atmospheric fate of HCl,
three CPMD simulations were performed (Figure 10). The first
simulation was performed with HCl initially adsorbed at the
27-kJ/mol binding site with one dangling OH group on the (001)
face. During this simulation, the HCl bond length does not
change by more than several hundredths of an angstrom from
its equilibrium value of 1.38 Å, and the HCl molecule remains
hydrogen-bonded to the NO3- ion; however, the HCl molecule
frequently breaks and re-forms its single Cl‚‚‚H hydrogen bond
with H2O (Figure 10a). We emphasize that HCl forms at most
a single Cl‚‚‚H hydrogen bond at any time during the simulation,
and always with the same H2O molecule. Our results suggest
that dissociation of adsorbed HCl on the (001) face is not
kinetically rapid, although we note that only one trajectory was
obtained, and it is possible (although not expected) that there
are additional paths that are significant atJ1 ps time scales.

As the intermolecular atomic distances in Figure 10a imply,
the (001) surface of NAT is quite dynamic and expands by 3-4
Å in the c-direction at 155 K. The expansion observed during

Figure 8. Optimized configuration of HCl placed on the NAT(100)
face. For a slightly different initial placement of the HCl molecule, a
second, less stable configuration resulted (withdHCl ) 1.33 Å,dO‚‚‚HCl

) 2.09 Å,∠ClHO ) 148.4°, dCl‚‚‚H′1 ) 2.77 Å,dCl‚‚‚H′2 ) 2.40 Å, and
-∆Ee

B ) 9 kJ/mol). See the caption of Figure 7 for additional details.

Figure 9. Optimized, isolated HNO3‚Cl complexes studied in order
to estimate zero-point energy and thermal corrections to the binding
energies in Figures 7 and 8.

Figure 10. Evolution of atomic distances during three CPMD
simulations at 155 K for (a) 0.99, (b) 0.44, or (c) 0.49 ps with HCl
initially adsorbed at the (a) 27-kJ/mol (BLYP) or (b) 79-kJ/mol (LDA)
binding site on the NAT(001) face (Figure 7), or at the (c) 23-kJ/mol
(BLYP) binding site on the (100) face (Figure 8).
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the simulation likely arises from the comparatively weaker
hydrogen binding along thec-axis and the fact that the BLYP
functional underestimates hydrogen bond strengths, e.g., that
of (H2O)2.57 To test this hypothesis, a second (otherwise
identical) simulation was performed using the LDA functional.
The intermolecular atomic distances are more “well behaved”
(Figure 10b) and expansion is not observed, verifying our
hypothesis. Sharing of the Hδ+ of HCl between Clδ- and NO3

-

is observed during this simulation, although the HCl bond length
(1.5 Å) is still considerably shorter than that obtained16 with
BLYP when HCl partially dissociates on ice Ih when interacting
with two dangling OH groups (1.8 Å). This sharing occurs
because the H‚‚‚O and Cl‚‚‚H hydrogen bond strengths are likely
overestimated, compensating for the fact that LDA yieldsDe

) 483 kJ/mol for HCl(g)f H(g) + Cl(g) compared to the
BLYP value16 of De ) 421 kJ/mol and the experimental
value52,72of Do ) 428 kJ/mol (an estimate of the experimental
dissociation energy of adsorbed HCl on ice, which includes zero-
point energies). Last, a third simulation was performed with
HCl initially adsorbed at the 23-kJ/mol binding site with two
dangling OH groups on the (100) face (Figure 8) using the
BLYP functional. During the simulation, appreciable expansion
of NAT along thea-axis is not observed. Interestingly, HCl
does not interact with either dangling OH group (Figure 10c),
preferring instead a perpendicular surface orientation, suggesting
that dissociation of HCl on the (100) face is not kinetically rapid.

To test whether dissociation of adsorbed HCl on the NAT
(001) face is thermodynamically favorable, the 27-kJ/mol
binding site depicted in Figure 7 was modified by cleaving the
HCl bond and forming an O2NOH‚‚‚Cl‚‚‚H2O complex as part
of the (001) surface (withdO3N-H ) 1.00 Å, dH‚‚‚Cl ) 1.96 Å,
dCl‚‚‚H′ ) 2.10 Å, and∠OHCl ) 174.8°). The HNO3 comprising
the O3NH‚‚‚Cl‚‚‚H2O complex was nearly planar, with a
geometry that was similar to gas-phase HNO3, and was not
significantly strained. A geometry optimization was subse-
quently performed. During the optimization, a single proton
transfer was observed, reforming the 27-kJ/mol binding site with
slightly different geometric parameters (i.e.,dO3N‚‚‚H ) 1.56 Å,
dHCl ) 1.38 Å,dCl‚‚‚H′ ) 2.10 Å, and∠OHCl ) 172.9°) but the
same binding energy, thereby demonstrating that (partially)
dissociated HCl readily reforms molecular HCl at this binding
site.

Last, to test whether dissociation of adsorbed HCl on the (100)
face of NAT is thermodynamically favorable, the 23-kJ/mol
binding site in Figure 8 was modified by cleaving the HCl bond
and forming two O2NOH‚‚‚Cl‚‚‚(H2O)2 complexes, one with
Cl initially interacting most strongly with HNO3 (i.e., dH‚‚‚Cl )
1.89 Å,dCl‚‚‚H′1 ) dCl‚‚‚H′2 ) 2.85 Å) and one with Cl equidistant
between the three hydrogen atoms (i.e.,dH‚‚‚Cl ) dCl‚‚‚H′1 )
dCl‚‚‚H′2 ) 2.44 Å). A geometry optimization of each complex
was subsequently performed. The interaction energies (relative
to the isolated molecule and slab) calculated for each optimized
O2NOH‚‚‚Cl‚‚‚(H2O)2 complex were-6 and 1 kJ/mol, respec-
tively, and molecular HCl was not reformed. Consequently, we
conclude that the O2NOH‚‚‚Cl‚‚‚(H2O)2 complex is not ther-
modynamically likely relative to the 23-kJ/mol binding site in
Figure 8. We do not rule out the (remote) possibility that there
may be a nearby local minimum in which the O2NOH‚‚‚Cl‚‚‚
(H2O)2 complex is thermodynamically more stable. We also do
not rule out the possibility of the existence of this complex in
defect regions.

IV. Atmospheric Implications

As pointed out in the Introduction, experimental studies
indicate that the surface coverage of HCl on “HNO3-rich” NAT

is likely at least 1 order of magnitude less than that measured
on either of the forms of NAT intermediate between “HNO3-
rich” and “H2O-rich” or on ice Ih. This is consistent with our
theoretical finding that only one adsorption site on the (likely
prevalent) NAT(001) face results in appreciable binding, imply-
ing a lower surface coverage of HCl on “HNO3-rich” NAT.
Only one site on the NAT(001) face forms a hydrogen bond of
appreciable energy (27 kJ/mol) with HCl, whereas on ice Ih it
was shown17 that three sites on the ice Ih (0001) face interact
as strongly with HCl. Based on the dimensions of our PSC
particle simulation cells, we estimate a saturated surface
coverage ofσo ) 1/(9.722 Å × 15.051 Å) ) 6.8 × 1013

molecule/cm2 on the NAT (001) face, but a larger value ofσo

) 3/(9.046 Å× 9.046 Å× sin 60°) ) 4.2 × 1014 molecule/
cm2 on the ice Ih (0001) face. Note that we assume∆Hads ≈
25 kJ/mol for each surface in contrast to an early estimate of
∼74 kJ/mol on ice Ih and “H2O-rich” NAT and∼54 kJ/mol on
“HNO3-rich” NAT.73 We also are able to explain why the
surface coverage on NAT approaches that on ice Ih as the
relative humidity increases: The number of adsorption sites on
“H2O-rich” NAT which are able to form a Cl‚‚‚H hydrogen
bond (with HCl and the dangling OH group of an H2O molecule
either adsorbed on or incorporated into the surface) will be
greater.

An increased surface coverage of HCl on “H2O-rich” NAT
may explain at least partially the rate enhancement of chlorine
activation on “H2O-rich” NAT and water ice. Chlorine activation
on “HNO3-rich” NAT is still appreciable compared to the
prohibitively slow gas-phase reaction between closed-shell
molecules. Our results in Section IIIC suggest that molecular
HCl adsorbed at the NAT surface is predominant. By contrast,
two dangling OH groups at the ice Ih (0001) face interacting
strongly with adsorbed HCl induce partial dissociation that is
both kinetically rapid and thermodynamically favorable.16 While
dissociation of adsorbed HCl is not expected at the “HNO3-
rich” NAT surface, other pathways for lowering the activation
energy of reaction 3 are possible: HCl incorporation into the
NAT bulk and subsequent ionization following the proposed
mechanism on ice Ih by Hynes and co-workers11-13 (involving
a concerted proton transfer) may be one mechanism. Other
possibilities are that adsorbed HCl is partially dissociated via
the interaction of adsorbed HCl with nearby dangling OH groups
in NAT surface defect regions. On “H2O-rich” NAT, HCl
probably interacts with coadsorbed H2O molecules. Additional
theoretical studies are needed in order to verify these possibili-
ties.

V. Conclusions

The NAT bulk and low index faces were modeled and
characterized theoretically, and the adsorption and dynamics of
HCl on (001) and (100) faces fully representative of the variety
of adsorption sites on NAT were investigated. Only one site
per simulation cell on the thermodynamically likely (001) face
exhibits a high affinity for HCl, resulting in the formation of a
NO3

-‚‚‚HCl‚‚‚H2O surface binding complex, with an uncor-
rected binding energy of 27 kJ/mol and a binding energy and
enthalpy at 190 K corrected for zero-point energies of 23 and
25 kJ/mol, respectively. The HCl surface coverage on the (001)
face of “HNO3-rich” NAT is estimated to be lower than that
on “H2O-rich” NAT and ice Ih, qualitatively consistent with
experimental studies of HCl uptake on these surfaces and rates
of chlorine activation, i.e., reaction 3. A different site on the
(100) face with two nearby dangling OH groups also exhibits
a high affinity for HCl, resulting in a NO3-‚‚‚HCl‚‚‚(H2O)2
complex. However, during Car-Parrinello MD simulations at
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either high-affinity site, dissociation of HCl is not observed,
suggesting that a molecular form of adsorbed HCl is preferred
kinetically. Additionally, calculations suggest that the molecular
form is also preferred thermodynamically. Chlorine activation
on NAT may occur solely as a result of HCl dissociation in the
bulk, at surface defects, or in the presence of coadsorbed H2O
molecules (not considered in this study), in contrast to ice Ih,
for which HCl dissociation on/atop the (0001) face is also
predicted.
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