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The titlte reaction is used as a test to analyze the performance of the integrated methods by describing the
intrinsic reaction path and then calculating kinetic and dynamic information for reactions involving the
breaking-forming of covalent bonds in large molecules. The integrated methods split the “complete” system
into two parts or layers and apply different levels of theory to each, which is especially interesting for the
treatment of large molecules. We located and characterized the stationary points (reactants, products, and
saddle point), calculated the energy, gradient, and Hessian along the intrinsic reaction path, and then, with
this information, calculated thermal rate constants for the temperature range 250-500 K, using variational
transition-state theory and multidimensional tunneling effect. The integrated method used (IMOMO) reproduces
the values of the high-level method, corrects the deficiencies of the low-level method, and represents a
substantial saving in computational cost. Its success is related to the higher-level description of the “model”
system or inner layer (CH4 + OH, in this case), with the effect of the lower-level description of the outer
layer being smaller. The analysis of the coupling between the reaction coordinate and normal modes along
the reaction path showed that the vibrational excitation of the reactive C-H stretching mode can enhance the
forward rate constant and that the H2O normal modes (stretching and bending) can appear vibrationally excited
in the exit channel. Variational effects and tunneling were found to be important, a behavior already known
for the “model” system. Although we used high ab initio electronic levels, our theoretical rate constants
markedly underestimate the experimental values. This problem arises from only partially introducing the
correlation energy and using incomplete basis sets, a general problem in computational chemistry, and it is
not directly related to the integrated method used here.

1. Introduction

Even today, the complete construction of the potential energy
surface (PES) of a polyatomic system is a prohibitive task, and
several alternatives have been proposed to solve this problem.
An interesting and successful alternative is the “direct dynamics”
approach,1-3 which describes a chemical reaction by using
electronic structure calculations (energies, gradients and Hes-
sians) without the mediation of a PES fit.The method is
especially powerful when combined with dynamics methods that
require PES information only in the region of configuration
space along the reaction path. The major limitation of this
approach is its high computational cost, which obviously
increases with the molecular size.

One economical approach involves density functional theory
(DFT).4-8 While the ab initio electronic structure calculations
(with electron correlation) scale, at least, asN,5 whereN is the
number of basis functions, DFT calculations scale asN3, with
the consequent computational saving. It is well-known that DFT
calculations or hybrid DFT calculations that mix in some
Hartree-Fock exchange yield reasonable geometries and vi-
brational frequencies,9 atomization energies,10 and enthalpies
of formation.11 However, when breaking-forming bonds are
involved in the transition-state zone, DFT fails to perform
well,12-20 and generally underestimates the barrier height by
several kcal mol-1. For instance, Proynov et al.19 analyzed the
performance of several DFT methods with the much studied

H + H2 system, and found that all DFT and hybrid DFT
calculations underestimate the barrier height by several kcal
mol-1, with the popular B3LYP calculation giving an error of
4.1 kcal mol-1. A more exhaustive study was performed by
Lynch and Truhlar20 on a set of 22 reactions. In general, they
found that the DFT and hybrid DFT methods underestimate the
barrier height by about 3.4 kcal mol-1, with one method
(MPW1K: modified Perdew-Wang 1-parameter-method for
kinetics) parametrized by the authors21 themselves, predicting
the most accurate saddle-point geometries and a mean unsigned
error of only 1.5 kcal mol-1 for either basis set analyzed. Note
that for this same set of 22 reactions, the MP2 (second-order
Møller-Plasset perturbation theory) ab initio level has a mean
error of 5.8 kcal mol-1, and the more expensive QCISD
(quadratic configuration interaction with single and double
excitations) ab initio level has a mean error of 3.5 kcal mol-1,
indicating the necessity to use highly correlated wave functions
and large basis sets. The accuracy limitation of the DFT and
hybrid DFT approaches dissuade one from using them for the
reaction-path description.

An interesting and economic group of alternatives for the
problem of large molecules and high-level calculations are the
integrated methods, which describe different parts of the large
system with different theoretical approaches. The main goal is
to reproduce the results of a high-level theoretical calculation
for a large, “complete” system, by dividing it into two parts: a
small “model” system (which is the most active site, where the
breaking-forming bonds are involved), and the “rest” of the† E-mail: joaquin@unex.es.
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molecular system. Different levels of theory are applied to these
two parts, a higher level for the “model” system and a lower
level for the “complete” system. Beginning with the pioneer
work of Warshel and Levitt22 in 1976, considerable effort has
been devoted in this direction.22-39 The first studies were
devoted to the analysis of stationary points with special attention
to stable molecules. Thus, Morokuma and co-workers27-33,39

developed a number of useful strategies in this field. At a first
step, they combined quantum mechanical (QM) (for the “model”
system) and molecular mechanics (MM) (for the “complete”
system) descriptions, and the method was denoted IMOMM29

(integrated ab initio molecular orbital-molecular mechanics).
Later, they developed the IMOMO method30 (integrated ab initio
molecular orbital-molecular orbital) where the “model” and the
“complete” systems are described at two different MO levels.
This method has been widely tested on several examples,
including conformational analysis, geometry optimization,
geometry and energy analysis of the stationary points, etc. The
effects of the basis set, the method used in the low level of
calculation, and the choice of the “model” system have been
analyzed in detail. Humbel and co-workers30 concluded that the
IMOMO method produces results very similar to those of the
full higher-level calculation for the “complete” system, and that
the most important aspect of the method is its computational
advantage.

To add flexibility to the geometry optimization in the previous
methods taking into account the “link” atom, Corchado and
Truhlar37,38 proposed the integrated molecular orbital with
harmonic cap (IMOHC) method, which includes an additive
harmonic term in the original integrated method and allows the
calculation of gradients, harmonic vibrational frequencies, and
geometry optimization. It is interesting to note that in the limit
of infinitely large values for the harmonic constant, the IMOHC
method becomes equivalent to one possible way to implement
the original IMOMO method. Thus, the original IMOMO
method can be regarded as a particular case of the IMOHC
method.37 The IMOHC method, however, has the disadvantage
of increasing the computational cost of the geometry optimiza-
tion. Thus, for a system withN atoms andNL link atoms, there
will be 3NL additional coordinates to be optimized with respect
to the number of coordinates to be optimized in the original
IMOMO scheme. Recently, we have studied40 the performance
of the IMOMO and IMOHC integrated methods in predicting
geometry, harmonic vibrational frequencies, and energy changes
(reaction energy and barrier height), using seven hydrogen
abstraction reactions as test set. We concluded that, in general,
the two integrated methods behave similarly, and that the success
of these methods is mainly due to the higher-level “model”
system description, the effect of the remaining lower-level
fragments being smaller.

Comparatively, however, far less effort has been devoted to
the study of the performance of the integrated methods in
describing saddle points30,40-45 and reaction paths.41-45 Recently,
our group developed and tested a new integrated method
computational approach (RAIL, rate constant calculation with
integrated levels)45 to calculate the intrinsic reaction path (IRC),
and thence to obtain kinetic and dynamic information for
reactions involving the breaking-forming of covalent bonds
in large molecules. Specifically, in that paper we used the
IMOHC approach. We concluded that the new scheme repro-
duces the behavior of a benchmark calculation for such kinetic
and dynamic properties as the minimum energy path (MEP)
and ground-state vibrationally adiabatic potential curves, the
localization of the bottleneck on the reaction path, and the non-

Arrhenius behavior of the thermal rate constants with the
tunneling effect. Moreover, the new scheme showed little
dependency on which “low-level” was used in the computation.
Basically, the RAIL method follows the “direct dynamics”
approach using integrated levels to obtain the electronic
information. However, the use of IMOHC represents RAIL’s
main disadvantage, since the computational cost increases due
to the “link” atom optimization.

In the present work we study the CF3CH3 (HFC-143a)+ OH
system as a model of a hydrogen abstraction reaction. This
reaction presents several important features that invite theoretical
study. First, the knowledge of the kinetics of fluorocarbons
(HFCs) with the hydroxyl radical, a replacement for the Earth’s
ozone layer destroying CFCs (chlorofluorocarbons), is very
important for understanding their role in atmospheric processes,
especially in the chemistry of stratospheric ozone. Second, it is
a polyatomic reaction with six heavy atoms, which is hard to
describe by ab initio calculations. And third, since it presents
the heavy-light-heavy mass combination, it is a good candidate
to present a large tunneling effect at low temperatures.46,47

Experimentally, there have been only a few studies of this
reaction,48-52 and then only over a small temperature range
(260-425 K). The good agreement observed between the three
last experiments lends confidence to the recommended Arrhe-
nius expression,53 k(T) ) 1.8 × 10-12 exp(-4312 ( 300-
(calmol-1)/RT) cm3 molecule-1 s-1. No curvature was found
in the experimental and recommended Arrhenius plots. How-
ever, since the heavy-light-heavy mass combination is present
in this reaction, curvature of the Arrhenius plot is expected.
This disagreement concerning the curvature of the Arrhenius
plot is probably simply a result of the small temperature range
studied experimentally (260-425 K), and this effect should
become more evident when a larger range of temperatures is
analyzed.

This experimental work contrasts with the paucity of theoreti-
cal studies, due probably to the difficulty in describing the
electronic structure of this large system. Studies have been
limited to rate constant calculations using the conventional
transition-state theory (TST). Jeong and Kaufman54 carried out
calculations using TST and estimated the tunneling factors by
the Wigner and Eckart methods, which are known to under-
estimate this effect. Cohen and Benson55 also used TST but
did not include the tunneling effect in the calculation.

In the present paper, as a main goal we shall extend the idea
of the integrated methods to the reaction-path construction in a
chemical reaction, and thence to studying the kinetics and
dynamics. We shall use the IMOMO approach for the first
objective, and the variational transition-state theory (VTST) to
obtain thermal rate constants and tunneling effects.

2. Methods and Computational Details

2.1. Electronic Structure Calculations.Geometry, energy,
and first and second energy derivatives of all stationary points
were calculated using the IMOMO method27-33,39implemented
in the GAUSSIAN 98 program.56 This method has been
explained elsewhere, but for the sake of clarity and complete-
ness, the most important features will be summarized here.

Let us write our reaction in an expanded form

where the reaction of methane with the hydroxyl radical is our
“model” reaction

CF3CH3 + OH f [CF3CH2‚‚‚H‚‚‚OH]q f CF3CH2 + H2O
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The “complete”, “real”, system (CS), CF3CH3 + OH, is formally
divided into two parts, which are calculated at different levels
of MO theory:

(i) The “model” system (MS), or inner layer, is the most
active site of the reaction. Here the breaking-forming bonds
are produced, in this case-CH2‚‚‚H‚‚‚OH. Note that it is
necessary to add a “link” atom onto the CH2 fragment to ensure
a saturated valence structure. This MS is calculated at the highest
MO level (HL) possible and is denoted (MS, HL).

(ii) The rest of the system, or outer layer, F3C- in this case,
is calculated at a lower MO level (LL) and is denoted (CS, LL).
Note that this case corresponds to the two-layer ONIOM
method.39

The final integrated IMOMO method is then denoted (MS,
HL):(CS, LL).

From a practical point of view, the energy of the “complete”
system is approximated by

where (I) denotes integrated level. Stated in this way, eq 1
considers the integrated calculation as the inclusion of higher-
level effects in a lower-level calculation for the “complete”
system.37 Once the integrated energy has been defined, the
corresponding gradient and Hessian expressions are

and

whereJ is the Jacobian matrix that projects the forces on all
the set of “link” atoms (r2) onto the common set of atoms in
the “model” system and the “complete” system (r1), and the
set of atoms belonging to the “complete” system (r3), andJT is
the transposed matrix (see the original paper39 for computational
details).

Once the geometry has been optimized, the harmonic
vibrational frequencies are calculated from the integrated
Hessian,HCS(I). Finally, the diagonalization of the projected
Hessian matrix provides us with 3N - 6 vibrational frequencies,
which are checked to be real frequencies in the reactants and
products, while the saddle point was identified with one negative
eigenvalue of the Hessian matrix and, therefore, one imaginary
frequency.

In this paper, for the geometry optimization and frequency
calculation, the MP2)FULL/6-31G(d,p) level (second-order
Møller-Plesset perturbation theory with full electron correla-
tion) was chosen as HL, while the HF/6-31G level (Hartree-
Fock) was selected as LL. The choice of this low level is
justified by the conclusions from earlier papers35,40,45that the
integrated scheme shows little dependency on which “low level”
is used. The integrated level is then denoted

where the double point (X1:X2) denotes the integrated level
used: X1 is the higher level for the “model” system, and X2 is
the lower level for the “complete” system. This level is denoted
Level 0.

In a second step, to improve the energy description of the
stationary points, we made a single-point calculation at higher
levels, i.e., calculation of the energy at a higher integrated level
using the geometry optimized in the previous step:

Level I. Using the geometries optimized at Level 0, we made
a single-point calculation with a better description of the
“model” system using the CCSD(T)57 (coupled-cluster approach
with single and double substitutions including a perturbative
estimate of connected triple substitutions) with the 6-311++G-
(2df,p) basis set. We denote this energy as

where the double slash (X//Y) denotes geometry optimization
at the level Y and energy calculated at level X, both integrated
levels.

Level II. Continuing with the CCSD(T) approach, we used
an enlarged basis set, namely, the correlation-consistent polar-
ized valence triple-ú developed by Dunning and co-workers (cc-
pVTZ).58 We denote this integrated energy as

Level III. We made a single-point calculation using the density
functional theory, treating the exchange and correlation by the
B3LYP protocol,59 which is based on Beckes’s three-parameter
hybrid method (B3)60 for combining Hartree-Fock exchange
with a local density approximation exchange-correlation func-
tional (LYP).61 We use the same basis set as in Level I. It is
well-known that this last method is a powerful and economic
alternative in the description of large compounds, so that we
can use these results for comparison with the integrated levels.
We denote this energy as

Note that the left-hand term in the double slash is a nonintegrated
level.

2.2. Dynamics Calculations.At the MP2)FULL/6-31G(d,p):
HF/6-31G integrated Level 0 we constructed the “intrinsic
reaction coordinate” (IRC), or minimum energy path (MEP)
starting from the saddle-point geometry and going downhill to
both the asymptotic reactant and product channels in mass-
weighted Cartesian coordinates with a gradient step size of 0.02
bohr amu1/2. The Hessian matrix was evaluated at every point
along the reaction path, always avoiding the undesirable
reorientations of molecular geometries. Along this MEP the
reaction coordinate,s, is defined as the signed distance from
the saddle point, withs > 0 referring to the product side. In the
rest of the work the units ofs are bohr, and the reduced mass
to scale the coordinates62 is set to 1 amu. This has no effect on
calculated observables, but it does affect the magnitude of 5 in
plots used for interpretative purposes.

Along the MEP, we performed a generalized normal-mode
analysis projecting out frequencies at each point along the path.63

With this information, we first calculated the ground-state
vibrationally adiabatic potential curve

whereVMEP(s) is the classical energy along the MEP with its
zero energy at the reactants (s ) -∞) andεint

G(s) is the zero-
point energy ats from the generalized normal-mode vibrations

CH4 + OH f [CH3‚‚‚H‚‚‚OH]q f CH3 + H2O

ECS(I) ) ECS(LL) - EMS(LL) + EMS(HL) (1)

∇ECS(I) ) ∇ECS(LL) - ∇EMS(LL)* J(r2;r1,r3) +
∇EMS(HL)* J(r2;r1,r3) (2)

HCS(I) ) HCS(LL) - JT(r2;r1,r3)*HMS(LL)* J(r2;r1,r3) +

JT(r2;r1,r3)*HMS(HL)* J(r2;r1,r3) (3)

MP2)FULL/6-31G(d,p):HF/6-31G

CCSD(T)/6-311++G(2df,p):HF/6-31G//MP2)
FULL/6-31G(d,p):HF/6-31G

CCSD(T)/cc-pVTZ:HF/6-31G//MP2)
FULL/6-31G(d,p):HF/6-31G

B3LYP/6-311++G(2df,p)//MP2)
FULL/6-31G(d,p):HF/6-31G

Va
G(s) ) VMEP(s) + εint

G(s) (4)
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orthogonal to the reaction coordinate. Second, we calculated
the coupling terms,63,64,65 Bk,F(s), measuring the coupling
between the normal mode k and the motion along the reaction
coordinate, mode F. These coupling terms are the components
of the reaction-path curvature,κ(s), defined as

and they control the nonadiabatic flow of energy between these
modes and the reaction coordinate.63,64,65These coupling terms
will allow us to calculate accurate semiclassical tunneling
factors, and to give a qualitative explanation of the possible
vibrational excitation of reactants and/or products, i.e., dynami-
cal features.

Finally, the energies, vibrational frequencies, geometries and
gradients along the MEP were used to estimate rate constants
by using variational transition-state theory (VTST). We calcu-
lated thermal rates using the canonical variational theory46,66

(CVT) approach, which locates the dividing surface between
reactants and products at a points*CVT(T) along the reaction
path that minimizes the generalized TST rate constants,kGT(T,s)
for a given temperatureT. Thermodynamically, this is equivalent
to locating the transition state at the maximum∆GGT,o-
[T,s*CVT(T)] of the free energy of activation profile∆G(T,s).46,66

Thus, the thermal rate constant will be given by

with kB being Boltzmann’s constant,h Planck’s constant,σ the
symmetry factor (the number of equivalent reaction paths, which
were assumed to be 3 and 2 for the forward and reverse
reactions, respectively), andKo the reciprocal of the standard-
state concentration, taken as 1 molecule cm-3.

In the present work, we used the general polyatomic rate
constants code GAUSSRATE,67 which is an implementation
based on the GAUSSIAN 9856 and the POLYRATE.68 pro-
grams. Note that the current version of GAUSSRATE is based
on the GAUSSIAN 94 program, which does not implement the
IMOMO approach. In the present work some subroutines have
been modified in order to run the GAUSSIAN 98 program,
which does include the IMOMO approach. Since integrated
methods are used, this version of GAUSSRATE is equivalent
to our RAIL method. The rotational partition functions were
calculated classically. The vibrational mode associated with the
free rotation of the OH fragment at the saddle point and along
the MEP is treated using the hindered rotor model,69 and all
other vibrational modes are treated as quantum-mechanical
separable harmonic oscillators, with the generalized normal-
modes defined in redundant curvilinear coordinates.70,71 The
curvilinear coordinates chosen were all the possible bond lengths
and angles. The advantage of curvilinear coordinates (nonlinear
functions of Cartesian coordinates) over rectilinear ones (linear
functions of Cartesian coordinates) is that in some cases the
lowest bending frequencies have unphysical imaginary values
over a wide range of the reaction coordinate using rectilinear
coordinates, whereas these frequencies are real over the whole
of the reaction path using curvilinear coordinates. This behavior
has been verified in the title reaction and other hydrogen
abstraction reactions.72-74 In calculating electronic partition
functions, we included the two electronic states for the OH
reactant, with a 140 cm-1 splitting. We also considered the
tunneling contribution. As we have information only on the
reaction path, centrifugal-dominant small-curvature tunneling
(SCT)75 was used. Methods for large curvature cases have been

developed,76 but they require more information about the PES
than was determined in the present study.

3. Results and Discussion

3.1. Structures and Vibrational Frequencies.The optimized
geometries of reactant (CF3CH3), product (CF3CH2) and saddle
point, using the IMOMO [MP2)FULL/6-31G(d,p):HF/6-31G]
method are shown in Figure 1, and the corresponding harmonic
vibrational frequencies are listed in Table 1. The values for the
low-level (HF/6-31G) and the high-level [MP2)FULL/6-31G-
(d,p)] single levels for all stationary points are also included
for comparison.

Taking into account that in the IMOMO approach the
“complete” system is divided into two parts, which are described
at different MO levels, we can distinguish between the
parameters (bonds, angle and normal modes) of the “model”
system and the parameters of the “rest” of the system. The
IMOMO parameters (Figure 1 and Table 1) agree with the high-
level values for those parameters belonging to the “model”
system (RC-H, RC-H′ , RH′-O, RO-H, ∠CH′O, ∠H′OH), with the
low-level values for the parameters that belong to the “rest” of
the system (RC-F, ∠FCF), and they are intermediate between
the two parts (RC-C, ∠CCH, ZPEs). This is the behavior
expected for integrated methods.39,40

With respect to the experimental geometry of 1,1,1-trifluo-
roethane,77 the only values available for comparison, the high-

Figure 1. Optimized stationary point geometries at several levels: first
entry, MP2)FULL/6-31G(d,p); second entry, integrated MP2:HF
(bold); third entry, HF/6-31G; fourth entry, experimental values (in
parentheses); fifth entry, MP2)FULL/6-31G(d,p) level for the “model”
system, CH4 + OH (underlined).

κ(s) ) (∑[Bk,F(s)]
2)1/2 (5)

kCVT(T) ) σ
kBT

h
Ko exp[-∆G(T,s*CVT)/kBT] (6)
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level MP2 and the IMOMO methods lead to agreement, while
the low-level HF is not even close. In the case of the product,
a very sensitive test is the pyramidalization of the radical center
(Figure 1). The IMOMO value is intermediate between the high
and the low levels, with an angle of 169.5°. The pyramidaliza-
tion of the radical contrasts with the planar structure of the
methyl radical (the “model” system) and has also been found
with other substituents.40,78,79

For the saddle point, the most sensitive parameters are related
to the breaking-forming bonds, C-H′, H′-O and∠C-H′-
O. At the IMOMO level, the length of the bond that is broken
(C-H′) increases by only 14%, while the length of the bond
that is formed (H′-O) increases by 27% with respect to the
reactant (CF3CH3) and product (H2O) molecules, respectively.
Therefore, the reaction of the CF3CH3 with the hydroxyl radical
proceeds via an “early” transition state. This is the expected
behavior that would follow from Hammond’s postulate,80 since
that reaction is exothermic (see Table 2). This saddle point was
identified with one negative eigenvalue of the Hessian matrix
and, therefore, one imaginary frequency (1823i cm-1). Further-
more, the OH fragment is not in the CCH′O plane but is
displaced by 34.5°.

3.2. Energy Properties.Table 2 lists the energy and enthalpy
(0 K) changes relative to the reactants at several single and
integrated levels. We begin by analyzing the heat of reaction
because a comparison with experiment is possible, which will
enable us to estimate the accuracy of the levels used. The
experimental enthalpy of reaction has not been directly mea-
sured. It was obtained here from the corresponding standard
enthalpies of formation (298 K) and then corrected to 0 K:

where the thermal corrections were calculated with standard

methods of statitistical thermodynamics using information from
the optimized geometries at Level 0.

However, for this reaction this magnitude presents a problem
that has to be addressed separately. While the enthalpies of
formation of OH (9.3 kcal mol-1) and H2O (-57.81 kcal mol-1)
have been established satisfactorily experimentally,53 the CF3-
CH3 molecule and the CF3CH2 radical have been less well
studied experimentally. The JPL report53 recommends a value

TABLE 1: Harmonic Vibrational Frequencies (cm-1) and Zero-Point Energy (ZPE, in kcal mol-1) for the Stationary Points at
Several Calculation Levels

CF3CH3 CF3CH2 SP

MP2a IMOMOb HFc MP2a IMOMOb HFc MP2a IMOMOb HFc

3282 3324 (3283)d 3337 3436 3483 (3440)e 3497 3830 3825 (3845)f 3910
3282 3324 (3283) 3337 3301 3343 (3440) 3362 3318 3360 (3322) 3411
3169 3207 (3283) 3244 (3243) 3219 3258 (3318) 3311

(3135) (3177)
1548 1552 (1627) 1636 1525 1550 (1491) 1591 1524 1536 (1545) 1634
1548 1552 (1627) 1636 1358 1422 (1491) 1432 1517 1518 (1521) 1602
1496 1520 (1406) 1610 1300 1383 1391 1367 1422 (1465) 1430
1342 1409 (1406) 1427 1211 1268 1269 1328 1383 (1327) 1403
1308 1371 (1406) 1400 975 1036 1053 1290 1333 1335
1308 1371 1400 873 889 891 1245 1231 (1207)

1243
1018 1064 1099 623 630 645 1084 1095 1121
1018 1064 1099 610 620 623 1000 1035 (940) 1061
851 864 866 535 545 547 906 894 895
605 610 611 504 504 518 837 826 818
539 546 549 376 392 (395) 394 735 728 (744) 627
539 546 549 342 356 366 604 613 604
368 376 380 151 117 106 537 545 547
368 376 380 528 539 527
261 246 247 401 406 447

356 361 (356) 370
317 338 (292) 328
185 215 182
100 101 98
58 65 (31) 60

2279i 1823i (2060i) 3250i

a Single level: MP2)FULL/6-31G(d,p).b Integrated Level 0: MP2)FULL/6-31G(d,p):HF/6-31G.c Single level: HF/6-31G.d Values for CH4

at the higher level are given in parentheses.e Values for CH3 at the higher level are given in parentheses.f Values for CH4+OH saddle point at the
higher level are given in parentheses.

∆HR(298 K) ) ∑ki(∆H°f)i(298 K)

TABLE 2: Energy and Enthalpy (0 K) Changes Relative to
Reactants (kcal mol-1) at Several Levels

level R SP P

∆E
HFa 0.0 33.81 +8.83
MP2b 13.56 -8.27
Level 0c 11.57 -8.41
Level Id 10.02 -9.37
Level IIe 9.69 -9.39
Level IIIf 5.14 -11.24
model reactiong 0.0 12.06 -9.88

∆H(0 K)
HF 0.0 31.42 +7.29
MP2 11.20 -9.65
Level 0 9.37 -9.87
Level I 7.82 -10.83

7.49 -10.85
Level III 2.94 -12.70
exph -12.2( 3.2
model reaction 0.0 10.34 -11.58

a Single level: HF/6-31G.b Single level: MP2)FULL/6-31G(d,p).
c Integrated Level 0: MP2)FULL/6-31G(d,p):HF/6-31G.d Integrated
level: CCSD(T)/6-311++G(2df,p):HF/6-31G//Level 0.e Integrated
level: CCSD(T)/cc-pVTZ:HF/6-31G//Level 0.f Single level: B3LYP/
6-311++G(2df,p)//Level 0.g CH4 + OH f CH3 + H2O at the
MP2)FULL/6-31G(d,p) single level.h ∆HR(0 K) ) ∆HR(298 K) -
thermal corrections (298f 0) ) ∑ki(∆H°f)i - thermal corrections
(298 f 0).
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of -179( 2 kcal mol-1 for the former, and Wu and Rodgers81

obtained a value of-123.6( 1.2 kcal mol-1 for the radical
from equilibrium constants determined spectroscopically. With
this information, the enthalpy of reaction (298 K) is-11.7(
3.2 kcal mol-1 [∆HR(0 K) ) -12.2 ( 3.2 kcal mol-1]. This
wide margin of error makes the direct comparison of theory/
experiment difficult.

With these considerations in mind, we shall now analyze our
theoretical results. While the reaction is experimentally exo-
thermic, the HF single-level calculation yields an endothermic
reaction. The inclusion of some correlation at the MP2 single-
level already yields the correct sign and a value within the error
limits. Interestingly, the integrated Level 0 yields similar results,
but with a lower computational cost. A closer agreement with
experiment is obtained when more correlation energy and larger
basis sets are considered (Levels I-III), althougth it is well-
known82,83 that the CCSD(T) level has a tendency to under-
estimate the reaction energies of hydrogen abstraction reactions
due to the slow convergence of the calculations with the
dimensions of the basis sets. However, it is worth mentioning
that this is a general problem in computational chemistry and
is not due to the nature of the integrated method used.

With respect to the barrier height a direct comparison with
experiment is not possible. The HF single-level and Level III,
which uses the B3LYP method, markedly overestimate and
underestimate, respectively, the barrier height. As was noted in
the Introduction, this behavior of the B3LYP level is common
to the DFT and hybrid DFT methods for hydrogen abstraction
reactions12-20 and argues against their use in kinetics and
dynamics studies. As in the enthalpy of reaction case, Level 0
reproduces the values of the MP2 single level at a lower
computational cost. Therefore, the IMOMO scheme appears to
be a successful and promising computational tool to overcome
one of the main drawbacks of the DFT and hybrid DFT methods.
Moreover, it shows its effectiveness in correcting wrong
potential energy surfaces at a low computational cost.

When we raise the calculation level (Level 0f Level II) the
barrier height is lowered by several kcal mol-1, and it may be
expected that a more accurate barrier height would be obtained
using highly correlated wave functions and larger basis sets,
which is beyond of our computational capacity. To obtain an
estimate of our limitations, we analyzed the “model” reaction
CH4 + OH, which has been extensively studied at very high
levels. Table 3 lists the more recent results.20,84-87 When highly
correlated wave functions and large basis sets are used (in some
cases in combination with extrapolated approaches), the barrier
height ranges from 4.97 to 5.83 kcal mol-1, i.e., ≈ 1-2 kcal
mol-1 lower than the CCSD(T)/cc-pVTZ result, which is
equivalent to our highest level used, Level II. The exceptions
are Lynch and Truhlar’s result,20 which yields a value of 7.45
kcal mol-1 (see Table 3), and Lynch and Truhlar’s estimation20,88

of the true barrier height, based on analyzing experiments, which

is slightly higher, 6.7 kcal mol-1. Interestingly, the error in the
energy reaction is equivalent to our error estimate of the barrier
height. Therefore, from these comparisons we estimate that the
barrier height for the “complete” system using integrated
methods will be overestimated, at least, by this same amount
(upper limit). Masgrau and co-workers87 pessimistically stated
that even though they used the highest ab initio electronic level
reported up to now for dynamics calculations of the CH4 +
OH reaction, the experimental rate constants were not exactly
matched. Clearly, this situation will become worse in the case
of larger systems, such as the title reaction.

3.3. The “Model” Reaction. To understand the influence of
the description of the “model” reaction, CH4 + OH f CH3 +
H2O, on the geometry, vibrational frequency and energies of
the IMOMO method, Figure 1, Table 1, and Table 2 also show
these magnitudes for the “model” reaction at the high-level
MP2)FULL/6-31G(d,p).

First, the geometries of the reactant and the product agree
with the “model” part (inner layer) of the IMOMO method,
with the exception of the pyramidalization of the CH3 radical,
which was explained above. The broken and formed bonds and
the angle of the saddle point in the “model” reaction reproduce
the behavior of the “complete” system. Thus, the bond that is
broken (C-H′) increases by only 11% and the length of the
bond that is formed (H′-O) increases by 33%. This transition
state is “earlier” than its homologue in the “complete” system,
which is consistent with the greater exothermicity of the “model”
reaction at the common level, MP2.

Second, the common frequencies in the “model” reaction
(values in parentheses in Table 1) and the “complete” system
are in reasonable agreement, and the lowest frequencies, which
appear in the “complete” system but not in the “model” reaction,
are values very close to those calculated at the low level, as
was expected. The imaginary frequency, 2060i cm-1, at the
saddle point is close to the value in the “complete” system.

Third, the “model” reaction simulates the energy and enthalpy
(0 K) changes (reaction and activation) of the “complete” system
at the common level, MP2.

Therefore, in light of this comparison, it seems that the
success of the IMOMO approach is mainly due to the HL
“model” system description, and the effects of the remaining
LL fragments is smaller. This conclusion agrees with earlier
studies by our group45 using the IMOHC approach.

3.4. Possibility of Intermediate Complexes.For the title
reaction, CF3CH3 + OH, a priori the reaction of the hydroxyl
radical with the CF3CH3 molecule would proceed via a reactant
complex (CF3CH2-H‚‚‚OH, denoted RC) in the entrance
channel, and a product complex (CF3CH2‚‚‚H-OH, denoted PC)
in the exit channel.

The two complexes, RC and PC, were theoretically searched
for in this work at Level 0 in two independent ways. On one
hand, we followed the conventional method of approaching the
two subsystems from infinity; and, on the other hand, we
followed the IRC starting from the saddle point and going
downhill to both reactant and product channels. All the attempts
with this integrated method, Level 0, proved unsuccessful, either
by computational problems, i.e., SCF energy convergence could
not be achieved, or by conceptual problems, i.e., a true minimum
(zero imaginary frequencies) could not be obtained. In summary,
we conclude that at this integrated level the reaction CF3CH3

+ OH proceeds as a direct hydrogen abstraction reaction without
intermediate complexes.

This result is not surprising and it agrees with the theoretical
studies for the CH4 + OH “model” reaction.87,89,90Basch and

TABLE 3: Barrier Height (kcal mol -1) for the CH4 + OH
f CH3 + H2O Model Reaction at Several Very High ab
Initio Levels

method ∆E* ∆H*(0 K) ref

CBS/QCI/APNO 5.11 84
G2 5.9 85
G2M 5.3 86
MP2/cc-pVTZ 8.38 7.01 87
MP2/aug-cc-pVTZ 7.96 6.48 87
CCSD(T)/6-311++G(2df,2p) 7.45 20
CCSD(T)/cc-pVTZ 7.08 5.71 87
CCSD(T)/aug-cc-pVTZ 5.83 4.46 85
CCSD(T)-SAC/cc-pVTZ 4.97 3.60 87
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Hoz89 using ab initio calculations found a complex in the
entrance channel that does not have the expected CH3-H‚‚‚
OH geometry and is not on the IRC. Instead the CH4‚‚‚HO
geometry is preferred. More recently, Wheeler and co-workers90

have found experimentally a similar complex in the entrance
channel. In the exit channel, Basch and Hoz find a complex
CH3‚‚‚HOH that is so weak that it is not stable energetically
after inclusion of the ZPE; i.e., this complex does not support
any bound vibrational level. In Masgrau and co-workers87 recent
higher-level ab initio calculations, they also find the product
complex but in this case it is weakly bound at 0 K and higher
temperatures.

3.5. Reaction-Path Analysis.Having analyzed the stationary
points, we now extend the IMOMO scheme to construct the
reaction path. The analysis of the reaction path is carried out
on the information (energy, gradient, and Hessian) at the
integrated Level 0 [MP2)FULL/6-31G(d,p):HF/6-31G] over the
s range-2.0 to+2.0 bohr. For comparison purposes, we also
constructed the reaction path at the single lower-level HF/6-
31G, and for the “model” reaction, CH4 + OH, at the single
higher-level MP2)FULL/6-31G(d,p), in these cases, over the
s range-1.0 to +1.0 bohr.

We begin by comparing these three cases. The classical
energy along the MEP,VMEP, the ground-state vibrationally
adiabatic potential energy,∆Va

G, and the change in the local
zero-point energy,∆ZPE, curves as a function ofs over the
common range are shown in Figures 2-4, respectively. Note
that∆Va

G and∆ZPE are defined as the difference between these
magnitudes ats and their values for the reactants. In all three
cases, the complete/HF low level is very far from the IMOMO
results, indicating that it is not adequate for representing the
potential energy surface. Again, the “model” reaction reproduces
the energy,VMEP, enthalpy at 0 K,∆Va

G, and zero-point energy
change,∆ZPE, of the “complete” system at the same level,
indicating that the success of the integrated approach is mainly
due to the high-level “model” system description.

We now analyze the “complete” system at Level 0. Figure 5
shows theVMEP, the ∆Va

G, and the∆ZPE, as a function ofs,
and Figure 6 shows some vibrational frequencies along the MEP.
The behavior is that expected in hydrogen abstraction reactions,

thus indicating the success of the integrated approach in the
description of this type of reaction. The mode related to the
breaking (C-H′)-forming (H′-O) bonds drops dramatically
near the saddle point (reactiVe mode). This mode presents a
widening of the vibrational well, an effect that has been found
in other reactions with a small skew angle.47,91,92The lowest
vibrational frequencies along the reaction path (transitional
modes) correspond to the transformation of free rotations or free
translations of the reactant limit into real vibrational motions
in the overall system. Their frequencies tend asymptotically to
zero at the reactant and product limits and reach their maximum
in the saddle-point zone. Therefore, in the sadde-point region,
the behavior of these transitional modes only partially com-

Figure 2. Classical potential energy curves (VMEP) with respect to the
reactants as a function ofs, for complete/HF (dashed line), IMOMO
(solid line), and model/MP2 (solid-dashed line).

Figure 3. Vibrationally adiabatic potential energy curves (∆Va
G) with

respect to the reactants as a function ofs, for complete/HF (dashed
line), IMOMO (solid line), and model/MP2 (solid-dashed line).
Rectilinear coordinates are used for comparison.

Figure 4. Zero-point energy curves (∆ZPE) with respect to the
reactants as a function ofs, for complete/HF (dashed line), IMOMO
(solid line), and model/MP2 (solid-dashed line). Rectilinear coordinates
are used for comparison.
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pensates the fall in the ZPE caused by the reactive mode, and
as a result the ZPE shows noticeable changes withs (Figure
5).

Further analyzing the reaction valley, the curvature term (κ)
of the reaction path as a function ofs is plotted in Figure 7,
which permits us to give a qualitative analysis of the vibrational
excitation of reactants and products. There are two peaks, one
on the reactant side, which has a value of 4.99 au ats ) -0.28
bohr, and one on the product side of the saddle point, which
has a value of 5.84 au ats ) + 0.48 bohr. The former is due
to strong coupling of the reaction path to the CH′ reactive
stretching (BkF ) 4.63 au) and a combination of bending∠HCH,
∠CCH and stretching C-C (BkF ) 0.97 au) modes. Excitation
of these modes might be expected to enhance the forward
reaction rates. The second peak is in the exit channel and is
higher than the first. It is due to the coupling of the reaction
path to the OH stretching (BkF ) 5.65 au) and the HOH bending

(BkF ) 1.12 au) modes. This is an indication that the OH
stretching and the H2O bending modes could appear vibra-
tionally excited. Unfortunately, a comparison with experiment
is not possible.

3.6. Improved Reaction Path.The poor energy description
with the integrated Level 0 (see section 3.2 and Table 2) means
that we have to optimize our integrated reaction path. In previous
papers91,93,94we analyzed different approximations and found
that the best choice was to scale the original curve (MP2:HF
Level 0) regularly by a factor

where∆E is the variation of energy at each level with respect
to the reactants. At the saddle point,s ) 0, the barrier height is
that of the highest level, Level II in this case. This factor is
0.837.

3.7. Rate Constants.In the canonical version of VTST, CVT,
the dividing surface is varied along the reaction path to minimize
the rate constants, obtaining the generalized transition state
(GTS) at the values*. Thermodynamically, the minimum rate
constant criterion is equivalent to maximizing the generalized
standard-state free energy of activation,∆GGT,o(T,s), eq 6.
Therefore, the effects of the potential energy, entropy and
temperature on the location of this GTS must be considered. In
the present case, the bottleneck properties of the reaction, based
on the CVT approach, show that the location of the GTS is
away from the saddle point: from-0.323 to-0.308 bohr over
the temperature range 250-500 K. Thus the variational effects,
i.e., the ratio between variational CVT and conventional TST
rate constants, are important. This result agrees with the behavior
of the “model” system, CH4 + OH, which also presents large
variational effects.87,95,96

In Table 4 the calculated conventional TST and variational
CVT rate constants at the scaled Level 0 (factor 0.837, Level
II reference, ∆Eq ) 9.69 kcal mol-1) are compared to
experimental values in the temperature range 250-500 K. First,
the large difference between the TST and CVT rates confirms
our conclusion about the variational effects. Second, the
tunneling effect is important in this temperature range, and
comparable to the results obtained with the “model” reaction,
CH4 + OH,96 indicating again the importance of an adequate
description of the “model” reaction. Finally, our theoretical

Figure 5. Classical potential energy (VMEP), vibrationally adiabatic
potential energy (∆Va

G), and zero-point energy (∆ZPE) curves with
respect to the reactants as a function ofs for the “complete” system at
the IMOMO level, and using curvilinear coordinates.

Figure 6. Some generalized normal-mode vibrational frequencies
plotted versuss.

Figure 7. Curvature of the reaction path (κ factor) as a function ofs.

F ) ∆E(MP2:HF,s)0)/∆E(Level II,s)0)
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results strongly underestimate the experimental data, by factors
of 103 to 102 in the temperature range 250-500 K. The problem
arises from the use of an incomplete basis set, and from the
partial introduction of correlation energy at the CCSD(T) level.
At this point it is worth mentioning that this limitation is not
due to the nature of the integrated approach, since this same
problem is found for the “model” system using high ab initio
electronic structure calculations.87

To match the experimental data, we have to continue lowering
the barrier height, and a reasonable agreement is found when
the barrier height is 4.90 kcal mol-1 (fitted-Level 0 values in
Table 4). Interestingly, this value is close to the barrier height
for the “model” reaction (see Table 3). The differences with
the experimental values can be explained because only the small
curvature tunneling effect is considered in this work, when really
the system presents a large curvature effect.

In this small range of temperatures (250-500 K) our
theoretical results show no curvature of the Arrhenius plot, in
accordance with the experimental evidence. However, when a
larger range of temperatures is analyzed (250-1500 K) the
Arrhenius plot is curved, which is the expected behavior in a
reaction with a heavy light-heavy mass combination (values not
shown).

The activation energy can be obtained from total rate
constants through the usual definition

which is equivalent to determining the slope of the Arrhenius
plot. The values are 6.84 and 4.14 kcal mol-1 for the scaled-
and fitted-Level 0 approaches, respectively, versus the experi-
mental value,53 4.31 kcal mol-1.

3.8. Computational Cost. Another important factor in
choosing the computational method is the cost. To compare
between the different methods, we shall use the computational
cost (time and memory) of the Hessian matrix calculation at
one point of the reaction path. Table 5 lists the percentage
relative cost with respect to the MP2 single-level calculation.
The integrated level presents a considerable savings in com-
putational effort (time and memory) by a factor of 100 in time,
and 15 in memory, and is only a little more expensive than the
HF low level. This saving is more important in the case of

chemical reactions because of the large number of calculations
(energy, gradient, and Hessian) along the reaction path.

While this relative comparison in percentages is very interest-
ing, it does not give the true sense of the computational savings.
Thus, each Hessian calculation at the MP2 level needs 9 h 30
min and 2.3 GB of memory, while the integrated Level 0 (MP2:
HF) needs only 20 min and 0.16 GB. The time and memory
saving are clearly considerable, and it is to be expected that
this advantage will increase when larger molecular systems are
involved.

3.9. Tropospheric Lifetimes.The main removal process for
HFCs in the troposphere is the reaction with hydroxyl radicals.
Talukdar and co-workers50 using one-dimensional photochemi-
cal model find a troposphere lifetime of 74 years, while Orkin
and co-workers52 with indirect measurements using methyl-
chloroform as reference and the Prather and Spivakowsky
atmospheric model97 find a value of 51 years.

To estimate the lifetime in the troposphere, we used two
approximations. In the simplest approximation,98,99 the tropo-
spheric residence time is given by

where [OH]) 2 × 106 molecules cm-3. With our rate constant
calculated at 277 K, we obtained a lifetime of 28 years, below
the experimental values. With the more sophisticated model of
Prather and Spivakovsky97 the lifetime of HFC-143a is given
by

wherekMC(277) andτMC are the rate constant at 277 K and the
corrected lifetime (5.7 years) of the methylchloroform (MC)
reference, respectively. With our rate constant at 277 K, we
obtained a lifetime of 67 years, in agreement with the
experimental values.

4. Conclusions

In this paper we have constructed the intrinsic reaction path,
and thence kinetic and dynamic information, using the IMOMO
approach. We chose the hydrogen abstraction reaction CF3CH3

+ OH as an example of a large reactive system (“complete”
system), using CH4 + OH as the “model ” system.

With respect to the stationary points, the analysis of the
geometry and frequencies showed that the parameters localized
in the “model ” system or inner layer have the accuracy of the
high level, those localized in the outer layer are similar to the
low level, and those connecting the two layers are intermediate
in behavior. This is especially interesting in the saddle-point
description, where the breaking-forming zone is simulated with
the “model ” system, and therefore described with the accuracy
of the high-level at a lower computational cost. The analysis of
the energy and enthalpy (0 K) changes (reaction and activation)
showed that the success of the integrated method is mainly due
to the higher-level “model ” system description, the effect of
the remaining lower-level fragments being smaller. The barrier
height strongly depends on the level of calculation and basis
set, and, to obtain accurate values, highly correlated wave
functions and very large basis sets are necessary, with the
consequent increase in computational cost. Interestingly, this
is a general problem of computational chemistry and is not
related to the integrated method.

With respect to the reaction path, the IMOMO approach
reproduces the shape of the MEP andVa

G curves given by the
“model ” system at the higher level. First, the variation of the

TABLE 4: Rate Constants for the CF3CH3 + OH Reactiona

scaledb

T (K) TST CVT SCT CVT/SCT
fittedc

CVT/SCT expd

250 1.93(-19) 3.48(-20) 12.20 4.25(-19) 2.83(-16) 3.10(-16)
300 2.56(-18) 6.15(-19) 5.72 3.50(-18) 9.57(-16) 1.30(-15)
350 2.00(-179 5.12(-18) 3.63 2.00(-17) 2.55(-15) 3.66(-15)
400 7.31(-17) 2.44(-17) 2.72 6.64(-17) 5.23(-15) 7.93(-15)
450 2.36(-16) 8.68(-17) 2.23 1.93(-16) 9.80(-15) 1.45(-14)
500 6.20(-16) 2.44(-16) 1.92 4.69(-16) 1.67(-14) 2.35(-14)

a 4.25(-19) stands for 4.25× 10-19, in cm3 molecule-1 s-1. b Level
0*0.837, ∆Eq ) 9.69 kcal mol-1. c Level 0*0.420,∆Eq ) 4.90 kcal
mol-1. d Reference 53.

TABLE 5: Comparative Cost with Respect to the MP2
Level (100%)

relative cost (%)

method time memory

MP2a 100 100
HF 0.7 3.5
Level 0 0.9 6.9

a The real time and memory at this level are 9 h 30 min and 2.3
GB, respectively, for each Hessian calculation.

Ea ) -Rd(ln k)/d(1/T) (7)

τHFC ) (k(CF3CH3+OH)[OH])-1 (8)

τHFC ) [kMC(277)/kHFC(277)]τMC (9)
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ZPE shows noticeable changes along the reaction path, with a
wide minimum in the saddle-point region, which causes fairly
marked variational effects. Second, the C-H stretching mode
strongly couples with the reaction coordinate in the entrance
channel, and therefore vibrational excitation of this mode might
be expected to enhance the forward reaction rates. In the exit
channel, the stretching and bending modes of water couple with
the reaction coordinate, and these modes could appear vibra-
tionally excited. The behavior is that expected in hydrogen
abstraction reactions, thus indicating the success of the integrated
approach in describing this type of reactions.

To calculate the rate constants using the variational transition-
state theory with multidimensional tunneling, the reaction path
was scaled to higher levels of calculation using the single-point
calculation technique. Even at high levels, our theoretical results
strongly underestimate the experimental values, indicating that
the problem arises from the use of incomplete basis sets and
the only partial introduction of correlation energy, also a general
problem in computational chemistry, and not directly related
to the integrated method used.

In sum, the integrated method corrects the deficiencies of
the lower-level method and shows its effectiveness in correcting
wrong potential energy surfaces at a very low computational
cost, which is especially interesting for the study of large
molecules.
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