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Theoretical studies are presented foNAN-dimethylaminobenzonitrile (DMABN) by using the semiempirical
Austin model 1 (AM1) and ab initio Hartreg~ock (HF) methodology for optimization of the electronic
ground and AM1/configuration interaction with both single and double excitations (CISD) and HF/configuration
interaction with single excitation (CIS) for the lowest excited states. For a correct description of the ground-
state structure, additional polarization functions and at least a split-valence dobbks set have to be

used. For both the ground and excited states of DMABN, the relative orientation of the two methyl groups
is important: AM1/CISD predicts both the firsti(, character) and second excited stdtg €haracter) to be

of untwisted and slightly pyramidalized structure with the methyl groups oriented in a staggered conformation.
HF/CIS computes the state at lower energy than the &tate in contrast to experimental data. This incorrect
state ordering represents a serious problem for geometry optimization as only the lowest excited state of a
given symmetry can be optimized because of root flipping. The HF/GI&timized geometry is twisted by

about 30 yielding the methyl groups in an eclipsed conformation. Optimization of the twisted intramolecular
charge-transfer state (TICT) yields different geometries for both methods. Both methods calculate the
dimethylamino group for a 96fixed twist angle to be of Sghybridization (i.e., without pyramidalization).

The AM1/CISD-optimized structure, however, has a widened amiaobon bond length and aromatic (nearly
equal) benzene bonds, whereas the HF/CIS-optimized structure yields a shortenedaarboa bond and
alternating benzene bond lengths. The results of AM1/CISD, HF/CIS, complete active space self-consistent
field (CASSCF), and second-order perturbation theory (CASPT2), time-dependent density functional
theory (TDDFT), density functional theory/single-excitation configuration interaction (DFT/SCI) and
multireference configuration interaction (DFT/MRCI) single-point calculations are compared by using both
the AM1/CISD- and HF/CIS-optimized geometries for the calculation of absorption and emission energies.
The results of both the CASPT2 and all DFT-based methods are in qualitatively good agreement with
experimentally obtained absorption energies. A comparison of calculated emission energies by using excited-
state geometries with data using ground-state optimized geometries shows the necessity to use optimized
excited-state geometries for computation of emission energies. The first excited-state energy surface pathway
corresponding to the photoreaction from the platiarto the!TICT state can only be obtained with AM1/

CISD geometries. A strongly endothermic reaction is predicted by AM1/CISD, HF/CIS, and CASSCF, a
slightly exothermic reaction by CASPT2 and the DFT/configurations interaction methods, and a strongly
exothermic reaction by the time-dependent DFT methodology. Experimentally, a slight increase in energy is
found.

1. Introduction calculate ET or CT characteristics, i.e., properties of systems

Electron transfer (ET), charge transfer (CT), and energy N their electronic excited states, even for relatively small
transfer are fundamental steps in natural processes such agolecular systemsMany theoretical investigations have been
photosynthesis. Innumerable attempts have been made both b)gonducted only for the electronic ground state. Comparably few
experimental and theoretical chemists to get a closer insight calculations have been published for the excited states, and even
into the understanding of the exact mechanisms in these systemgféwer include changes in molecular structure upon excitation,
Nevertheless, we are still far away from understanding these!-€-: opt|m|_zat|on of excited-state geometries. However, several
electron- and energy-transducing mechanisms for large andPhotophysical processes (e.g., fluorescence or electron transfer)
complex molecules. Methods of quantum chemistry have proven should require the calculation of optimized excited-state geom-
to be an important tool for investigation of these processes. etries as significant conformational relaxations take place after
Despite the progress in this field, it still is quite difficult to ~ photoexcitation. Much effort has been put into the development
of methods for optimization of excited states, but only a few
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frequently used. It allows the optimization of excited-state SCHEME 1

geometries of relatively large molecules. However, the calcu- ~
lated excited-state properties are often far from satisfactory, and
calculated energies deviate significantly from experimental data;
also, the order of the excited states is sometimes not reproduced
correctly?® The complete active space self-consistent field
(CASSCF} method represents a further approach for geometry
optimization of electronic excited states. It is able to account
adequately for the important nondynamic electron correlation
effects caused by nearly degenerated configurations. Also, this
method suffers from a shortcoming: Only relatively few orbitals ©verlap with spectroscopic parametrization (INDO/S and
can be included in the complete molecular orbital (MO) active ZINDO/S from Zerner) semiempirical methddshave been
space. Problems thus arise when the active orbitals changeParametrized particularly for reproduction of absorption spectra,
is also a serious problem, at least for larger systems. Onet0 optimize electronic exc@ed states, althoughthe Hamlltonlans
promising approach to include the contribution of additional have not been parametrized for calculation of excited-state
electron correlation is the combination of geometries optimized 9gradients. Nondynamic electron correlation is taken into account
by the CASSCF method with a multiconfigurational complete By @ configuration interaction scheme, e.g., with both single
active space second-order perturbation theory (CASPT2) ap-and double excitations (CISD). For some methods, dynamic
proach®® The CASPT2 method is used to obtain corrections to e_Iectron corrglanon is considered implicitly in the parametriza-
the excitation energies, which are due to dynamic electron tion. The active space often can be extended up to 10 or even
correlation effects, which often are of critical importance for 20 orbitals. To get an idea about the reliability of semiempirical
obtaining quantitatively accurate results. The high computational methods for excited-state calculations it is important to compare
cost restricts the size of the systems that can be calculatedN€S€ results with those of expensive first-principle methods.
Geometry optimizations are practically not possible at the A variety of donor-acceptor molecules have been investi-
moment. The limited number of active orbitals also excludes 9ated in their excited states as they undergo charge or electron

several problems with numerous active valence electrons to betransfer. One class of these intramolecular charge-transfer
treated by this method systems shows dual fluorescence; the most well-known example

The combination of an analytical gradient method for excited- 's 4,N.N-dimethylaminobenzonitrile (DMABNY (see Scheme

: 1). Under jet-cooled conditions and in very apolar solvents only
state geometries [Hartre§00k (.HF)/.CIS or CASSCF’ where a locally excited (LE) emission from a moderately polar excited
possible] with a que_llltatlvely .h'gh f|rst-pr|n_C|_pIe methoo_l for state is observet:16 An additional, red-shifted emission is
energy _and electr_onlc properties is a promising alternative for found in more polar solvent$,but even in cyclohexane a weak
c_al_c_u_lat|on of excited-state properties. Re_grettably, these POS intramolecular charge-transfer (ICT) shoulder is fodhdhe
sibilities have been used only lrar.ely n the Iltleratu.re. Apart from origin of this red-shifted fluorescence is still not unquestioned.
CASPT2, seyeral further quahtgtwely h'gh. first-principle met.h- Various excited-state relaxation models have been proposed for
ods are aval!able for calculation of excited-state properties. interpretation of this dual-fluorescence phenomenon and both
Denslty fur!ctlonal theory (DFT)-based methods have PrOVeN the twisted intramolecular charge-transfer (TICT) and planar
to give reliable results for_ ground-state properties even of intramolecular charge-transfer (PICT) models are the most
relatively large systems with several hundreds of electrons. extensively discussed explanations. Within the TICT mé&éP,
There has been significant progress in the extension of DFT-yne nnwisted dimethylamino (electron donor) unit rotates after
based methods for excited-state properties, namely the time-

. . ot ) photoexcitation toward an orthogonal orientation of the donor
dependent densn_y functlonal theory _(TDD Thand a ‘?O”‘b't group relative to the aromatic ring system. In apolar solvents,
nation of DFT with single and multireference configuration

. ) DMABN emits only from the planar LE state, whereas a second
interaction (DFT/SCland DFT/MRCH). The DFT/SCImethod \inimum at a twisted conformation on the excited-state energy

is based on the single-excitation configuration interaction (SCI) g rface is populated in more polar environments. This twisted
approach with the configuration interaction (CI) Hamiltonian oy cited-state minimum corresponds to a ground-state maximum
matrix elements modified and corrected empirically. Molecular resulting in a smaller S-Sy energy gap and red-shifted fluo-
orbital eigenvalues are taken from gradient-corrected Kohn (ascence as a consequence. Zachariasse and co-idfRers
Sham DFT. In 1999, extension of this method toward a multi- gyplained the dual fluorescence by the so-called Pseudoe-Jahn
reference Cl was presented, where states of multiconfigurationaltg|ier coupling. This model requires a sufficiently small energy
character can aI;o be describe_d. Recently, excited-sta@e gradientﬁap between the first and second excited states, which allows
have also been implemented in DFThut much further inves- 3 efficient vibronic coupling resulting in an increased mixing
tigation is required before the quantitative accuracy is assessedpetween both states. Later #nthis model was modified and
Not only the correct choice of a sophisticated method is the acronym PICT was introduced. Within the PRETodel,
crucial for a correct reproduction of experimental data, but also the pyramidal spamino nitrogen planarizes in its first excited
a sufficiently flexible basis set is often necessary. On the other state. More efficient conjugation results in a charge transfer from
hand, the combination of a large basis set with qualitatively the donor to the acceptor group.
low methods (e.g., HF/CIS/6-31+G**) is a somewhat ques- In the first two parts of this work we summarize experimental
tionable procedure. Basis sets are often chosen somewhatnd theoretical results on DMABN. We then report the effect
arbitrarily. Thus, a kind of guideline for the best basis set is of both method and basis set on the optimized ground-state
quite important as this work will show. First-principle methods geometry of 4-aminobenzonitrile (ABN). This derivative of
cannot be used for large systems with thousands of electronsDMABN has been chosen because of the published accurate
Here, semiempirical methods are still used widely for calculation (cf. Section 3) experimental data regarding pyramidalization.
of ground-state propertiédIntermediate neglect of differential  The optimal basis set and method are then used for optimization

Z=0C>
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TABLE 1: Comparison of Calculated Geometries for ABN input geometry. The active space is designed to include all

with Experimental Data® benzene and nitriler and 7* orbitals as well as the amino
method  basisset & 0 o  d(C—N) energy nitrogen n orbital. In addition, the inclusion of one antibonding
exp? 0.0 34 137 methyl _orbital stabilizes t_he calculations significantl_y. 'I_'herefore,
expe 0.0 42 the active space comprises 12 active electrons distributed over
AM1 0.0 221 356 1390 -—215.7384 12 active orbitals. All 11 core orbitals are held frozen, and the
HF STO-3G 0.0 312 515 1436 —372.7676 remaining 22 valence orbitals are kept inactive. This orbital

3-21G6 00 00 00 1365 -3753666 partitioning has already been used successfully in previous

6-31G* 0.0 237 381 1.382 —377.4699

1 8,29
6-31G* 0.0 22.2 359 1379 -377.4777 calculations:

6-31+-G* 0.0 22.0 352 1.380 -—377.4888 In addition, CASPT2 correctioR§to the CASSCF reference
MP2  6-31G* 0.0 278 433 1.396 —378.6669 are evaluated. All potential energies are obtained in the block-

6-316**** 00 279 434 1396 -—378.6861 diagonal Fock-matrix approximation (CASPT2D), because no

6-31+G= 00 273 415 1398 -—378.7103 major differences to the iterative full solution of the system of
DFT VDZP 0.0 16.3 254 1.374 —379.5778 . . . .

7V 00 00 00 138 —3798669 linear equations for the first-order wave function (CASP'_I'ZF)

TZVP 00 206 325 1.383 —379.9779 have been found previoustyThe values of the reference weight

of the CASSCF wave function within the CASPT2 solution,

(in degrees), inversion angle (in degrees), and bond distandfe, — which give information on the validity of the perturbatiqnal
N) (in angstroms), see Figure 1. Energy in Hartree. For HF and MP2, @Pproach, are usually in the range of 0.5 to 0.7, depending on
hydrogen polarization functions only on amino grofjRef 41.¢ Ref the underlying geometry and the specified state. This is about
40.9 Electronic energy; corresponds Ad = 50.80 kcal/mol. the limit of applicability of the CASPT2 method for systems
of such size as estimated from the approximate formula given
of DMABN. In the second part, the excited-state geometries in ref 30. Points where it was not possible to prevent the
are optimized by using both semiempirical Austin model 1 reference weight from falling below these values are marked.
(AM1)/CISD and ab initio HF/CIS methods; the resulting Dipole moments and transition dipole moments are calculated
structures are compared and analyzed. In the third part, thefrom the CASSCF wave functions by means of the complete-
absorption energies are calculated with the ground-state opti-active-space state interaction (CASSI) methbdhe energy
mized geometry using both semiempirical, ab initio and DFT- differences needed to obtain the corresponding oscillator
based methods, and the results are discussed with respect tstrengths are evaluated from the CASPT2 calculations. The
experimental data. Further, the properties of the TICT state are ANO-L[3s2p1d/2s] basis s&tis used in the CASSCF and
calculated with the same methods. Finally, the excited-state CASPT2 calculations, which is of similar quality as the basis
reaction energetics are discussed comparing the differentset used in the geometry optimizations. The CASSCF and
methods for i) the planar LE and TICT stateij) twist-angle CASPT2 calculations are performed with the MOLCAS 4.1
dependence of both the LE, anid ) the L/CT state, respec-  program packagé&
tively, for planar and twisted geometries. The results allow a  All DFT/CI calculations are performed with the TURBO-
conclusion regarding which optimization method yields the more MOLE3435 suite of programs. The B3LYP functional is used
correct geometries and whether ground-state geometries ardor all DFT/SCI calculations, and Becke’s hybrid exchange-
sufficient to describe the excited-state processes. Further, acorrelation functional (BHLYP¥%7is used for all DFT/MRCI
statement is presented about the advantages and disadvantageslculations because it uses an optimized amount of the exact
of the different methods for calculation of excited-state proper- HF exchange integraf. An energy cutoff of 1.0 Hartree for

a For definition of the twist anglé (in degrees), wagging angt

ties with the example of DMABN. the selection of the most important configurations yields Cl
results for the excitation energies, which converge to about 0.1
2. Computational Methods eV and is used for all calculations. The following basis sets are

h d L ; d with used: valence doubi&and triplé® { Gaussian AO basis sets
The ground-state geometry optimizations are performed with 5, s mented with d-polarization functions at the carbon and

the AMl Hamiltonian within the VAMP program package, nitrogen atoms (VDZP: C, N: [3s2pld]: H: [2s] and VTZP:
version 7.0°2 and for the HF and MgllerPlesset second-order - [5s3pld]; H: [3s]).

perturbation theory (MP2) methodologies as well as at the DFT The twist an . . N
- - . - . gled is defined as{o(C,—C;—N—-C') +
level with the B3LYP functiondP with Gaussian9® with a(Co—Cai—N—C")}/2, the wagging anglé as{ o(Co—Ci—N—

different basis sets as given in Table 1. The symmetry of the ~\ = O N ; ; Al

HF and MP2 geometric and electronic structures is restricted icz:a)lti on()grf:él eac): gc’c\;lorgin)é /t%) ?::gdurtgel Irll\cl)?rilg:\]l ?L é) grrlathalcsjire
to th_e highest pos_,S|bIe symmetry, which does not Ie_ad to defined analogously with the methyl group substituted by
imaginary frequencies. For AM1/CISD and DFT optimizations, hydrogen. Finally, all computations are performed without

no symmetry restrictions are considered. The geometries of the : . - . .
- . consideration of any environment: Gas-phase calculations are
excited states of DMABN are optimized by the HF/CIS method compared with experimental data obtained by conditions in

:?Odmagg'jslif(dét;is;;fgg\gtgnp d0|gr'zt%i°2$£%'%n§ ?T?eTﬁc?(\jZ vacuo, where possible. Where necessary, experimental data from
X 9 o . oy L - apolar solvents are used for comparison, but this represents an
using VAMP7.G2 with configuration interaction including all approximation. We decided not to include solvent effects

smgle and dou_ble excitations from the f|\_/e highest accupied because environmental effects cannot be computed for all chosen
orbitals to the five lowest unoccupied orbitals (CISD10). methods

For DMABN, apart from the HF/CIS method (see above),
the CASSCF methddis also used to calculate the potential
energy and one-electron properties of DMABN at a given
geometry for a given electronic state. To obtain consistent results The analysis of the experimentally obtained structural pa-
over the whole potential-energy surface, the wave function is rameters for ABN yields an untwisted ground-state geometry
specified without symmetry restrictions, independently of the with a pyramidalization anglew of 42° according to a

3. Experimental Data
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Figure 1. Enumeration of atoms, definition of the bond lengthand
pyramidalization angle» for DMABN.
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Figure 2. Optimized ground-state structure of DMABN: AM1 and
HF/CIS (this work), DFT(B3LYP) (ref 77), CASSCF (ref 68), and
X-ray structure (ref 41); optimizedslstate structure of DMABN: AM1
and HF/CIS (this work); optimized TICT state structure of DMABN:
AM1 and HF/CIS (this work), and CASSCF (ref 68).

jet-experimerf® and 34 according to an X-ray analysfs.
Experimental data also show an untwisted but slightly pyramidal
structure for the amino group of DMABN of 15n the gas
phasé? and of 10.8* and 7.2,%3 respectively, in the crystal.
The G-N bond is partly of double-bond character caused by
the conjugation between the amino nitrogen andde,= 1.37

A),*L and the aromatic unit consequently has alternating (quinoi-

J. Phys. Chem. A, Vol. 106, No. 5, 200207

isolated, supercooled conditions indicate that DMABN is planar
in its LE state?” The development in energy of the first excited
state as a function of the twist angle has been investigated
experimentally by Wermutf by the temperature dependence
of the fluorescence quantum yield. He concludes that in alkane
solvents, the TICT state is situated at an energy 8 kcal/mol
higher than $at planar geometry. In-butyl chloride, the TICT
state is already lower in energy than the primary excitgd L
state by ca. 2 kcal/mdP.*0The endothermicity for the formation

of the TICT state in the gas phase and in nonpolar solution is
supported by Polimeno et &ll.These authors extrapolated the
experimental data and concluded that the TICT state is at 11.5
kcal/mol (0.50 eV) higher energy than the planar LE state.
However, experimental data on the TICT state in the gas phase
are available only for 2,6,N-tetramethylaminobenzonitrile
(TMABN). TMABN is twisted by ca. 60 in the electronic
ground state, 59°3according to an X-ra} and 63.6 according

to an analysis of the molar absorption coefficienin the
following equation??

€(6) = €(0) cog & 1)

An excitation energy of 32900 cmh (4.1 eV) has been
measured for TMABN in methylcyclohexatfeandn-hexané?
as solvents. Considering the éaelationship for the rotation
barrier in the ground state, a barrier of 2600¢n¢0.3 eV)
results for a twist angle of 60relative to the planar ground
state. Thus, the;S$tate energy at = 60° is situated at 35 500
cm1, at higher energy relative than at= 0° (for DMABN).
The latter value is very similar to that extrapolated by Werrffuth
for DMABN at 6 = 90°. Under jet-cooled conditions, only the
normal fluorescence from theylstate has been observed for
DMABN. 4% The gas-phase fluorescence energy of 32 333'cm
(4.0 eV) is lowered to 3:63.9 eV in cyclohexan&*°Here, a
second, lower energy CT band is found at 3.2 eV.

The dipole moments have been determined by time-resolved
microwave conductivity (TRMC) to 6.6 D for the ground state,
9.7 D for the LE state, and 17 D for the CT state in
cyclohexané® Even for alkane solvents, the experimental dipole
moment will always be measured larger than in the gas phase
because of the solute polarizability. Two recently published
time-resolved resonance Raman stutfigthave established the
transferred electron to be delocalized over the benzonitril&%unit
and locate a downshift of 96 crh for the phenyl-amino
vibration in the CT state of DMABN, relative to the ground
state3® The decisive ¢—N vibrational stretch band has been
localized by comparison of the IR spectra of DMABN with those
of a®™N isotopically substituted derivative at the dimethylamino
nitrogen. These results clearly account for a lengthening of the
C;—N bond, loosening of the phenyl ring, and lengthening of
the cyano group in the CT state. Thus, the TICT model is
favored to account for the properties of the CT state, and the
PICT model is less well suited for explanation because it implies

dal) bond lengths of 1.40 and 1.37 A, respectively (see Figure that the G—N bond has increased double-bond (quinoid)

2). The ground-state rotation barrier for DMABN has been
determined by Mackenzie and MacNicol to be 3000°&i{7.55
kcal/mol)#4

The first and second singlet excited states of DMABN are
of Ly and L, character, respectively. Excitation energies of 4.0

character with respect to the ground state. On the other hand,
infrared studies by Okamoto et®land Okamot® suggest that

the quinoid character of the aromatic carbon atoms in DMABN
in its CT state accounts for the PICT model because only this
model is in accordance with the experimentally observed

and 4.3 eV are reported from recent electron energy-loss aiternating bond lengths of the benzene unit in the CT state.

experimentg$® Absorption spectroscopy in an apolar solvént
determines somewhat higher energies of 35 6004 eV)
and 37 100 cm! (4.6 eV). The progression in the electronic

However, the TICT model also may exhibit some quinoidal
character in the aromatic system (cf. Chapter 4).

excitation spectra under jet-cooled conditions suggests that the- Comparison of Theoretical Calculations

LE state is partly twisted by approximately 3846 On the

Numerous theoretical investigations have been published for

contrary, other fluorescence excitation experiments under interpretation of the unusual fluorescence properties of DMABN.
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Although the size of the molecule allows an investigation by

Parusel et al.

Geometry optimizations at the ab initio CIS level assign a partly

qualitatively high first-principle methods, semiempirical methods twisted structure to the less polar first excited state of

are still applied (e.g., Purkayastha ef&in 1999). However,

several previously published papers using semiempirical Hamil-

DMABN: 6 = 22° by the HF/CIS(D95) study of Lommatzsch
and Brutsch§ and ca. 30 by the HF/CIS(6-31G**) study of

tonians have yielded important results (e.g., see refs 59 and 60) Scholes and co-worker8.In refs 64 and 70, this partly twisted
The correct reproduction of the electronic ground-state geometrygeometry is therefore assigned to tMe, state. However,

(0 = 0°, o = 10—15°)*142 already represents a difficult task.
Both semiempirical AM% (6 = 0°, o = 18°) and DFT
calculations at the triplé- with two polarization functions
(TZ2P) levef? (6 = 0°, w = 14.2) are in good agreement with
the experimental inversion angle of DMABN. An early HF/
STO-3&3 ground-state optimization significantly overestimates
the inversion angle«{ = 38°), whereas the HF method using a
more sophisticated cc-pVDZ basis ®atalculates an inversion
angle w of 15°. The semiempirical modified neglect of dif-
ferential overlap (MNDO) parametrization predicts a ground-
state minimurf® with an twist angle of 50 which is in clear

contrast to both experiment and all other theoretical methodolo-

gies. The INDO/1 Hamiltonian does not reproduce the experi-
mentally observed inversion anglé € 0°, v = 0°).5°

Excited-state optimized geometries are important for the

Sobolewski and co-worketbnoted in their publication that the
LE(Lp) was erroneously defined by Scholes et’decause of
interchanged Land L, states at the CIS/6-31G* level of theory.

In contrast, a planar structure of the LE state has been computed
both by the CASSCF method as published by Chudoba®t al.
and Roo# as well as by semiempirical studi&s?® The recent
CASSCF excited-state optimization by Dreyer and Kumn#fow

yielded two LE states both of planay & 0° andw = 0°) and

pyramidal § = 0.0° andw = 25.C°) structure. However, only

the planar conformation is in agreement with experimental

infrared band intensities.

Various articles have been published considering the evolution
in energy of the first excited states as a function of either the

twist angled or inversion anglew. Most studies use only

ground-state optimized geometries (e.g., see ref 72) or excited-

investigation of emission properties because structural relaxationstate optimizations with symmetry restrictions (e.qg., see refs 28
after photoexcitation cannot be reproduced by ground-stateand 29). In several studi€/274the TICT state is at signifi-

optimizations. Especially the calculation of TICT emission

cantly lower energy than the planay Sate. The formation of

energies requires both ground- and excited-state optimizeda TICT state in DMABN is hindered in this exothermic reaction

geometries. In the electronic ground state, the twisted 00°)
conformation represents a saddle point with a significantly
pyramidalized nitrogen atof1:5%:62In contrast, the excited TICT
state is characterized by a twisted and nonpyramidalided (
90° andw = 0°) structure®®67Use of the ground-state optimized
geometry at = 90° for calculation of the TICT state can thus

only by the rotation barrier. The TDDFT study by Cammi et
al.”* calculates a decrease in energy frors 0° to 6 = 90° by

11 kcal/mol. Only a few first-principle calculations of two-
dimensional contour maps of excited state(s) potential energy
surfaces studies have been published with both the pyramidal-
ization and twist angle as parameters. Kato and Amdtatsu

not reproduce the emission energy because the amino group otpplied the HF/CIS method by using a Cl with single, double,

the optimized twisted ground-state geometry (i.e., at a fixed twist
angle of 90) increases its pyramidalization upon twistfi¥g?66
Kato et al®® calculated [HF/CIS(STO-3G)] a saddle pointéat

= 90° for the first excited state of DMABN with a wagging
angle (which is not defined; see next section) of approximately

and triple excitations (CISDT) scheme with 10 active orbitals,

which yielded an increase in the, $CT) state energy by

approximately 0.7 eV from the planad & 0° and nonpyra-
midalized) minimum toward the TICT state minimuh= 90°
and nonpyramidalized), which is more than 0.5 eV higher than

40°. Only ground-state-optimized geometries have been used.the first excited state ai = 90°. In 1990, such calculations

The semiempirical AM1 investigation by Gorse and Pest{uer
as well as first-principle studies, e.g., using the €l&nd

were only feasible by using the minimal STO-3G basis set.
Although the calculated endothermic reaction is in agreement

CASSCP8 methods with optimized excited-state geometries, with the experimental study by Polimeno et%lwe have some

clearly represent an improvement for the quality of the results,
although we do not clearly know the corresponding experimental
structures.

doubts about the reliability of the computed numbers. First, the
minimal STO-3G basis set does not correctly reproduce the
ground-state geometry and significantly overestimates the

The definition of the structural parameters represents a severepyramidalization angle. Second, the nitrogen is generally

problem for comparison of theoretical results for DMABN with
experimental data. Especially the termsgging angleand
inversion angleare used in the literature somewhat arbitrarily.
Experimentally, the inversion angle is defined as the angle

assumed to be of 3hybridization in the TICT state. On the
contrary, the calculations by Kato et al. compute a pyramidalized
sp*-hybridized nitrogen atom. Thus, the agreement with experi-
mental data is a result of the energy shift applied in ref 63.

between the two planes spanned by the phenyl unit and the plane The CASPT2 study by Serrano-Aridret al’2 also yields a
of the amino nitrogen with the two methyl carbon atoms, twisted ¢ = 90°) and pyramidal ¢ = 21°) TICT state as the

denoted a in this article. This angle, for example, is labeled
wagging angle by Gorse et @ The wagging anglé is defined

as {a(C,—C;—N—C') — o(C,—C1;—N—C'"")}/2 as used, for
example, by Sudholt et &.and Mennucci et &° However,
both angles describing the pyramidalization of the amino
nitrogen are different and cannot be compared directly. For
DMABN, the experimentally observed pyramidalization of45
corresponds to the theoretically obtained inversion angead

not to the wagging anglé, which is about 16-20° smaller
thanw. Kato and Amatat<ij did not give a definition of the
wagging angle at all.

A controversy is found in the literature for the structure of
the first excited state of DMABN, namely the LEL() state.

geometry of lowest energy on the first excited-state surface. In
contrast to the experimental evideffteand the study by
Polimeno et al®! this TICT state is at lower energy than the
planar g state, i.e., the twisting coordinate is an exotherm
reaction. Recently, Mennucci et &lreported a similar two-
dimensional energy surface based on multireference perturbated
CIS calculations yielding the correct nonpyramidal € 0°)
minimum at abou® = 80°. This TICT state is by 0.1 eV (2.2
kcal/mol) higher in energy relative to the planér< 0° andw

= 0°) S; state minimum conformation. Also, a qualitatively high
CASSCPeinvestigation with excited-state optimized geometries
and an earlier ZINDO/S stufiylocate the TICT state at higher
energy than the Sstate minimum at planar conformation.
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The detailed geometrical structure of the hypothetical TICT
state is far from being experimentally and theoretically resolved.
The symmetry-restricted HF/CIS excited-state optimization by
Sobolewski and Domcke with a 3-21G basis’%glelds an
aniline unit with highly alternating bond lengths XC,, 1.34
A, C1—Cy, 1.47 A, G—C3, 1.35 A; G—Cy, 1.41 A). The
predicted short bond length-\C; of 1.34 A is explained by
strong Coulomb interactions between the positively charged
amino group and the negatively charged benzonitrile unit
(harpooning effect). Scholes and co-workers localized this TICT

state as a transition state between two equivalent LE geometriesHF/CIS

with the same HF/CIS formalism but a qualitatively higher basis
set (6-31G**). This clearly shows the difficulties of the HF/
CIS method with this kind of problem. The recent CASSCF
optimization of the DMABN TICT state by Dreyer et @also
calculated alternating bond lengths within the benzene ring
(C1—Cy, 1.42 A; G—Cs5, 1.36 A; G—Cy4, 1.43 A) but a
significantly longer G—N bond length of 1.43 A relative to
the ground state (&N, 1.39 A). According to the authors, the
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TABLE 2: Comparison of Calculated Optimized Geometries
for DMABN in Ground and Various Singlet Excited States
with Experimental Data?®

methyl
method name state o 0 o d(C;-N) positiorf
AM1 GS S 0.0 15.8 24.7 1.399 synl
AM1/CISD LE Ly 0.0 0.7 1.1 1.389 synl
(PICT L 00 05 07 138  synl
TLE L, 89.9 249 450 1.437 syn2
TICT L, 90.0 0.0 0.0 1412 synl
HF GS ) 0.0 8.8 148 1.374 synl
ICT L, 34.8 124 19.7 1.367 syn2
TLE L, 90.0 25.0 44.2 1.414 syn2
TICT L, 90.0 0.0 0.0 1.341 synl

exp. X-ray! S 0.0 10.8 1.365

Vacuunt & 0.0 15

aGS= Ground State, LE= Locally Excited State, (P)ICF (Planar)
Intramolecular Charge Transfer State, TEETwisted Locally Excited
State, TICT= Twisted Intramolecular Charge Transfer St&t€ee
Figure 2 for explanatiorf. Ref 41.9 Ref 42.

twisting diminishes the shortening caused by conjugation effects geometry of ABN is optimized in its electronic ground state by

of the G—N bond that is partly of double-bond character in
the planar geometry. A shorteneg-N bond in the TICT state
was also found by an AM1/CISD study of Gedeck and
Schneidei® (d(So) = 1.39 A, d(Srict) = 1.33 A). Moreover,
the degree of twisting of DMABN in the TICT state is

using semiempirical AM1, ab initio HF, MP2, and DFT/B3LYP
methodologies and basis sets of different quality, varying from
STO-3G to TZVP. A nontwisted geometry of ABN is found
by all methods, whereas polarization functions are imperative
to reproduce the experimentally observed amino group pyra-

ambiguous because several theoretical studies predict themidalization. Both HF/3-21G and DFT/B3LYP/TZV basis sets

energetic minimum of the TICT state at significantly smaller
twist angles tha = 90°: A DFT/SCF2investigation calculates

0 = 60° and patrtially allowed character for the “TICT state”
by using ground-state optimized geometries. A shallow mini-
mum at 45 has also been computed in two recently published
studies by Sobolewski et &.and Sudholt et al® Here, the
HF/CIS methodology is used for optimization of the first and

without polarization functions yield a plan&s, geometry for
ABN. The AM1 result ofw = 35.6 is in qualitatively good
agreement with the experimental datawf= 42° in a jet-cooled
experimen® and ofw = 34° in an X-ray analysié¢! HF/STO-
3G strongly overestimates the pyramidalizatiens€ 51.5°) and
also the carboramino nitrogen bond distanceayg = 1.44 A;
dexp = 1.37 A*Y) corroborates the well-known deficiencies of

second excited states and the energies are then determined bthe minimal basis set. The MP2 results somewhat overrate the

the CASPT2 method. The CASPT2 study by Serrano-Asfdre
also localizes the TICT minimum at smaller twist anglés<

60° with ground-state geometries and the amino group forced
to a sp hybridization). An identical calculation with the
inversion angle set to 21reveals the TICT state at 9t
significantly lower energy than fap = 0°. Both a recent DFT/
MRCI investigatior” with ground-state optimized geometries

pyramidalization ¢ ~ 42°—43°) and the G—N distance § ~

1.40 A) in comparison with the X-ray values, which may
however be subject to packing effects and hydrogen bonds. The
DFT methods slightly underestimate the pyramidalization (

~ 30°) and correctly reproduce the-\ distance d = 1.37—

1.38 A). In general, an increased-€N (see Figure 1) bond
length is calculated for larger pyramidalization angles, reflecting

and a study using CASSCF optimized excited-state geonfétries the increased Spcharacter and decreased conjugation of the

predict the TICT state as completely decoupled and nonpyra- amino nitrogen with the aromatic benzene system. The results

midal 0 = 90° andw = 0°). are in agreement with a recent study on aniline, where similar
It becomes obvious that a lot of different excited-state results were obtaine.Neither the further addition of diffuse

geometries, potential surfaces, and reaction paths have beefunctions (HF/6-3%+G* resulting inw = 35.Z) nor additional
published not only using different methods and (symmetry) Polarization functions at the amino hydrogens (HF/6-31G**
restrictions but also within one method with different basis sets. resulting inw = 35.9) improve the results with respect to the
It is therefore important to emphasize that the main goal of this €xperimentally observed structural data. One should, however,
article is to investigate the photophysical properties of DMABN Pe aware that hydrogen atoms cannot be located precisely by
by a direct and better-defined comparison of various theoretical X-Tay spectroscopy. o _
models with each other and with experimental data to elaborate °-1.2. DMABNFor optimization of DMABN in its electronic
the strengths and weaknesses of a given method. ground state, both methods are applied that will be used for
optimization of the excited states, namely the AM1 and HF
methodologies. The results are summarized in Table 2 and
Figure 2. Both methods reproduce the experimentally observed
5.1. Electronic Ground-State Geometry Optimization. pyramidalization. The semiempirical AM1 Hamiltonian calcu-
5.1.1. ABN Test for Basis Set and Methd@sr first goal is to lates a pyramidalization angle of 24.&and also the HF
investigate the effect of both method and basis set on the optimization yields a pyramidal amino nitrogen of 1%4(®ex,
geometry of ground-state-optimized DMABN. In particular, the = 15°).4! The larger angle» of the AM1 Hamiltonian results
slight pyramidalization of the dimethylamino group is a sensitive in a calculated &N bond distance of 1.40 A, which is too
parameter for the quality of both the method and the basis set.long as compared with the experimental dakg{= 1.37 A*1).
In a series of benchmark calculations, the structure of the relatedThe anglew as obtained by the HF method is in perfect
molecule ABN is determined before DMABN and compared agreement with experimental data, and also the bond length of
with the detailed experimental data available (see Table 1). Thed = 1.37 A fits excellently to the X-ray data. The results of

5. Results and Discussion
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Figure 3. Side (left) and front (right) view of DMABN withsynl 19—

(top), syn2(middle), andanti (bottom)-methyl group orientation. 142 142.9 kcal/mol

optimizations with different configurations of the methyl groups MW7 T 7T

illustrate that the relative orientation of the two methyl groups 0 10 20 30 40 %0 60

also has to be considered when analyzing the structure of Pyramidalization Angle o [°]

DMABN. Figure 4. Energies for locally excited (TLE) and TICT state of twisted

In principle, three different minimum-energy orientations are  DMABN ( = 90°) as a function of the inversion or pyramidalization
possible as shown in Figure 3. In tegnlconformation, one anglew.
hydrogen atom of each methyl group faces the other one and
both are in the plane of the phenyl uri(i—H) = 2.12 A). In HF/CIS and AM1/CISD methods; see Table 2). In contrast, the
the syn2 conformation two hydrogen atoms of both methyl optimized TICT state is nonpyramidal and Gf, symmetry.
groups oppose each other, whereas forah& conformation This state is related to the,lstate at planar conformation. The
the methyl groups are staggered. The orientation of the methyl TICT state is not the globalztlike completely twisted minimum
group has an important influence on the geometry of the within the HF/CIS calculations. A SeCOI’]di state WlthsynZ
optimized ground stateSynlrepresents the global minimum  methyl groups is located at lower energy than the TICT state
conformation withd = 0.0° and w = 24.7. For the syn2 of La character €z, symmetry,0 = 90°, andw = 0°). Further
conformation, a local AM1 minimum with a twist angle of 30  relaxation of the lowest 4 state withinC, symmetry results in
and inversion angles of 33° is calculated at 0.70 kcal/mol @ TICT state with the methyl groups oriented inaatti position.
higher energy. Thanti or eclipsedconformation also represents ~ This geometry may be adiabatically connected to the transition
a local minimum at 0.5 kcal/mol higher energy relative to the Structure found by Scholes et @l’®
synlminimum. The smaller distance between the two closest The results as summarized in Table 2 reveal the following
hydrogen atoms in thanti conformation of 1.88 A disfavors  properties: AM1/CISD calculates the less polarstate ji =
this orientation relative to the untwistesynlconformation. 6.9 D, mainly highest occupied molecular orbital (HOM®)

5.2. Electronic Excited-State Geometry Optimization.In lowest unoccupied molecular orbital (LUM®]) characterAH?
this section we investigate the differences and analogies of two= 124.9 kcal/mol] at lower energies than the more polar L
methods routinely available for optimization of excited states state ¢ = 10.2 D, mainly HOMO~LUMO character AHL =
of larger molecules with more than 10 non-hydrogen atoms, 135.9 kcal/mol) in agreement with experimental data. Both states
AM1/CISD and HF/CIS. Four geometries are optimized and differ only negligibly in their geometry. The structures reveal
the results are summarized in Table 2 and Figure 2. Trentd an untwistedd = 0°) and insignificantly pyramidal amino group
L, states of DMABN correspond to;S&nd $ optimized by (w = 0.7 andw = 0.5°, respectively) wittsynlorientation of
using the ground-state-optimized conformation as starting the methyl groups. A second local minimum wiéhti orienta-
geometries. Because thg &nd L, states lie energetically very  tion of the methyl groups is calculated 3.39 kcal/mol higher in
close together in the HF/CIS method and root flipping easily energy AH{® = 139.4 kcal/mol) with a partly twisted and
leads to a collapse of the higher excited state during energy pyramidal geometryd = 29° andw = 25°). For the twisted
minimization, it is only possible to optimize the lowest excited orientation of the dimethylamino group € 90°), the character
state in each symmetry. Therefore, the electronic state and theof the first excited state depends on the amount of inversion
steric conformation of DMABN are specified by symmetry (see Figure 4). The highly polar TICT state witkynl
restrictions for the optimization with this method. The-S  conformation g = 14.3 D, mainly of HOMG~LUMO char-
optimized geometry is generated by an overall optimization of acter) calculated with AM1/CISD has the lowest energy at
the first excited singlet state withi@, symmetry. The resulting ~ 90° (AH{ = 142.9 kcal/mol). The inversion angle is zero, and
slightly twisted and pyramidalized ;Sstate has mostly L the total energy of the TICT state increases significantly when
character, because this state is usually lower in energy than thepyramidalizing the amino group. In contrast, the twisted weakly
Ly state within the HF/CIS methdd.2®7%79The structure is  polar Ly, state (TLE state, HOM©2—LUMO and HOMO-
therefore named ICT throughout the article. 1—LUMO+1 excitation) has a higher lying minimum in energy

Two local minima exist at the fully twisted geometry of the (AH® = 145.7 kcal/mol) and a small dipole momept<£ 3.5
dimethylamino group (i.eq fixed to 9C): The “twisted locally D) atw = 25° andsyn2conformation. The sphybridized TICT
excited state” (TLE) corresponds in electronic character to the state is 2.8 kcal/mol lower in energy than the TLE state. Figure
planar L, state and is strongly pyramidalize@ € 25° in both 4 shows the evolution in energy of both twisted states as a
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function of the inversion angle. The picture clearly shows that calculatesAd = —0.073 A compared with the TLE state at the
both the TICT and the TLE state represent two local minima TICT state geometry. A longer.:€N bond length results for
on the excited-state surface (forfixed to 9¢°) characterized AM1/CISD but a shorter for HF/CIS relative to the nontwisted
by different inversion angles. The energy profiles are quite optimized ground state. CASSCF optimizations by Dreyer et
similar to those calculated by CASPT2 on HF/CIS geometfies.  al.58 also obtain a bond widening from 1.386 A for the ground
The G—N bond length of 1.41 A and the small differences in state to 1.434 A for the $ghybridized TICT state, but the
the bond lengths of the pheny! unit (see Figure 2) clearly accountstructure of the benzonitrile unit is quinoid in this case (Figure
for two decoupled units. In the TICT state, the negatively 2). The CASSCF and AM1/CISD methods both predict a
charged aromatic benzonitrile acceptor unit is separated from predominating effect of the missing conjugation (i.e., increased
the positively charged dimethylamino donor group by a bond C;—N bond length); the CASSCF and HF/CIS methods both
of single-bond character. The missing conjugation is counterbal- predict a quinoid benzonitrile geometry. Summarizing, the three
anced by the attracting interactions between the donor andmethods compute three different geometries for the TICT state
acceptor units, which are differently weighteti=€ 1.41 A in and no final conclusion about the reliability of each method is
AM1/CISD andd = 1.34 A in HF/CIS, as compared with= possible, because no experimental data on the relaxed geometry
1.43 Ain CASSCP®). We also point out the inconsistent AM1/  of the TICT state are available.
CISD results for the c-N bond Iength obtained in this work 5.3. Absorption Energies_|n Table 3, which is based on
(d = 1.41 A) and by Gedeck and Schneitfe(d = 1.33 A). the AM1- and HF-optimized ground-state geometries, the single-
HF/CIS calculates thedstate for small twisting and inversion  point excitation energy calculations are compared for the
angles at lower energies than the ktate in contrast to  excited-state properties by using the following methods: The
experimental dat¥* The experimentally observed state order semiempirical AM1/CISD, ab initio HF/CIS, CASSCF, and
can be reproduced correctly only with a sufficiently large basis CASPT2, as well as the DFT-based TDDFT, DFT/SCI, and
set like 6-313-+G(2d,p) as used in the work of Scholes et%al.  DFT/MRCI methods. For all methods (except AM1), a valence
However, we decided not to use this large basis set because idlouble basis set including polarization functions has been
is uneconomical to combine a high-quality basis set with a used. In addition, the basis set effect has been investigated
method including only single excitations. Thus, only the L by comparing DFT/MRCI(B3LYP)/VDZP with DFT/MRCI-
optimized geometry is presented in Table 2. This partly twisted (B3LYP)/TZVP results.
optimized geometryd = 34.8 andw = 12.4) has asyn2 A direct comparison of the data in Table 3 reveals the
orientation of the methyl groups. This geometry is comparable expected similarity of excited-state properties for both ground-
with the HF/CIS optimized geometry with a twist angle of state geometries. The excitation energies for the AM1 ground-
approximately 30andsynZorientation as published by Scholes  state-optimized geometry are generally lower by less than 0.1
et al’® and attributed to the dstate as well as by Sobolewski eV, put the dipole moments, oscillator strengths, and charac-
et al?® and attributed to the dstate. The clear distinction  terization of both the k.and L, states are comparable for both
betweersynlandSynZConformationS becomes Challenging for geometries_ Because the AM1 geometry shows a |arger pyra-
alarge pyramidalization angle. Thus, the HF/G}®2geometry  mijdalization anglew, this can be connected to the slightly
of the Ly state is obtained by starting with the plargml lowered absorption energies. The state is a combination of
ground-state conformation and increasing the pyramidalization. the HOMO—~LUMO++1 and to a lesser degree of the HOMO
The AM1/CISD calculations show that both geometries repre- 1—| UMO excitation. The L state is mainly of HOMS&-LUMO
sent a local minimum on the excited-state hypersurface with character for all methods. According to the results of Table 3,
the nearly planar form as the global minimum. Only the HF/ hoth the AM1/CISD and HF/CIS methods cannot be used for
CIS optimization yields the somewhat twistegn2geometry  reproduction of experimental absorption energies. AM1/CISD
as the global minimum. We decided to perform all forthcoming ynderestimates the excitation energies by ca. 0.5 eV and the
excited-state calculations by using both geometries. It thus dipole moments are too smalk(Laamciso = 9.7 D vs
becomes possible to determine the geometry of thetdte by (L )ex, = 11—14 D'7]. On the other hand, HF/CIS overesti-

a direct comparison of calculated and experimental absorptionmates the excitation energy by 0.5 eV and locates the,L
energies by using both computed conformations. state with an even smaller dipole moment of 8.4 D at lower
The HF/CIS and AM1/CISD structures for the TICT state energies than the pLstate. Energy correction by CASSCF
differ significantly in the bond length between the amino reproduces the correct ordering of the states, but both the L

nitrogen and the adjacent carbon atom (€ee Table 2 and  and L, state energies are calculated too high by ca. 0.5 gy (L
Figure 2). This bond is significantly shorter in the HF/CIS and 1.5 eV (L) relative to the experimental data. The CASSCF
optimized geometry [d(G-N) = 1.341 A] and the uncoupled  dipole moments withu = 6.1-6.7 D for L, andu = 12.8 D
benzene subunit possesses alternating bond lengths. In generalor L, are at the lower border of the values measured in nonpolar
rotation of the dimethylamino group increases the carbon solvents, which should be higher than in the gas phase because
nitrogen bond length because of decreasing conjugation. Bothof polarization effects. Further energy correction by perturbation
AM1/CISD (Ad = +0.037 A) and HF/CISAd = +0.028 A) theory (CASPT2) brings the energies down close to the
calculate a larger S-N distance for the TLE state as compared experimental absorption energies, (& 4.1 eV; Ly = 4.4 eV).

with the ground state where charge transfer is insignificant in TDDFT energies are calculated in the correct range, but as for
both cases. Planarizing the pyramidal amino group increasesCASPT2 excited-state dipole moments, could not be calcul-
the donor strengffi and lowers the highly polar TICT state ated here. Both DFT/SCI and DFT/MRCI reproduce experi-
below the TLE state. The induced significant CT character leads mental energies satisfactorily. The DFT/SCI dipole moments
to a shortened bond length because of attracting Coulombare calculated too highu[La)prr/sci = 15.7 D] but DFT/
interactions of the positively polarized dimethylamino donor MRCI dipole moments are within the experimental range
group and the negatively polarized benzonitrile acceptor subunit. [u(La)ormmreivozey = 12.6 D]. Improvement of the basis set
However, AM1/CISD vyields only a slight shortening of the from VDZP to TZVP changes the results only slightly. The
Ci—N bond length byAd = —0.025 A, whereas HF/CIS  DFT/MRCI(B3LYP)/TZVP energies of 4.31 e\AEeyx, = 4.0
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TABLE 3: Total Energy (in Hartree), Excitation Energy AE (in Electronvolts), Dipole Moment ¢ (in Debyes), and Oscillator
Strength f for the AM1- and HF-Optimized Ground-State Geometry of DMABN?2

AM1 HF
method state energy AE u f energy AE u f
expin jet 0-0 band 4.0 0-0 band 4.0
EEL exp¢ Lp 4.0 4.0
La 4.4 4.4
exp in alkane Lp 0-0 band 3.63.9 6-10 0.04 0-0 band 3:63.9 6-10 0.04
La max. 4.4 15 0.33 max. 4.4 15 0.33
AM1/CISD S 457 5.3 55.6 55
Lp 127.8 3.6 6.6 0.01 140.1 3.7 7.4 0.01
La 137.6 4.0 9.7 0.34 147.7 4.0 9.5 0.32
HF/CIS(6-31G*) ) —455.5077 7.0 —455.5201 7.3
Ly —455.2933 5.8 7.8 0.02 —455.3037 5.9 8.3 0.03
La —455.2993 5.7 8.4 0.46 —455.3059 5.8 8.9 0.47
CASSCF(VDZP) 9 —455.7504 6.1 —455.7545 6.5
Lp —455.5795 4.7 6.1 0.00 —455.5801 4.7 6.7 0.01
La —455.5297 6.0 12.8 0.47 —455.5313 6.1 12.8 0.48
CASPT2(VDZP) 2 —457.0401 —457.0336
Lo —456.8890 4.1 —456.8802 4.2
La —456.8799 4.4 —456.8681 4.5
TDDFT(VDZP) S —458.1275 7.0 —458.1267 7.3
Lo —457.9620 4.5 0.03 —457.9592 4.6 0.03
La —457.9552 4.7 0.50 —457.9483 4.8 0.51
DFT/SCI(VDZP) Y —457.8401 7.0 —457.8591 7.3
Lp —457.6872 4.2 10.8 0.02 —457.684 4.2 11.2 0.03
La —457.6713 4.6 15.7 0.63 —457.6664 4.8 15.4 0.65
DFT/MRCI(VDZP) S —457.8572 6.8 —457.8596 7.2
Lo —457.6964 4.4 8.0 0.02  —457.6950 4.5 8.6 0.03
La —457.6955 4.7 12.6 0.63 —457.6823 4.8 12.7 0.64
DFT/MRCI(TZVP) S —458.3317 7.1 —458.3405 7.5
Ly —458.1734 4.3 8.3 0.02 —458.1792 4.4 9.0 0.02
La —458.1635 4.6 12.8 0.63 —458.1666 4.7 13.0 0.63

aExperimental data from refs 14, 15, 49, 52, 81, and°@2r AML1 in kilocalories per molet Ref 40.9 Electron energy loss experiments, ref
45.¢Refs 14, 15, 49, and 52Ref 81.9 Ref 82.

TABLE 4: Total Energy (in Hartree), Excitation Energy AE
(in Electronvolts), and Dipole Momentu (in Debyes) for the
AM1/CISD- and HF/CIS-Optimized TICT State Geometries

of both the AM1/CISD and HF/CIS method. The carb@mino
nitrogen bond is of single-bond characte 1.43 A), whereas

the carbon atoms in the phenyl moiety show alternating single-
of DMABN - .
and double-bond character (see Figure 2). Experimentally, a
AM1/CISD HF/CIS weak CT emission at 3:13.2 eV is observed in cyclohexane
total total 15,48 with the main LE fluorescence band at 3.8.7 eV1548
method energ¢ AE u  energf AE u The large dipole moment, the forbidden character 0), and
exp. in cyclohexarfe 3.2 17 3.2 17 the main HOMG-LUMO character of the TICT state is
AM1/CISD 142.9 3.8 143 1479 3.6 13.3 reproduced for all methods and for both optimized geometries
HF/CIS(6-31G*) ~ —455.2698 6.1 14.3-455.2906 5.4 13.7  (details not shown). Analysis of the molecular orbitals charac-
gﬁgg%z ((\\//DDZZIE)) :322:2322 gg 15'8:222:2323 g:f 14.9 terizing the TICT state describ_es th_is state as correspondir]g to
TDDFT(VDZP) —457.9957 3.1 —457.9957 2.8 a charge transfer from the amino nitrogen lone electron pair to
DFT/SCI(VDZP)  —457.6926 3.5 19.1-457.6892 3.2 17.7 a mr* orbital on the benzonitrile acceptor unit for all methods.
DFT/MRCI(VDZP) —457.7023 3.8 16.6—457.7015 3.5 15.3 In general, the energy of the TICT state calculated with the
DFT/MRCI(TZVP) —458.1785 3.7 16.7—458.1822 3.4 154

aFor AML1 in kilocalories per mole? Ref. 15.

eV,%94.3 eV and 4.6 eV NEex, = 4.6 eV as well as dipole
moments of 8.3 Dyexp = 8—11 D'1) and 12.8 D fexp =

11-14 D' are in good agreement with experimental data

HF/CIS geometry is ca. 0.3 eV lower in energy relative to the
AM1/CISD-optimized geometry. Both energies of 3.8 eV (AM1/
CISD for AM1/CISD geometry) and 3.6 eV (AM1/CISD for
HF/CIS geometry) agree fairly well with the experimental
energy difference of 3.2 eV in alkane solvents.

Both the CASSCF (W TLE = 4.7 eV; LJ/TICT = 4.8 eV)

as are CASPT2 energies and CASSCF dipole moments (takenand the HF/CIS (WTLE = 6.0 eV; LJ/TICT = 5.4 eV) energies

the solvent influence on the measured values into account).

5.4. The TICT State.The optimized TICT geometries differ
significantly for the benzene structure and the-G} bond
distance as reported in Section 4.2. We therefore also expectdependence discussed in Section 5.3 into consideration. CASPT2
different TICT state properties for the HF/CIS-optimized correction results in a TICT state energy difference of 3.1 eV
structure with a short €N bond length and a quinoid benzene (HF/CIS geometry) and 3.6 eV (AM1/CISD geometry) in good
structure and the AM1-optimized structure with a long T
bond length and an aromatic structure of the benzene moiety.TICT state energy difference of 3.1 eV is calculated by using

The results as summarized in Table 4 (based on the AM1/the AM1 geometry, which is too low compared with the
CISD- and HF/CIS-optimized TICT state geometries) and Figure experimental data. For the HF/CIS geometry, an energy differ-
2 corroborate this expectation. The geometry of the CASSCF ence of 2.8 eV is calculated for the TICT state, which is even
optimizatior?® yields a structure combining the characteristics lower in energy. The DFT/SCI TICT energy gap is in good

at HF/CIS geometry are far too high compared with the
experimental emission energy. The CASSCF dipole moments,
however, are close to the measured values taking their solvent

agreement with experimental data of 3.2 ¥\For TDDFT, a
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TABLE 5: Total Energy (in Hartree), Excitation Energy AE
(in Electronvolts), and Dipole Momentu (in Debyes) for the
AM1/CISD- and HF/CIS-Optimized L , State of DMABN
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TABLE 7: Reaction Energetics for DMABN along the
Twisting Coordinate in Kilocalories per Mole for Different
Excited-State Geometries

AM1/CISD HF/CIS Ly—TICT2 Lp— TLEP TICTS
total total AM1/ AM1/ AM1/ HF/
method energf AE u energfy AE u geometries cisp? cisp? CISD CIS
AM1/CISD 135.9 4.0 10.2 1425 3.8 938 AM1/CISD 18.0 20.8 7.0 8.4
HF/CIS(6-31G*) —455.3004 5.6 8.9-455.3159 5.2 8.6 HF/CIS 15.7 6.7 19.2 15.9
CASSCF(VDZP) —455.5324 59 13.2—455.5410 5.6 12.8 CASSCF 23.8 —-8.1 -5.0 -3.1
CASPT2(VDZP) —456.8806 4.3 —456.8845 3.9 CASPT2 —-0.9 10.7 —6.9 —2.4
TDDFT(VDZP) —457.9568 4.7 —457.9537 4.5 TDDFT —-20.¢ 7.7 —24.4 -—20.7
DFT/SCI(VDZP) —457.6724 4.6 15.8—457.6744 4.3 13.5 DFT/SCI —-1.7 19.8 -12.7 —-93
DFT/MRCI(VDZP) —457.6880 4.6 12.9—-457.6894 4.4 99 DFT/MRCI(VDZP) —-2.0 12.7 -9.0 —4.4
DFT/MRCI(TZVP) —458.1651 4.5 13.2—458.1718 4.3 10.0 DFT/MRCI(TZVP) —-15 12.4 —-8.4 -3.0

aFor AML1 in kilocalories per mole.

TABLE 6: Total Energy (in Hartree), Excitation Energy AE
(in Electronvolts), and Dipole Momentu (in Debyes) for the
AM1/CISD-Optimized L , State of DMABN

method AE

total energy u

AM1/CISD 124.9 35 6.9
HF/CIS(6-31G*) —455.2948 5.8 8.3
CASSCF(VDZP) —455.5783 4.6 6.6
CASPT2(VDZP) —456.8902 4.1

TDDFT(VDZP) —457.9624 4.5

DFT/SCI(VDZP) —457.6898 4.1 11.2
DFT/MRCI(VDZP) —457.6991 4.3 8.5
DFT/MRCI(TZVP) —458.1761 4.3 8.9

aFor AML1 in kilocalories per mole.

agreement with experiment (AM1/CISD, 3.5 eV; HF/CIS, 3.2
eV) but the calculated dipole moment is too high (AM1/CISD,
19.1 D; HF/CIS, 17.7 D). The DFT/MRCI dipole moments are
in much better agreement with experimental data (AM1/CISD,
16.6 D; HF/CIS, 15.3 D), and the TICT state energy difference
(AM1/CISD, 3.8 eV; HF/CIS, 3.5 eV) is also more reliable.
Improvement of the basis set further lowers the TICT state
energy (AM1/CISD, 3.7 eV; HF/CIS, 3.4 eV). The experimen-
tally red-shifted emission energy at 3.2 '®\deviates only by
0.2 eV from the DFT/MRCI(B3LYP)/TZVP TICT state energy
by using the HF/CIS geometry. A recent DFT/MRCI(TZVP)
study only using ground-state-optimized geometfi@btains
4.0 eV in comparison with 3.7 eV (AM1/CISD TICT state
geometry) and 3.4 eV (HF/CIS TICT state geometry) for the

a3 AE(S) 90°—0°, i.e., E(TICT)— E(LE)pianar ° AE(Lp) 90°—0°, i.e.,
E(TLE) — E(LE)pianar ¢ AE(La) 90°—0°, i.e., E(TICT)— E(La)anas The
corresponding value for the HF/CIS-optimized geometry cannot be
determined without symmetry restrictiorfsS, S, is transition HOMG-
LUMO. f'S; mainly of HOMO-LUMO and minor HOMG-LUMO+1
character; Svice versa.

Comparison of the calculations for both the HF/CIS and AM1
geometries reveals the differences whether a quinoid (HF/CIS)
or aromatic (AM1/CISD) benzene group is a more reliable
description of the TICT state, and whether a planar (AM1/CISD)
or partly twisted and pyramidal (HF/CIS) structure describes
best the LE state. In both cases, only the AM1/CISD and HF/
CIS methods predict an increase of thACT state energy along
the rotation coordinate. The AM1/CISD TICT energy is higher
in energy by 6.98 kcal/mol (AM1/CISD geometry) and 8.4 kcal/
mol (HF/CIS geometry), respectively, than the plangstate.
Gedeck and Schneidrfound an increase in energy by
approximately 10 kcal/mol in their AM1 study, Gorse and
Pesqué¥ by ca. 7 kcal/mol, and the ZINDO/S study of Broo
and Zerner by ca. 2-3 kcal/mol. Comparing the results here
(Table 7), the TICT state is higher in energy than the planar L
state by 19.2 kcal/mol (AM1/CISD geometry) and 15.9 kcal/
mol (HF/CIS geometry) with use of the HF/CIS methodology.
Sobolewski and co-workefscalculated an increase in energy
by ca. 12 kcal/mol. All other methods located the TICT state at
lower energy than the optimized,lstate (Table 7). The
exothermicity is generally lowered for the HF/CIS geometries
by ca. 3-5 kcal/mol relative to the AM1 geometry. Also, the
energy differences using the CASPT®Hpw1/cisp = —6.9 kecal/

gas-phase emission energy from the TICT state. This clearly mq: AEqricis = —2.4 kcallmol) and DFT/MRCI(TZVP)

shows the necessity of excited-state optimizations.

5.5. Ly and L, Reaction Coordinate.The energies for the
AM1/CISD- and HF/CIS-optimized | state of DMABN are
summarized in Table 5, the AM1/CISD-optimized &tate of
DMABN in Table 6. No experimental data are available for
energy differences between the planar and the twistgdILE)

(AEamuciso = —8.4 kcal/mol; AEyricis = —3.0kcal/mol)
methods are of comparable size for each optimization method.
The results are in qualitatively good agreement with the
CASPT2 energy gain of ca. 7 kcal/mol as computed by
Sobolewski et a8 with CIS-optimized geometries and of ca. 8
kcal/mol as determined by Dreyer et ®8lwith CASSCF-

state. However, it is generally assumed that the LE state optimized excited state geometries. Again, the TDDFT method
increases in energy along the twisting coordinate and that thesignificantly overestimates the energy lowering of the TICT state

formation of the twisted LE state is an endothermic proéeéss.
The results of all methods except those of CASSGE &

—8.08 kcal/mol; see Table 7) corroborate this hypothesis. The

increase in energy varies significantly with the choice of the
method from+7.7kcal/mol for TDDFT to+20.8 kcal/mol for
AM1/CISD. The results of the most reliable CASPT2H =
10.7 kcal/mol) and DFT/MRCI(BHLYP)/TZVPAE = 12.4
kcal/mol) methods are both in the region of-1112 kcal/mol,

by more than 20 kcal/mol, as also has been found by Cammi et
al.”* (AE ~ 23 kcal/mol).

5.6. Energetics on the $Hypersurface [LE (Lp) to TICT
Photochemical Reaction].The energy difference between the
primary excited l-optimized state (§ at planar geometries and
the energy of $at the TICT geometry determines whether the
formation of the TICT state is an exotherm or endotherm
process. The results using the AM1/CISD geometry are sum-

and we assume this increase in the LE state energy is a reliablemarized in the first column of Table 7. No data are available

estimate.

Similarly, no experimental data are available for the evolution
in energy along the twisting coordinate for the polgidT state.

for the HF/CIS geometries (see also Section 2) but the discussion
in Section 5.5 shows that the energies using the HF/CIS
geometries generally are about3 kcal/mol higher than those

We thus also compare our data with those of earlier calculations. using the AM1/CISD geometries. AM1/CISIAE = 18.0 kcal/
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mol), HF/CIS AE = 15.7 kcal/mol), and CASSCRAE = 23.8 With TDDFT, no excited-state dipole moments can be calcu-
kcal/mol) predict the formation of a TICT state in the gas phase lated. Semiempirical AM1 and DFT/SCI energies are acceptable,
as a highly endothermic reaction. This is in agreement with but the computed dipole moments clearly deviate from experi-
experimental data by Polimeno etta(AH = 11 kcal/mol) and mental data.
Wermutl® (AH = 8 kcal/mol), but the actual values are far 5. Due to point 3 above, the evolution in energy on the first
too high as compared with experimental data. Also the ab initio excited-state hypersurface can only be evaluated by using AM1/
CISDT study by Kato and co-workéfsyielded an increase in ~ CISD geometries. Experimentally, an endothermic reaction of
the S state energy of ca. 11 kcal/mol for the twisted conforma- 8—11 kcal/mol has been observed from the planatd.the
tion relative to the planar geometry. As mentioned earlier (see TICT state in the gas phase. AM1/CISD, HF/CIS, and CASSCF
Section 4), the good agreement between experimental data anall calculate an endothermic reaction profile in agreement with
the calculations by Kato simply results from an energy shift. experimental data but strongly overestimate the increase in
Both the CASPT2 and DFT/CI results have yielded reliable energy. On the other hand, TDDFT calculates a strongly
estimates for the characterization of the absorption and the TICT exothermic reaction{AH > 20 kcal/mol). CASPT2 and all
state emission energies, and reliable results are thereforeDFT/CI methodologies calculate a slightly exothermic reaction,
expected for the description of the energies on thényger- which possibly might become slightly endothermic for HF/CIS
surface. The energy differences, as calculated with thesegeometries.
methods, show a slightly exothermic reaction for the formation
of the TICT state between0.88 kcal/mol for the CASPT2 and
—2.0 kcal/mol for the DFT/MRCI(BHLYP)/VDZP calculations.
If we extrapolate these numbers to the hypothetical HF/CIS- 649(1) For a review, see e.g. Davidson, E. R. Bthem. Re. 1991,91,
?Oﬁtr:nn;ﬁgg \?veeor;rit(;?/ét \ﬂgcgvéﬁ:s}sn bi».:.?é?. Zisvoaraskﬂght':;CT (2) Foresman, J. B.; Head-Gordon, M.; Pople, J. A.; Frisch, M. J.
’ Phys. Chem1992,96, 135.
endothermic process of ca. 0 to 3 kcal/mol. The-TICT (3) Foresman, J. B.; Schlegel, H. B. Recent Experimental and
reaction also becomes endotherm witfH = 8kcal/mol Computational Adances in Molecular Spectroscgpjfausto, R., Ed.;
according to the results by Sobolewski efaand Sudholt et K'“"E’f)r égzdgg'%';gg'Séheé‘f‘:m'\bmm%"M'\gﬁ]'otzgiﬁ;quglﬁtum Chemistry
al.’® In this work, both the first and second excited state have |i; Lawley, K. P., Ed.; J. Wiley & Sons Ltd.: New York, 1987; p 399.
been optimized, which only has been possible by adopting  (5) Andersson, K.; Malmqyist, P.-A; Roos, B. O.; Sadlej, A. J.;
symmetry restrictions for both excited states. Thus, one CannOtWOIl(?s?an}é'eJr'ss',DoT]){sk.?&Zﬁgagt'?;i-5)21;83605, B. 0.Chem. Phycl962,
directly compare these CASPT2 energies, on the basis of HF/g5 1218,
CIS-optimized geometries, with our results taking into account (7) Bauernschmitt, R.; Hr, M.; Treutler, O.; Ahlrichs, RChem. Phys.

the different assumptions. The TDDFT results again predict a Lett 1997,264, 573. . .
(8) Stratman, R. E.; Scuseria, G. E.; Frisch, Ml.XChem. Phys1998,
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