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A series of hydrogen-bonded dimers are examined via several quantum mechanics (QM) methods, including
the Hartree-Fock (HF), second-order Moller-Plesset perturbation (MP2), and local MP2 (LMP2) theories,
with different basis sets. The effects of electron correlation, basis set size, and basis set superposition error
(BSSE) are systematically analyzed and results are compared with available experimental data. Results from
the lower levels of theories examined depend on “error cancelation” and in some cases are not in satisfactory
agreement with experiment or high level QM calculations. Higher level methods yield improved results, with
the LMP2/cc-pVQZ single point energy evaluation for geometries optimized at the MP2/6-31G* level indicated
to be a reliable and economical procedure for accurately determining both the hydrogen-bonding geometries
and energies. The importance of the inclusion of electron correlation during geometry optimization is discussed.

I. Introduction

Hydrogen bonds play a critical role in many chemical and
biochemical processes. They not only dominate the influence
of the aqueous environment on molecular structure, but also
play a key role in determining the structure and function of
biomolecules, such as proteins and nucleic acids.1,2 It is therefore
critical to accurately determine the geometries and energies of
hydrogen-bonded systems in order to reliably quantitate their
impact on biological systems.

Due to the difficulties in measuring hydrogen-bond geom-
etries and strengths by experimental methods, quantum me-
chanical (QM) calculations have been widely used to determine
these quantities. Until recently, the majority of QM studies of
hydrogen bonding have been low-level electronic structure
calculations at the Hartree-Fock (HF) level with relatively small
basis sets. However, these levels of theory are not adequate for
the reliable prediction of hydrogen-bond geometries and
strengths.3,4 These failures are due to the errors concerning basis
set incompleteness, basis set superposition error (BSSE), and
the neglect of correlation energy.5

Recently, QM studies of hydrogen bonding have been
extended to include treatment of electron correlation. Density
functional theory (DFT), especially the popular B3LYP ap-
proach,6 has been shown to yield reliable predictions of the
geometries and stabilization energies of some hydrogen-bonded
and ionic complexes.7-13 However, it is known that DFT is not
able to reproduce dispersion interactions and other weak forces.14

This is problematic for weak hydrogen-bonded systems, where
the dispersion effects become more important as has been shown
for a number of weak interacting systems.15 Thus, the use of
DFT theory for a wide range of intermolecular interactions is
not appropriate.

On the contrary, MP216 theory accounts for the full range of
intermolecular interactions: electrostatic, induction and disper-
sion effects.17 Accordingly, it is believed to be reliable for

calculations of intermolecular interactions when a sufficiently
large basis set is used. However, recent studies indicate that a
very large basis set, such as cc-pVQZ or cc-pV5Z,18 is essential
to study interactions of hydrogen-bonded complexes in conjunc-
tion with MP2 level calculations.4 Such large basis sets,
however, are computationally intractable for calculations on
biological molecules, such as nucleic acid base pairs, and are
complicated by the presence of basis set superposition errors
(BSSE).19

The most widely used method to correct for BSSE is the
counterpoise (CP) method proposed by Boys and Bernardi.20

This approach eliminates the BSSE by treating the monomers
in the basis set of the supermolecular complex instead of their
individual basis sets. Introducing the CP correction for BSSE
proved to be crucial to the present success of the supermolecular
approach to study weak-bonded complexes.5,21,22However, in
practice the CP correction is computationally expensive and a
tedious procedure due to the two extra energy evaluations
required for each dimer calculation. In addition, there is evidence
that the BSSE values obtained using the CP method are only
approximate and that this method overestimates the size of the
BSSE with small basis sets.23

The local MP2 (LMP2) method is virtually free from BSSE
on the correlated level via the use of a subset of the virtual
orbitals for the perturbation calculation.24 In addition, LMP2
offers significant computational savings over MP2.25 With a
large basis set, LMP2 yields good agreement with experimental
data for the conformational energy differences of small organic
molecules.26 The LMP2 method has been applied to study
hydrogen bonding between amino acid backbone and side chain
analogues.27 However, rigorous comparison of LMP2 calculated
hydrogen-bonding interactions against available experimental
data and high level QM calculations has not been performed.

In the present study, a systematic study of hydrogen-bond
interactions at selected QM levels of theory is performed.
Comparison is made with available experimental data and
previously reported high level QM calculations. On the basis
of these comparisons, levels of theory are suggested that are
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appropriate for accurately determining hydrogen-bonding ge-
ometries and energies.

The remainder of this paper is organized as follows. In section
II, we discuss the computational methodology. Section III
presents the results and compares them with experimental data
and previous high level QM calculations. The effect of different
basis sets, BSSE and correlation energies is analyzed in detail.
Finally, the conclusions are presented in section IV.

II. Method

All HF and MP2 calculations were performed using the
program Gaussian 98.28 LMP2 single-point energy calculations
were performed with the program Jaguar 4.1.29 Full geometry
optimizations were carried out at the HF or MP2 level with
the 6-31G* basis set30 and with an extended triple-ú-type
6-311++G** basis set.31 The uncorrected hydrogen-bonding
energies were obtained by subtracting the energy of two fully
optimized monomers from the energy of the dimer. For MP2
interaction energy calculations, BSSE was estimated by the
standard CP method.20 For the LMP2 calculations with the
6-311++G** and cc-pVQZ(-g) basis sets,18 the interaction
energies were corrected for BSSE at the HF level. Throughout
the manuscript cc-pVQZ indicates the cc-pVQZ(-g) basis set.
The BSSE-corrected interaction energy,Ecorrected, is determined
as follows:

where E(AB) represents the energy of the dimer, andEmon

represent the energy of the individually optimized monomer.
EBSSEis the correction for the BSSE, whereEdim andEdim* are
the energies of the monomers in their supermolecular (i.e.,
dimer) optimized geometries for the basis set of the monomer
and the dimer, respectively.

The experimental interaction energies reported in the present
work for the CH3COO-simidazole and imidazolesimidazolium
dimers were derived from experimental enthalpies of binding
by correcting for theEZPE using unscaled MP2/6-31G* frequen-
cies,8 in whichEZPE is the change in zero-point energy between
the individual monomers and the dimer.

III. Results and Discussion

A common practice in determining interaction energies has
been to obtain optimized structures at a relatively low level of
theory and evaluate the energetic properties at a higher level
theory. In situations where full geometry optimization at the
high level is prohibitively expensive, the use of a lower level
theory may offer a valuable compromise. However, the use of
low level approximations has to be carefully investigated on a
wide range of interacting pairs, including comparison with
experimental data and high-level QM data in order to determine
its accuracy.

The pseudospectral local MP2 (LMP2) methods in the
program Jaguar29 provide a feasible methodology for investigat-
ing significantly larger systems with the treatment of electron
correlation and large basis sets. LMP2 reduces the computational
scaling with system size to N2.5 , in contrast to N5 for canonical
MP2 approaches.25 Moreover, it has been suggested that the
LMP2 methodology is particularly useful in examining hydrogen-
bonding energies.32 As presented above, electron correlation is
necessary for calculating accurate structural properties of
hydrogen-bonded complexes. However, previous LMP2 studies
of interaction energies have all been based on geometry
optimization at the HF level followed by single point LMP2

energy evaluations.27,32-34 Unfortunately, calculations performed
in our laboratory as part of the present study (not shown) and
by Hobza et al.35 have indicated that the use of the LMP2
method for full optimization of molecular complexes can be
problematic. Therefore, for supermolecular complexes, LMP2
calculations are currently most useful for single-point energy
evaluations.

Hydrogen-bonded dimers were chosen to encompass a wide
range of hydrogen-bond strengths and geometries and on the
availability of experimental or high level QM data. They include
(I) H2O-H2O, (II) NH3-NH3, (III) NH 3-H2O, (IVa,b) CH3-
OH-H2O (water as both the hydrogen-bond donor and accep-
tor), (V) CH3OH-CH3OH, (VI) Me2O-H2O, (VII) H2CO-
H2O, (VIII) HCOOH-HCOOH, (IX) CH3COO--imidazole
(Aac--Im), and (Xa,b) imidazole-imidazolium (Im-Im+) (both
parallel and antiparallel conformation) and are shown in Figure
1. Hydrogen-bonding energies, intermolecular distances, and
angles from the full geometry optimizations using the HF/6-
31G*, MP2/6-31G*, and MP2/6-311++G** level of theories
are reported in Table 1. Comparing the geometries from the
three methods shows the heteroatom to heteroatom distances
to decrease from between 0.05 and 0.1 Å upon going from the
HF/6-31G* to the MP2/6-31G* method. Increasing the basis
set size from 6-31G* to 6-311++G** at the correlated level
further decreases the intermolecular distances by 0.03 Å, except
for the charged species where decreases of up to 0.08 Å occur.
The only exception to these trends is the NH3-NH3 dimer. As
may be seen, significant differences in the interaction distances
and donor angle as a function of the level of theory occur,
indicating this dimer to be especially sensitive to computational
protocol.

It is essential to compare the calculated hydrogen-bond
geometries with available experimental data. For the water
dimer, the experimental O...O distance is 2.95 Å after correction
for the anharmonicity of the dimer vibrations.36,37 The HF
calculation gives a longer distance (2.97 Å), while the MP2
values of 2.92 Å are in good agreement with the most recent
spectroscopic determination of 2.92 Å.38 For the (HCOOH)2
dimer, the reported experimental O...O distance is 2.70 Å.39,40

As with the water dimer, the HF calculated distance (2.80 Å)
is too long with the MP2/6-31G* value of 2.75 Å being shorter,
although still longer than the experimental estimate. For the
(HCOOH)2 dimer, the MP2/6-311++G** calculated distance
of 2.72 Å is in the best agreement with experiment. For the
imidazole-imidazolium dimer, no direct experimental evidence
is available. However, the crystal structure of 9-ethylguanine
hemihydrochloride41 contains a neutral and a protonated imi-
dazole moiety. These moieties interact directly, having an
intermolecular hydrogen-bond N‚‚‚N distance of 2.64 Å. Both
the HF/6-31G* (2.84 Å) and MP2/6-31G* (2.73 Å) values are
longer than this while the MP2/6-311++G** value (2.65 Å) is
in satisfactory agreement. Similarly, the short intermolecular
hydrogen-bond N‚‚‚O distance of 2.65 Å between the carboxy-
late and imidazole moieties in the crystal structure ofcyclo-
(L-histidyl-L-aspartyl) trihydrate indicates the MP2/6-311++G**
value of 2.64 Å for the Aac--imidazole dimer to be reasonable.
Both the HF/6-31G* (2.84 Å) and MP2/6-31G* (2.73 Å) are
significantly longer than the experimental value. Therefore,
MP2/6-31+G* optimizations were performed to test if the
addition of diffuse function can improve the geometries without
significantly increasing the computational requirements. Surpris-
ingly, for the four largest dimers (HCOOH-HCOOH, Aac--
Im, Im-Im+ (anti), and Im-Im+ (para)), inclusion of the diffuse
functions actually increased the interaction distances, yielding

Ecorrected) {E(AB) - [E(A)mon+ E(B)mon]} + EBSSE (1)

EBSSE) {E(A)dim - E(A)dim* + E(B)dim - E(B)dim*} (2)
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poorer agreement with the available experimental data and MP2/
6-311++G** values (Table 1, Supporting Information). In
previous studies, HF calculations generally gave longer inter-
molecular distances than the corrected experimental values42-44

while MP2/6-31G* optimized geometries were shown to yield
noticeable improvements as compared to the HF optimized
geometries.26,34 MP2/6-311++G** calculated geometries of
some hydrogen-bonded complexes, including charged species,
have been shown to be in good agreement with experimental
data.45,46Thus, the present results, along with previous studies,
indicate that it is necessary to explicitly treat electron correlation
in order to obtain accurate geometries in hydrogen-bonded

systems. The MP2/6-31G* method appears to be adequate for
the optimization of neutral systems, though the larger basis sets
may be required for treating charged species, while HF/6-31G*
calculations yield results that are consistently too long.

Interaction energies from the HF and MP2 optimizations are
included in Table 1. Comparing the uncorrected HF and MP2
energies shows that, although the HF calculations do capture a
large portion of the interaction energies, the inclusion of electron
correlation makes the hydrogen-bonding energies significantly
more favorable, especially with the charged species, Aac--Im
and Im+-Im. However, upon going to the 6-311++G** basis
set, the uncorrected MP2 energies become less favorable. This

Figure 1. Structures of the studied hydrogen-bonded dimers. (I) H2O-H2O, (II) NH3-NH3, (III) NH 3-H2O, (IVa,b) CH3OH-H2O (water as both
the hydrogen-bond donor and acceptor), (V) CH3OH-CH3OH, (VI) Me2O-H2O, (VII) H2CO-H2O, (VIII) HCOOH-HCOOH, (IX) CH3COO--
imidazole (Aac--Im), and (Xa,b) imidazole-imidazolium (Im-Im+) (both parallel and antiparallel conformations).
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indicates that uncorrected MP2 calculations with the smaller
basis set overestimate the hydrogen-bonding energies due to
the BSSE, which vary from 1.3 to 7.1 kcal/mol with the 6-31G*
basis set. Though the BSSE is smaller with the 6-311++G**
basis set (1.1-3.3 kcal/mol), it still has a significant influence
on the interaction energies. In general, the uncorrected MP2/
6-311++G** energies are more favorable than the experimental
or high level QM estimates while the corresponding CP
corrected energies are underestimated. For example, the uncor-
rected and corrected MP2/6-311++G** energy for the water
dimer are-6.08 and-4.46 kcal/mol, respectively, as compared
to the most often quoted experimental value of-5.4( 0.7 kcal/
mol.47 Similarly, the uncorrected and corrected MP2/6-
311++G** energy for the (HCOOH)2 dimer are-14.53 and
-11.71 kcal/mol, respectively, versus the experimental value
of -13.2 kcal/mol.4,48,49Thus, our present results are in good
agreement with a previous study indicating that, due to BSSE,
a very large basis set, such as the cc-pVQZ and cc-pV5Z sets,
is essential to study hydrogen-bonding interactions in MP2 level
calculations.4,22,50

Use of LMP2 to treat electron correlation, as discussed in
the Introduction, has been indicated to be an effective method
to remove BSSE from the correlation portion of the interaction
energy. The remaining BSSE at the HF level may be eliminated
by standard CP corrections or by basis set saturation.24 Table 2
presents interaction energy data calculated by three dif-
ferent methods: MP2/6-311++G**//MP2/6-31G*, LMP2/
6-311++G**//MP2/6-31G*, and LMP2/6-311++G**//MP2/

6-311++G**. Table 3 presents LMP2/cc-pVQZ energies on
geometries optimized by HF/6-31G*, MP2/6-31G*, and MP2/
6-311++G**. Available experimental data and published high
level ab initio results are also included in Table 3 for
comparison. Analysis of the HF associated BSSE estimated by
the CP method (in parentheses in Table 2) shows that LMP2
with the 6-311++G** basis set is still not adequate to eliminate
the BSSE, which ranges from 0.25 to 1.13 kcal/mol (average
) 0.64 kcal/mol) for the different dimers. Upon going to
Dunning’s cc-pVQZ correlation consistent basis set, however,
the BSSE becomes much smaller, ranging from 0.02 to 0.99
kcal/mol (average) 0.25 kcal/mol) for the different dimers.
Moreover, LMP2/6-311++G** does not always accurately
estimate the interaction energies. For example, the corrected
LMP2/6-311++G**//MP2/6-31G* energy for the water dimer
is -4.05 kcal/mol. Even in conjunction with MP2/6-311++G**
optimized geometry, the LMP2/6-311++G** calculated energy
(-4.47 kcal/mol) is still not able to accurately reproduce the
experimental value of-5.4 ( 0.7 kcal/mol.47 However, the
corrected LMP2/cc-pVQZ//MP2/6-311++G** value of -4.84
kcal/mol is in good agreement with experiment, especially as
compared to the most recent spectroscopic determination of
-4.91 kcal/mol.38 For the methanol dimer, the corrected LMP2/
6-311++G** energies calculated from MP2/6-31G* and MP2/
6-311++G** optimized geometries are-3.70 and-4.37 kcal/
mol individually, as compared to the experimental range of-4.6
to -5.9 kcal/mol.4,51,52 The corrected LMP2/cc-pVQZ//MP2/
6-311++G** value of -4.82 kcal/mol is in good agreement

TABLE 1: Minimum Interaction Geometries and Energies at HF/6-31G*, MP2/6-31G*, and MP2/6-311++G** Levels of
Theory

distance (Å) energy (kcal/mol)

complexa level of theory X‚‚‚Y H‚‚‚Y
angle(degree)

X-H‚‚‚Y Euncorrected EBSSE Ecorrected

H2O-H2O HF/6-31G*b 2.97 2.03 172.3 -5.63
MP2/6-31G* 2.92 1.96 166.5 -7.32 2.23 -5.09
MP2/6-311++G** 2.92 1.95 176.8 -6.08 1.62 -4.46

NH3-NH3 HF/6-31G*b 3.42 2.42 179.0 -3.07
MP2/6-31G* 3.11 2.29 136.7 -4.56 2.00 -2.56
MP2/6-311++G** 3.26 2.26 166.3 -3.76 1.09 -2.67

NH3-H2O HF/6-31G*b 3.04 2.09 176.4 -6.56
MP2/6-31G* 2.97 1.99 175.3 -8.40 2.41 -5.99
MP2/6-311++G** 2.94 1.98 171.4 -7.32 1.56 -5.76

CH3OH-H2O HF/6-31G*b 2.96 2.01 169.0 -5.55
(water as donor) MP2/6-31G* 2.87 1.93 160.2 -7.72 3.16 -4.56

MP2/6-311++G** 2.85 1.89 170.3 -6.67 1.77 -4.90
CH3OH-H2O HF/6-31G*b 2.96 2.01 174.9 -5.60

(water as acceptor) MP2/6-31G* 2.90 1.93 170.8 -7.47 2.26 -5.21
MP2/6-311++G** 2.91 1.94 179.1 -6.15 1.82 -4.33

CH3OH-CH3OH HF/6-31G*b 2.95 2.00 174.6 -5.54
MP2/6-31G* 2.85 1.91 160.4 -8.04 3.40 -4.64
MP2/6-311++G** 2.85 1.89 171.9 -6.81 1.96 -4.85

H2CO-H2O HF/6-31G*b 2.96 2.11 147.6 -5.28
MP2/6-31G* 2.91 2.03 148.4 -6.94 1.54 -5.40
MP2/6-311++G** 2.89 2.01 150.2 -5.22 1.07 -4.15

Me2O-H2O HF/6-31G*b 2.95 2.02 163.9 -5.31
MP2/6-31G* 2.86 1.93 159.8 -7.47 3.12 -4.35
MP2/6-311++G** 2.83 1.86 173.4 -6.89 1.93 -4.96

HCOOH-HCOOH HF/6-31G*c 2.80 1.84 173.5 -15.28
MP2/6-31G* 2.75 1.75 178.8 -18.26 5.11 -13.15
MP2/6-311++G** 2.72 1.73 178.0 -14.53 2.82 -11.71

Aac- -Im HF/6-31G*c 2.79 1.77 179.7 -29.51
MP2/6-31G* 2.72 1.66 180.0 -36.01 7.10 -28.91
MP2/6-311++G** 2.64 1.56 178.0 -30.82 3.28 -27.54

Im-Im+ (anti) HF/6-31G*c 2.84 1.81 177.9 -23.60
MP2/6-31G* 2.73 1.64 178.9 -29.54 2.70 -26.84
MP2/6-311++G** 2.65 1.54 179.1 -28.71 2.27 -26.43

Im-Im+(para) HF/6-31G*c 2.84 1.81 176.8 -23.46
MP2/6-31G* 2.73 1.64 176.8 -29.50 2.70 -26.80
MP2/6-311++G** 2.65 1.55 176.8 -28.66 2.26 -26.40

a CH3COO--imidazole (Aac--Im); imidazole-imidazolium (Im-Im+). b Reference 59.c From the present study.
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with the experimental data. Similarly, the corrected LMP2/cc-
pVQZ//MP2/6-311++G** energy for the (HCOOH)2 dimer is
-13.97 kcal/mol in satisfactory agreement with the experimental
value of-13.2 kcal/mol4,48,49versus the LMP2/6-311++G**
energy of-11.13 kcal/mol. Accordingly, the LMP2/cc-pVQZ
method yields improved agreement with experiment and is able
to eliminate the majority of the BSSE associated with the HF
aspect of the calculations.

The purpose of this study, as discussed above, is to identify
a feasible computational method for the determination of
hydrogen-bonding geometries and energies, that is accessible
for calculations on relatively large systems (e.g. nucleic acid
base pairs). As shown above, the LMP2/cc-pVQZ//MP2/6-
311++G** calculated hydrogen-bond geometries and energies
are in good agreement with experimental and published high
level ab initio data. However, the use of MP2/6-311++G**
for geometry optimization is very expensive and only accessible
for the optimization of small systems. Accordingly, the use of
lower levels of theory for geometry optimization is necessary.
Presented in Figure 2 are scatter plots of the uncorrected LMP2/

cc-pVQZ//HF/6-31G* (Figure 2A) or the uncorrected LMP2/
cc-pVQZ//MP2/6-31G* energies (Figure 2B) verses the cor-
rected LMP2/cc-pVQZ//MP2/6-311++G** values. In both
cases the correlation coefficients are close to one as are the
slopes, while theY intercept is somewhat larger with the HF/
6-31G* optimized structures (Figure 2A) as compared the MP2/
6-31G* optimized structures (Figure 2B). These results suggest
that the use of the smaller basis set for geometry optimization
with MP2 to treat the correlation energy may not adversely
impact the results.

Another important question that needs to be addressed is the
validity of using lower level theories for determination of the
interaction energies, such as HF/6-31G* and MP2/6-31G*, in
conjunction with scaling methods. Scatter plots of the uncor-
rected HF/6-31G* or the corrected MP2/6-31G* energies versus
the corrected LMP2/cc-pVQZ//MP2/6-311++G** values are
included in Figure 2. It is striking that both the uncorrected HF
energies (Figure 2C) and corrected MP2/6-31G* energies
(Figure 2D) have high correlation with the corrected LMP2/
cc-pVQZ//MP2/6-311++G** data. In addition, the slopes are

TABLE 2: Comparison of Hydrogen-Bond Energies Calculated by Three Different Basis Sets at the MP2 and LMP2 Levels of
Theorya

level of
theory/complexb MP2/6-311++G**//MP2/6-31G* LMP2/6-311++G**//MP2/6-31G* LMP2/6-311++G**//MP2/6-311++G**

H2O-H2O -5.39 (1.30) -4.09 -4.56 (0.50) -4.05 -5.11 (0.64) -4.47
NH3-NH3 -3.40 (0.90) -2.50 -2.49 (0.24) -2.25 -3.06 (0.42) -2.64
NH3-H2O -7.33 (2.03) -5.30 -6.25 (1.13) -5.12 -6.23 (0.66) -5.57
CH3OH-H2O

(water as donor)
-5.70 (1.49) -4.21 -4.59 (0.57) -4.02 -5.35 (0.64) -4.71

CH3OH-H2O
(water as acceptor)

-5.60 (1.57) -4.03 -4.50 (0.65) -3.84 -5.00 (0.75) -4.25

H2CO-H2O -4.79 (1.24) -3.55 -3.67 (0.24) -3.43 -4.24 (0.22) -4.02
Me2O-H2O -6.26 (1.68) -4.58 -4.81 (0.54) -4.27 -5.32 (0.64) -4.68
HCOOH-HCOOH -14.47 (2.70) -11.77 -11.79 (0.80) -10.99 -11.96 (0.83) -11.13
Aac--Im -30.51 (3.03) -27.48 -26.95 (0.67) -26.28 -29.80 (0.70) -29.10
Im-Im+ (anti) -28.52 (2.03) -26.49 -22.69 (0.60) -22.09 -22.42 (0.70) -21.72
Im-Im+ (para) -28.50 (2.03) -26.47 -22.58 (0.63) -21.95 -22.24 (0.64) -21.60

a Energies in kcal/mol. For each level of theory, column one is the uncorrected interaction energy, column two (in parentheses) is the BSSE
correction energy and column three is the BSSE corrected interaction energy.b CH3COO--imidazole (Aac--Im); imidazole-imidazolium (Im-
Im+).

TABLE 3: Comparison of Hydrogen-Bond Energies Calculated at the LMP2/cc-pVQZ Level of Theory on the Geometries
Optimized by Different Basis Setsa

level of theory/
complexm

LMP2/
cc-pVQZ//HF/6-31G*

LMP2/
cc-pVQZ//MP2/6-31G*

LMP2/
cc-pVQZ//MP2/6-311++G** exptl

other
QM
data

H2O-H2O -4.99 (0.18) -4.81 -4.95 (0.25) -4.70 -4.95 (0.11) -4.84 -5.4( 0.7b -5.0( 0.1d

-4.91c

NH3-NH3 -2.81 (0.28) -2.53 -2.86 (0.31) -2.55 -3.05 (0.42) -2.63 -2.67e

NH3-H2O -6.01 (0.14) -5.87 -6.27 (0.99) -5.28 -6.32 (0.39) -5.93 -5.5f

CH3OH-H2O
(water as donor)

-5.44 (0.21) -5.23 -5.02 (0.36) -4.66 -5.20 (0.23) -4.97 -5.2g

CH3OH-H2O -4.98 (0.16) -4.82 -4.62 (0.14) -4.48 -4.69 (0.02) -4.67 -4.6g

(water as acceptor) -4.9h

CH3OH-CH3OH -5.61 (0.45) -5.16 -4.81 (0.23) -4.58 -4.95 (0.13) -4.82 -4.6 to
-5.9i

-4.98j

H2CO-H2O -4.85 (0.12) -4.73 -4.97 (0.07) -4.90 -4.99 (0.06) -4.93 -5.15c

-5.17h

Me2O-H2O -5.28 (0.18) -5.10 -5.47 (0.44) -5.03 -5.63 (0.17) -5.46 -5.51h

HCOOH-HCOOH -13.40 (0.30) -13.10 -14.37 (0.43) -13.94 -14.39 (0.42) -13.97 -13.2k -13.93h

Aac--Im -28.56 (0.58) -27.98 -29.26 (0.66) -28.60 -29.36 (0.64) -28.72 -28.8l

Im-Im+ (anti) -25.82 (0.09) -25.73 -26.68 (0.09) -26.59 -26.32 (0.09) -26.23 -24.0l

Im-Im+ (para) -25.90 (0.12) -25.78 -26.78 (0.11) -26.67 -26.43 (0.13) -26.30

a Energies in kcal/mol. For each level of theory, column one is the uncorrected interaction energy, column two (in parentheses) is the BSSE
correction energy, and column three is the BSSE corrected interaction energy.b Reference 47.c Reference 38.d Reference 43.e Reference 13.
f Reference 32.g Reference 56.h Reference 4.i References 4 and 51-52. j Reference 61.k References 4 and 48-49. l Reference 62, derived from
experimental binding enthalpies by back-correcting the zero-point energy contribution using unscaled MP2/6-31G* frequency calculations.
m CH3COO--imidazole (Aac--Im); imidazole-imidazolium (Im-Im+).
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close to one and the Y intercepts are relatively small. This
appears to be due to “error cancelation” in both low level of
theories (see above). Such high correlation may also be why
most force fields based on these low level theories are able to
achieve good results in biomolecular simulations.53-55 Therefore,
the question of whether it is necessary to employ the high level
theory proposed here versus a scaled, lower level of theory still
remains.

The above question may be answered by analyzing results
on the methanol-water dimer. In the methanol-water het-
erodimer each monomer may behave either as a hydrogen-bond
donor or as a hydrogen-bond acceptor. The LMP2/cc-pVQZ
energies values (Table 3) show that the most stable methanol-
water heterodimer conformer corresponds to that in which water
behaves as a hydrogen-bond donor, being favored by 0.4 kcal/
mol. This result is in good agreement with high level ab initio
G2 theory studies56 and with the most recent experimental data
on methanol-water heterodimers.57,58However, both the uncor-
rected HF/6-31G* and corrected MP2/6-31G* calculations
predict the dimer where water is an acceptor to be more
favorable by 0.06 and 0.57 kcal/mol, respectively. This dis-
crepancy indicates that the low level theories are not able to
reproduce experimental results in some cases.

Halgren did extensive comparisons of different empirical
force fields with scaled HF/6-31G* data for hydrogen-bonded
complexes.59 His results show that the HF/6-31G* method as
well as many of the force fields predict that water and methanol
have comparable strengths as hydrogen-bond donors and
acceptors, with some force fields predicting methanol to be a
stronger hydrogen-bond donor than acceptor. This error is
suggested to be due to the use of lower level ab initio data in
their respective parametrizations.53-55 Therefore, this scenario
emphasizes the importance of using high level QM calculations
to reproduce the subtle aspects of hydrogen-bond interactions.

In all the cases studied in the present work, the uncorrected
LMP2/cc-pVQZ energies for geometries optimized by MP2/6-
31G* are able to combine the advantages of both MP2 and
LMP2 methods to successfully reproduce available experimental
and high level QM data. However, this procedure might not
achieve good results for much bigger hydrogen-bonded systems,
such as nucleic acid base pairs. Therefore, the GC-WC base
pair was selected to test the LMP2/cc-pVQZ//MP2/6-31G*
method. The calculated hydrogen-bonding energy of-21.63
kcal/mol is in excellent agreement with the corrected experi-
mental value of-22.2 kcal/mol.34,60 Notably, the uncorrected
LMP2/cc-pVQZ energy value is-19.05 kcal/mol for G:C pair

Figure 2. Relationship between the corrected LMP2/cc-pVQZ//MP2/6-311++G** energies and (A) the uncorrected LMP2/cc-pVQZ//HF/6-31G*
energies, (B) the uncorrected LMP2/cc-pVQZ//MP2/6-31G* energies, (C) the uncorrected HF/6-31G* energies, and (D) the corrected MP2/6-31G*
energies. Energies in kcal/mol.
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from the HF/6-31G* optimized geometry, confirming our
observation (see above) that the HF optimized geometries are
problematic for accurately calculating hydrogen-bond properties.

IV. Conclusion

Progress in computational chemistry now allows for the use
of sufficiently large basis sets and correlated methods in QM
calculations on model compounds of biological relevance. In
the present work, it was shown that use of the LMP2 method
with cc-pVQZ basis set greatly reduces the computational cost
and diminishes the BSSE at both the correlated and HF levels.
In contrast, when MP2 is used to treat election correlation, even
triple-ú-type basis sets are not sufficient to adequately reduce
the BSSE and the CP correction appears to overestimate the
BSSE. Moreover, such calculations are still prohibitively
expensive for large hydrogen-bonded systems, such as nucleic
acid base pairs.

Comparison of the tested levels of theory with available
experimental and high level QM data indicates that the
uncorrected LMP2/cc-pVQZ//MP2/6-31G* is an accurate, yet
computationally tractable approach to calculate hydrogen-bond
geometries and energies. However, limitations in the use of
MP2/6-31G* optimized geometries for interactions involving
charged species should be noted. Tests of lower levels of theory
indicate that, although good correlation with higher level QM
data is achieved, in specific cases these methods fail.

Accurate hydrogen-bond-interaction geometries and energies
will greatly aid in parametrizing molecular mechanics force
fields for modeling and simulation studies of biological systems.
However, the use of QM results as target data for the
optimization of force fields must include checks against available
experimental data whenever possible to ensure that the force
field adequately reproduces experimental data.
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HF: Hartree-Fock
MP2: second-order Moller-Plesset
LMP2: local MP2
BSSE: basis set superposition error
CP: counterpoise
QM: quantum mechanics
DFT: density functional theory

Supporting Information Available: A table containing the
MP2/6-31+G* optimized geometric and energetic data and the
total energies in hartrees and full geometric data for all ab initio
optimized structures (including monomers and dimers) inXYZ
format. This material is available free of charge via the Internet
at http://pubs.acs.org.
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