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Two different quantum mechanics/molecular mechanics molecular dynamics simulation techniques (QM/
MM-MD) are compared using as an example the hydrated manganous ion. One includes a perturbation field
composed of point charges representing the bulk solvent molecules polarizing the QM region in addition to
a quantum chemically derived two-body potential. The other includes the two-body potential plus a three-
body correction function. In both simulations, the QM region comprises the ion and its first hydration shell
and hence includes all many-body terms up to the QM frontier. The structure of the hydrated ion is discussed
in terms of radial distribution functions, coordination numbers, and angular distributions. The results show
that both QM/MM-MD techniques agree well with experimental findings for the first-shell hydration structure.
QM/MM-MD including point charges has been found to be a satisfactory and economic alternative in studying
the first hydration shell without the need to undergo the time-consuming procedure of constructing a three-
body correction function from thousands of single-point ab initio computations.

1. Introduction

The implementation of potential functions including three-
body or higher-body terms has been found to be mandatory for
obtaining correct simulation results for ions in solution, in
particular for the structure of the first hydration shell.1 The
construction of higher-body correction terms is a rather com-
plicated and computationally intensive task, especially for
systems containing more than two species such as mixed
solvents. To overcome these limitations, one can apply the
quantum mechanical/molecular mechanical2-5 (QM/MM) ap-
proach, increasing considerably the accuracy of the results.
Basically, this methodology divides the total system into two
subsystems. One comprises a chemically relevant subsystem
calculated at the QM level implicitly including all many-body
terms. The other subsystem contains the remaining system
calculated at the MM level utilizing an appropriate force field
(e.g., one derived from ab initio energy hypersurfaces). This
approach has produced very satisfactory results in recent studies
on cationic solvation.6-15 The inclusion of electronic contribu-
tions as charge transfer and polarization in the QM region is an
essential prerequisite for obtaining correct structural hydration
data, especially for transition-metal ions but even for singly
charged ions.15

Quantum mechanical computations in each step of several
thousands in an MD simulation are still very time-consuming
and hence the QM region usually has to be restricted to the ion
and its nearest neighbors, which in the most minimal case means
the first hydration shell. It may still be necessary, however, to
include further correction terms because many-body effects may
extend to distances larger than the QM region’s diameter.16-18

Thus, the proper description of coupling between QM and MM
regions is crucial for the QM/MM approach and in particular
for the simulation of ionic systems.

In the present study, two QM/MM-MD simulations were
carried out for Mn(II) in water by employing two different
combined QM/MM potential approaches. The first one considers
the bulk solvent by means of a perturbation field consisting of
point charges representing the water molecules at positions taken
from the current coordinates in the course of the simulation.
The other one includes the same conventional pair potential as
in the point-charge simulation and additionally a correction
function accounting for explicit three-body effects.

2. Details of Calculations

2.1. QM/MM-MD Methodology. The radius of the quantum
mechanical region around the metal ion was set to 4.0 Å in
accordance with RDF data from pair-potential-based simula-
tions.10 Water molecules were allowed to leave and enter from
and to this region dynamically. The size of this region contained
the full first hydration shell at any step of the simulation. In
each simulation step, an ab initio calculation was performed,
providing quantum mechanical forces to be incorporated into
the total force of the system by4,19

whereFMM(S) is the MM forces of the total system,FQM(MM)
is the QM forces of the QM region, andFMM(MM) is the MM
forces of the QM region, subtracted to avoid double counting.5

To ensure a continuous transition of forces between QM and
MM regions, a smoothing functionfs was applied between 3.8
and 4.0 Å20:
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wherer1 andr0 define the lower and upper bounds, respectively,
of the smoothing region.

The simulations were carried out with the QM/MM-MD
software developed in our department20 using the parallelized
TURBOMOLE21,22 package, version 5.1 for the calculation of
the ab initio forces and the inclusion of the surrounding point
charges into the Hamiltonian. The basis sets used were the
relativistic compact effective potentials (RCEP) and double-ú
valence basis set developed by Stevens et al.23 for the Mn(II)
ion and Dunning’s DZP24,25 for oxygen and DZ24,25 for
hydrogen. The same basis sets had been employed in the
construction of the pair potential and three-body correction.10,26

All computations were performed on two dual Intel Pentium
III 550-MHz machines working in parallel and using a standard
100 Mbit Ethernet interlink. The total computation times were
about 7 months (point charges) and 9 months (2+3-body),
respectively.

2.2. QM/MM-MD Simulation Including Point Charges.
Water molecules located farther away than 4.0 Å from the ion
were included in the Hamiltonian as a set of point charges of
-0.6597 for oxygens and+0.3298 for hydrogens in accordance
with the CF2 water model.27 The location of the point charges
was determined by the respective positions of the water
molecules in the course of the simulation. The system consisted
of 1 Mn(II) and 199 water molecules in a periodic cube at a
temperature of 298.16 K. A radial cutoff limit of half the box
length (9.12 Å) for Coulombic and non-Coulombic terms was
chosen, with the exception of non-Coulombic O-H and H-H
interactions, where cutoffs of 5.0 and 3.0 Å, respectively, were
sufficient. A reaction field28,29 was established to account for
long-range Coulombic interactions properly. The density of
0.997 g cm-3 was assumed to be the same as that of pure water.
Because CF2 water is a flexible model, the integration time
step was set to 0.2 fs. Only a two-body potential was used for
the MM region.10 The system was equilibrated for 4.6 ps in a
canonicalNVT ensemble, with a starting configuration from a
previous classical pair potential only MD simulation.26 The data
for structural evaluation was collected from another 4.0 ps of
simulation.

2.3. QM/MM-MD Simulation Including a Three-Body
Correction Term. The simulation protocol was basically the
same as in the previous section with the following exceptions:
the system consisted of 1 Mn(II) and 499 water molecules in a
periodic cube. The radial cutoff limit was set to half the box
length (12.35 Å), and the system was equilibrated for 4.1 ps.
The data for structural evaluation was sampled within another
11.6 ps.

The classical potential function was combined from two-body
interactions and a three-body correction function (2+3-body)
that has been described in detail elsewhere.13,26 Briefly, the
construction involves the generation of the H2O-Mn-H2O
energy hypersurface under the assumption of dipole orientation
of the water molecules where the Mn-H2O distances and H2O-
Mn-H2O angles are varied between 1.5 and 6.0 Å and 180-
60°. The hypersurface is then fitted to

whereA1, A2, andA3 are fitting parameters that are found to be
0.7138 kcal mol-1, 0.2857 Å-1, and 0.5313 Å-1, respectively;26

r12, r13, and r23 are the distances between Mn-O and O-O;
andr limit is a cutoff limit (set to 6.0 Å) up to which the three-

body corrections are evaluated. The last two quadratic terms
ensure a smooth approach to zero for both energies and forces.

3. Results and Discussion

The Mn-O and Mn-H radial distribution functions (RDF)
with their corresponding integration numbers for both the point
charge and 2+3-body simulation are plotted in Figure 1.

The general picture is that of a first hydration shell well-
separated from the second shell, where the intershell region is
practically zero over a range of about 1 Å. Furthermore, the
first peak is very sharp, suggesting a rather rigid first hydration
shell structure.

The characteristic values of the RDFs are summarized in
Table 1 together with results from experiments30-33 and previous
calculations.10,26

The peaks corresponding to the first hydration shell of the
Mn-O RDF are located at distances of 2.23 Å in the point-
charge simulation and 2.25 Å in the 2+3-body simulation. The
second-shell peaks, however, are quite different in both simula-
tions. In the point-charge simulation, the maximum is located
at 3.9 Å whereas that of the 2+3-body simulation is located at
4.5 Å. The different box sizes of the two simulations are
certainly not responsible for this behavior. Classical MD
simulations with a single Mn ion in 199 and 499 water
molecules revealed first and second hydration shell peaks of

E3bd
corr ) A1 exp(-A2r12) exp(-A2r13) exp(-A3r23) ×

(r limit - r12)
2(r limit - r13)

2 (3)

Figure 1. Radial distribution functions Mn-O (s) and Mn-H
(- - -) obtained from a point-charge simulation (a) and a 2+3-body
simulation (b).

TABLE 1: Characteristic Values of the Mn-O RDF
Obtained from Various Simulations and Experimental
Valuesa

method rM1 rm1 n1 rM2 rm2 n2 reference

QM/MM point
charges

2.23 2.81 6.00 3.91 5.85 18.31 this work

QM/MM 2+3-body 2.25 2.85 6.00 4.45 5.07 14.47 this work
QM/MM 2-body 2.28 2.88 6.74 4.00 5.20 18.06 10
classical 2+3-body 2.35 3.41 6.08 4.77 5.53 21.25 26
classical 2-body 2.22 3.26 8.74 4.42 5.62 22.74 10

experiment 2.18b/2.20c 6 30-32

a DistancesrM i and rmi (Å) denote theith maximum and minimum
of the RDF, respectively, andni is the average coordination number
integrated up tormi of the ith shell.b EXAFS: 1 M Mn(ClO4)2, ref 30
c X-ray scattering: 2.2 M Mn(ClO4)2, ref 31; 0.6, 1.1, and 2.8 M
MnSO4, ref 32.
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the same heights and positions. The only difference was found
at distances larger than 6.0 Å, where the 199 water box tends
to overemphasize the structure and yields spurious peaks. This
does not seem too surprising given the smaller box size and
cutoff radius. Therefore, the larger distance of the second-shell
maximum of the 2+3-body simulation must be attributed to
the purely repulsive nature of the three-body corrections (eq
3). This function has been constructed mainly with the first shell
in mind and has not been explicitly parametrized for first-shell-
second-shell interactions.

The data in Table 1 demonstrates that the inclusion of at least
three-body corrections is absolutely necessary to reproduce
correct first-shell coordination numbers in accordance with
experiment.30-33 Pure classical two-body potentials are much
too attractive, and even QM/MM-MD simulations have dif-
ficulties if the QM-MM coupling fails to describe the interac-
tions between QM and MM properly.15 The first-shell peak
maxima are close to the experimental results except in the case
of the classical 2+3-body simulation because of the repulsive
three-body correction (eq 3). The QM/MM-MD 2+3-body
simulation, in contrast, reproduces these distances quite well.

The experimental values have been obtained from MnSO4

and Mn(ClO4)2 solutions of 1 to 2.8 M and range from 2.18 to
2.20 Å.30-33 However, these distances are not directly compa-
rable with our results because of the rather high concentration
and thus the inevitable counterion effect. Furthermore, the
second shell is difficult to detect experimentally, and no
generally applicable method exists.34 The EXAFS study,30,33for
instance, assumes the structure beyond the first hydration shell
to be that of bulk water. Thermodynamic data is virtually absent
for the transition-metal ion Mn2+, although the Gibbs free energy
of hydration has been reported.35 However, various approxima-
tions and assumptions have to be made to separate the
counterion contribution from the ion under investigation.36

Figure 2 shows the coordination-number distributions of the
first and second hydration shells.

The coordination numbers of the first shell calculated from
the integrations up to the first minimum of the RDF yield 100%
hexacoordination for the manganous ion in both simulations,
in full agreement with the experimental findings.33 The mean
coordination numbers of the second hydration shells are 18.3
and 14.5 for the point charge and 2+3-body simulation,
respectively. That means that every water molecule of the first
shell is coordinated to 3.1 and 2.4 water molecules, on average,
of the second shell. The coordination number of the point-charge
simulation is close to 19.3 obtained from a classical 2+3-body
MD simulation.26 Although differing substantially in quality,
all simulations lead to the same conclusion: interactions between
first- and second-shell ligands are not solely determined by
hydrogen bonding.

Figure 3 depicts the H2O-Mn-H2O angular distribution
functions.

The peak maxima are located at 85 and 168° in the point-
charge simulation and at 89 and 172° in the 2+3-body
simulation. Hence, both simulations predict a very similar
structure of a nearly regular octahedron. The two peaks are
clearly separated from each other, indicating low angular
flexibility of the water ligands in the first hydration sphere.
Supporting this notion, both peaks are rather narrow with angle
populations of just 80-100° and 160-175° at peak half-height.

4. Summary and Conclusions

The results of both the point-charge and 2+3-body simula-
tions (Table 1) have shown that high-quality potentials are
crucial to the reliable reproduction of experimental findings.
Experimental difficulties make it necessary to perform such
simulations in order to elucidate in more detail the hydration
structure of electrolyte solutions. Furthermore, we have shown
in recent studies of Cu2+ 9 and Ni2+,13 both ions having been
extensively investigated experimentally,33 that our QM/MM-
MD approach is a valuable tool in predicting the hydration
structure of transition-metal ions in accordance with experi-
ments.

The explicit inclusion of the polarization of the QM region
by means of point charges does not show any significant
differences compared to the 2+3-body simulation. Both point-
charge and 2+3-body simulations describe the first shell equally
well. Assuming the first-row transition metals have a well-
defined second hydration shell, the 2+3-body simulation seems
to be the better alternative. However, the purely repulsive
description of the three-body corrections casts some doubt on
the quality of the second-shell peak. Increasing the diameter of
the QM region would clarify this issue, but computation times
are expected to increase strongly, and care should be taken to
describe the now important water-water interactions properly.
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