
Electron Transfer Reactions of C-shaped Molecules in Alkylated Aromatic Solvents:
Evidence that the Effective Electronic Coupling Magnitude Is Temperature-Dependent

Andrew M. Napper, Ian Read, and David H. Waldeck*
Department of Chemistry, UniVersity of Pittsburgh, Pittsburgh, PennsylVania 15260

Ruth W. Kaplan and Matthew B. Zimmt*
Department of Chemistry, Brown UniVersity, ProVidence, Rhode Island 02912

ReceiVed: February 18, 2002

The charge separation (S1 f CT) and charge recombination (CTf S1) rate constants for a C-shaped, donor-
bridge-acceptor molecule in the solvent 1,3-di-isopropylbenzene are found to increase, reach a maximum,
and then decrease as the temperature is raised from 215 to 360 K. The reaction free energy change for the
charge separation and charge recombination processes are determined from the ratio of the two rate constants.
The charge separation and the charge recombination rate constants also display a maximum when plotted
against the experimental reaction free energy (Marcus plot). This behavior can be quantitatively modeled in
two different ways: (i) using a small and temperature-independent value of the solvent reorganization energy,
which results in transitions between the Marcus normal and the Marcus inverted region as the reaction free
energy changes with temperature and (ii) allowing a decrease in the magnitude of the donor-acceptor electronic
coupling at elevated temperatures. The latter explanation is shown to be more consistent with current information
regarding the magnitude and temperature dependence of the solvent reorganization energy in alkylaromatic
solvents and with known examples of the Marcus inverted region.

I. Introduction

The requirements for fast electron-transfer processes are
favorable Franck-Condon factors and significant electronic
coupling between the donor and acceptor groups. Electronic
coupling magnitudes in electron-transfer systems vary from
thousands of wavenumbers, e.g., for contact ion pairs,1 to
hundredths of wavenumbers for donor and acceptor groups
separated by tens of angstroms, e.g., in proteins and glasses.2

Different methods are used to determine coupling magnitudes
from experimental data. Systems with moderate couplings (10-
200 cm-1) often exhibit charge transfer (CT) absorption and/or
CT emission bands. Analysis of these bands’ transition intensi-
ties provides values of the donor-acceptor electronic cou-
pling.1,3 For systems with smaller donor-acceptor couplings,
CT transitions are usually too weak to detect and analyze. The
electronic coupling magnitudes in “weakly coupled” systems
may be determined through analysis of electron-transfer rate
constants, once the appropriate Franck-Condon factors have
been determined or estimated. Despite the indirect nature of
this approach, a number of such investigations have successfully
identified relationships between the electronic coupling mag-
nitude and the underlying molecular structure and/or properties
of the medium between the donor and acceptor groups.4

It has long been appreciated that the structure of the medium
between the donor and acceptor groups influences the rates of
electron transfer. Less widely recognized is the important role
that dynamics can exert. For many electron transfer reactions,
the structure of the medium through which the electron tunnels
is dynamic. Theoretical investigations have indicated that

intervening medium motions, including vibrations, librations,
conformational changes, and diffusion of mobile components,
can significantly modulate donor-acceptor electronic coupling
magnitudes.5 The size of the coupling magnitude fluctuations
depends on the amplitudes of the medium motions and the
details of the electronic coupling pathways. A dramatic mani-
festation of the influence of dynamics is “conformational
gating”,6 which has been observed for protein and intramolecular
electron transfer reactions. This phenomenon occurs in long-
range electron transfer systems when the electron transfer rates
for a subset of the thermally accessible conformations is fast
relative to the transfer rates in the most populated conformations.
The observed transfer rate is influenced by the kinetics of
interconversion among conformations. Larger coupling magni-
tudes in the “fast” conformations can contribute to the “gating”
effect. The variation of coupling magnitude with conformation
constitutes a break down of the Condon approximation.

It is difficult to quantify the influence of structural fluctuations
on coupling magnitudes in electron transfer systems with small
electronic couplings because electron transfer rates, not coupling
magnitudes, are the experimental observables. Extraction of the
coupling magnitude from experimental rate data requires reliable
evaluation of activation barriers, nuclear factors, and solvation.
Generally, it is difficult to ascertain the existence and/or
magnitude of coupling fluctuations from such an analysis. In
those intramolecular electron transfer systems where a structur-
ally rigid bridge connects the donor and acceptor, structural
distortions of the bridge and coupling magnitude fluctuations
are likely small.7 For intra- and intermolecular electron-transfer
systems in which the structure of the intervening medium
fluctuates significantly, the donor-acceptor electronic coupling
may also fluctuate significantly. Hence, the electronic coupling,* To whom correspondence should be addressed.
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extracted from rate constant analysis, represents a (dynamically)
averaged electronic coupling matrix element, or an “effective”
coupling magnitude. As the majority of investigations are not
posed to investigate these effects, little evidence for or
characterization of medium induced fluctuations of the electronic
coupling is available.

Recent investigations of some highly curved donor-bridge-
acceptor molecules indicate that their electronic coupling may
derive from “pathways” constituted by solvent molecules.8 The
coupling magnitudes in these systems are influenced by the
solvent molecules’ electronic structure, size, shape, and the size
of the solvent accessible gap between the donor and acceptor
groups.8 Calculations suggest that the magnitude and sign of
the electronic coupling mediated by solvent molecules varies
significantly with the latter’s placement and orientation relative
to the donor and acceptor. Consequently, the relatively rapid
and unconstrained motions of the solvent molecules should give
rise to a fluctuating electronic coupling magnitude.5e Addition-
ally, environmental variables that alter the solvent dynamics
and/or accessible conformations, e.g., pressure9 or temperature,
may influence the “effective” value of the electronic coupling
that is determined through analysis of rate constant data. As is
true for systems exhibiting conformational gating,6 fluctuation
of the donor-acceptor coupling associated with solvent motion
constitutes a breakdown of the Condon approximation. Previous
investigations have provided some evidence that solvent-
mediated electronic coupling magnitudes are temperature-
dependent.10 This investigation reports data that indicate a strong
temperature dependence of the solvent-mediated, donor-
acceptor electronic coupling for a C-shaped molecule,1 (Chart
1). The evidence of temperature-dependent coupling is particu-
larly compelling for extensively alkylated aromatic solvents.

Compound1 (see Chart 1) juxtaposes a dimethoxyanthracene
donor and a cyclobutene diester acceptor on opposite sides of
a 7 Å cleft that is accessible to solvent molecules. The electron-
transfer dynamics of1 have been investigated in highly polar,8b

alkylated-aromatic,8c,10and halo-aromatic solvents.11 The elec-
tronic coupling magnitude determined for1 in each solvent
depends on the solvent’s electronic energy levels and its three-
dimensional structure.8,10,11 The electron-transfer reactions of

1 in alkylated benzene solvents afford an unusual opportunity
for in-depth investigation of the factors that control rate
constants. The reaction free energy,∆rG, is almost zero for
electron transfer from the lowest energy, singlet-excited state
(S1) of the anthracene donor to the acceptor. An equilibrium
between the anthracene S1 excited state and the charge separated
state influences the fluorescence dynamics and allows deter-
mination of all three electron-transfer rate constants after the
S0fS1 excitation:8c the charge separation, electron-transfer rate
constant for conversion of the anthracene S1 state to the charge
separated state,kfor; the charge recombination rate constant for
conversion of the charge separated state back to the anthracene
S1 state,kback; and the charge recombination rate constant that
converts the charge separated state to the anthracene S0 state,
krec.12 The free energy gap between the anthracene S1 excited
state and the charge separated state is evaluated experimentally
from the first two of these rate constants.

The temperature dependence of the charge separation and
charge recombination rate constants of1 vary dramatically
depending on the structure of the alkyl benzene solvent. In
benzene, the charge separation rate constant,kfor, decreases and
the charge recombination rate constant,kback, increases as the
temperature is increased. By contrast,kfor andkback in 1,3,5-tri-
isopropylbenzene both increase as the temperature increases.
The rate constantskfor andkbackfor 1 in 1,3-di-isopropylbenzene
exhibit more complex behavior, first increasing and then
decreasing as the temperature is raised. The nonmonotonic
temperature dependence ofkfor and kback, along with the
availability of ∆rG(T) data, provide significant constraints on
kinetic models used to interpret these rate data. In particular,
two possible explanations for the observed rate constant behavior
of 1 in 1,3-di-isopropylbenzene can be identified. First, the
temperature dependence can be explained by a decrease of the
effective electronic coupling magnitude with increasing tem-
perature. Second, the temperature dependence could result from
a small and temperature-independent value of the solvent
reorganization energy, which, in conjuction with the temperature
dependence of∆rG, moves the charge separation and recom-
bination reactions,kfor and kback, between the Marcus normal
and inverted regions. Both interpretations can quantitatively

CHART 1: Molecular Structures of the Electron Transfer Molecules 1, 2, and the Solvent 1,3-Di-isopropylbenzene.
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reproduce the observed data for1 in 1,3-di-isopropylbenzene
and are consistent with the models used to predict electron
transfer rate constants. As discussed later in the manuscript,
the combination of these data with earlier data in alkylbenzene
solvents argues strongly for the first explanation, a temperature
dependence of the electronic coupling magnitude.

This manuscript describes the determination and analysis of
the electron-transfer rate constant for1 in 1,3-di-isopropylben-
zene solvent. Data collection, rate constant determinations, and
determination of the reaction free energy are described in the
next section. The two explanations for the temperature depen-
dence of the rate constants are developed in the third section.
They differ significantly in the magnitude and temperature
dependence of the solvent reorganization energy,λS(T). The
fourth section describes the evidence for and against the two
explanations and discusses the implications of these findings
for solvent and temperature-dependent rate constants observed
earlier. Although it is not possible to reject unambiguously either
explanation, the explanation based on a temperature dependence
of the effective electronic coupling magnitude is more consistent
with prior experimental and theoretical results.

II. Data, Rate Constant, and∆rG Determinations

The preparation of1 was reported elsewhere.13 Solutions of
1 were prepared with an optical density of ca. 0.05 at the laser
excitation wavelength, 375 nm. The solvent 1,3-di-isopropyl-
benzene (98%) was purchased from Aldrich. The solvent was
dried with anhydrous magnesium sulfate, filtered, and then
fractionally distilled using a vigreux column. The purified
fraction was used immediately to prepare the sample. Each
sample solution was freeze-pump-thawed a minimum of three
times. The samples were back-filled with argon to reduce solvent
evaporation at the higher temperatures.

Excitation of the sample was performed at 375 nm by the
frequency-doubled cavity-dumped output of a Coherent CR-
599-01 dye laser using LDS750 (Exciton) dye, which was
pumped by a mode-locked Coherent Antares Nd:YAG laser.
The dye laser pulse train had a repetition rate of ca. 300 kHz.
Pulse energies were kept below 1 nJ, and the count rates were
kept below 3 kHz. All fluorescence measurements were made
at the magic angle. Other specifics of the apparatus have been
reported elsewhere.14 Instrument response functions were mea-
sured using a sample of colloidal BaSO4 in glycerol. Fluores-
cence decays were fit to a sum of two exponentials (the decay
law was convolved with the measured instrument function) using
the Marquardt-Levenberg nonlinear least squares algorithm.
Figure 1 shows a fluorescence decay for1 in 1,3-di-isopropyl-
benzene at 290 K, the calculated best-fit, biexponential decay
curve, the impulse response, and the fit residuals. For temper-
atures above 260 K, the sample cuvette was placed in an
aluminum block whose temperature was controlled by a
NESLAB RTE-110 chiller. Temperatures were measured using
a type-K thermocouple (Fisher-Scientific), accurate to within
0.1 °C. Slush baths were used for the lower temperature
points: 247 K (o-xylene/liquid N2), 240 K (chlorobenzene/liquid
N2), 235 K (acetonitrile/liquid N2), and 218 K (chloroform/liquid
N2). The slush bath temperatures varied by(2 K from the stated
temperature.

Kinetic and Thermodynamic Analyses.Photoexcitation of
the anthracene donor moiety creates a locally excited state (S1

or LE) whose energy is similar to that of the charge separated
state in 1,3-di-isopropylbenzene solvent. The inset to Figure 1
shows the kinetic scheme that is used to describe the kinetics
following formation of the locally excited state by the light

pulse. There are four unknown rate constants. The intrinsic decay
rate constant of the locally excited state,kf, is obtained from
the LE decay kinetics of an analogue to molecule1 that has no
electron acceptor. Fitting the time-resolved fluorescence decay
of 1’s LE state to a biexponential form provides three additional
parameters: a fast rate constant, a slow rate constant, and the
amplitude fraction of the fast decay. The electron-transfer rate
constantskfor, kback, and krec are calculated using the fit
parameters that reproduce the time-resolved fluorescence de-
cay.15 The Gibbs free energy of the charge separation reaction
is determined at each temperature from the ratio of the forward
and back rate constant, (eq 1)

The availability of experimental∆rG, at each temperature, and
of the internal reorganization energy parameters (vide infra)
make it feasible to interpret the temperature-dependent rate
constant data in terms of only two parameters: the solvent
reorganization energy and the donor-acceptor electronic cou-
pling.

III. Rate Constant Temperature Dependence and Possible
Explanations

Figure 2 summarizes the temperature-dependent rate constant
and∆rG data. Panel A displays the temperature dependence of
the charge separation and charge recombination rate constants
for molecule1 in 1,3-di-isopropylbenzene. Starting at 218 K,
8° above the solvent’s melting point, both the charge separation
and charge recombination rate constants increase upon increas-
ing the temperature. The charge separation rate constant,kfor,
reaches a maximum near 270 K and then decreases sharply at
higher temperatures, dropping more than 20-fold by 356 K. The
charge recombination rate constant,kback, increases up to 320
K and then decreases 2-fold by 356 K. The maximum rate
constants for the charge separation and charge recombination
reactions are nearly equal,∼ 9 × 108 s-1. Panel B presents the
experimental∆rG for the charge separation reaction as a function

Figure 1. Fluorescence decay for1 in 1,3-di-isopropylbenzene at 290
K and the best fit to the data (solid line hidden by the raw data). The
impulse response function (×) and the residuals (0, at top) are also
shown. The fitted curve gives rate constants of 814 ps (68%), 17.7 ns
(32%), and aø2 of 1.08. The inset shows an energy level diagram for
the kinetics.

∆rG ) -RT ln(kfor/kback) (1)
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of temperature. The free energy of charge separation varies
nearly linearly from 280 to 350 K. However, as the temperature
approaches the freezing point of the solvent,∆rG changes less
steeply with temperature. The solid line shows a fit to the full
temperature dependence of∆rG that is obtained with a quadratic
expression. This fit is used later to aid in the analysis of the
rate data.16

Semi-log plots of electron-transfer rate constant versus
reaction free energy have been used to determine solvent
reorganization energy and electronic coupling magnitudes. For
1, the logarithms ofkfor and kback increase, plateau, and then
decrease in a plot versus∆rG for the charge separation step
(Figure 3). This shape suggests thatkfor andkback both span the
Marcus normal and inverted regions and that the solvent
reorganization energy is very small (vide infra). In a conven-
tional Marcus plot, the temperature and solvent reorganization
energy for all points are held as constant as possible. In Figure
3, however, the temperature for each data point varies from 218
(left side) to 356 K (right side). As a result, the variation of
∆rG (abscissa) is attended by significant variation ofkBT and,
possibly, of the solvent reorganization energy and the electronic
coupling. These variations must be considered in any interpreta-
tion of the rate constant plots in Figures 2 and 3 (vide infra).

The temperature dependence of the charge separation and
recombination rate constants may be simulated using a semi-
classical formulation17 for the electron-transfer rate constant (eq
2)

In this equation,|V| is the donor-acceptor electronic coupling,
λS is the solvent reorganization energy,hν is the quantized mode
energy spacing, andS is the ratio of the internal reorganization
energy,λV, to the quantized mode energy spacing,S ) λV/hν.
The quantityS is assumed to be temperature independent.
Estimates ofλv (0.39 eV) andhν (0.175 eV) were previously
determined using a combination of quantum chemistry calcula-
tions and CT emission spectra from related molecules.18 Given
these values for the internal reorganization parameters and the
experimental values of∆rG at each temperature (Figure 2B),
only the magnitude and temperature dependence ofλS and|V|
may be “adjusted” to reproduce the experimental data. The
extensive curvature of thekfor andkbackversus∆rG plots places
significant constraints on the magnitude and temperature
dependence of the solvent reorganization energy and/or of the
electronic coupling. As discussed below, two possible explana-
tions for the highly curved plots ofkfor and kback versus
temperature (i.e., versus reaction free energy) have been
identified.

The experimentalkfor and kback rate constants at each
temperature establish a parametric relationship between the two
unknown parameters in eq 2: the solvent reorganization energy
and the electronic coupling. At 297 K, the temperature at which
∆rG ) 0, the charge separation, and charge recombination rate
constants are equal, and only then ) 0 term in eq 2 makes
significant contributions to either rate constant. The electronic
coupling may be expressed as a simple function of the solvent
reorganization energy, the temperature, and the rate constants
by rearranging eq 2. Figure 4 displays this relationship between
|V| andλS for 1 in 1,3-di-isopropylbenzene at 297 K, withkfor

) kback∼ 5.8× 108 s-1, and shows that the electronic coupling
increases monotonically asλS increases. A previous study of
solvent-mediated, donor-acceptor electronic coupling for1
determined that|V| ) 6 cm-1 in isopropylbenzene (cumene)
and|V| ) 1 cm-1 in 1,3,5-tri-isopropylbenzene.10 Furthermore,

Figure 2. (Panel A) Charge separation (kfor, O) and charge recombina-
tion (kback, [) rate constants for molecule1 as a function of temperature
in 1,3-di-isopropylbenzene. Panel B plots the free energy change for
charge separation (kfor, ]) as a function of temperature for1 in 1,3-
di-isopropylbenzene. The solid line represents a best fit of the data to
a quadratic equation.

Figure 3. Plots of the charge separation (kfor, O) and charge
recombination (kback, [) rate constants versus the free energy change
for charge separation. To minimize overlap, both plots use the charge
separation∆rG as the abcissa. The solid lines were calculated using eq
2 assuming|V| ) 2.25 cm-1 and λS ) 0.033 eV. The dashed lines
were calculated using the parametrized Matyushov model to predict
λS(T) and the regression estimates of|V(T)| (see text).

ket )
4π2

h
|V|2 1

x4λSπkBT

×

∑
n ) 0

∞

exp(-S)(Sn

n!) exp[-
(∆rG + λS + nhν)2

4λSkBT ] (2)

Temperature Dependence of Electronic Coupling J. Phys. Chem. A, Vol. 106, No. 18, 20024787



it was found that an increase in the alkyl substitution at the
periphery of the benzene ring caused a systematic decrease of
the magnitude of solvent-mediated coupling for1.8c Accord-
ingly, the electronic coupling mediated by 1,3-di-isopropyl-
benzene for1 is expected to lie between the values in cumene
and tri-isopropylbenzene, i.e. between 6 and 1 cm-1, respec-
tively. Using the range defined by these couplings, Figure 4
indicates that the solvent reorganization energy in 1,3-di-
isopropylbenzene at 297 K lies between 0.15 and 0.0 eV,
respectively. The experimental values of∆rG for charge
separation in 1,3-di-isopropylbenzene vary, with temperature,
between-0.07 and 0.08 eV. Thus, the charge separation
reaction could lie in the Marcus normal region (ifλS > 0.09
eV) or span the normal and inverted regions (λS < 0.06 eV).

By assuming a specific,temperature independentvalue of
the electronic coupling, eq 2 may be used to determine the value
of λS that is required at each temperature to reproduce the
experimental rate constants. Figure 5 displaysλS(T), calculated
in this manner, for two assumed values of the electronic
coupling: 2.25 cm-1 (panel A) and 6.0 cm-1 (panel B). For
the assumed value of|V| ) 2.25 cm-1, the extractedλS has a
mean value of 0.033( 0.007 eV and exhibits a weak, positive
temperature dependence,<0.1 meV/K. If λS for 1 in 1,3-di-
isopropylbenzene is this small and without significant temper-
ature dependence, the charge separation reaction lies in the
Marcus inverted region at temperatures below 270 K, and the
charge recombination reaction lies in the Marcus inverted region
at temperatures above 330 K. The solid lines in Figure 3 display
the temperature dependence ofkfor andkback predicted usingλS

) 0.033 eV,|V| ) 2.25 cm-1 and∆rG obtained from the data
in Figure 2B. The calculated curves reproduce the data well.
Using the larger assumed value of|V| ) 6.0 cm-1, theλS values
extracted with eq 2 (Figure 5B, circles) exhibit a U-shaped
temperature dependence with a value at 297 K of 0.16 eV.
Previous theoretical and experimental studies19 of the solvent
reorganization energy in liquids provide no evidence to sub-
stantiate such a U-shaped temperature dependence. Therefore,
either the assumed coupling magnitude of 6 cm-1 is inappropri-
ate or the assumption that the coupling magnitude is temperature
independent is erroneous. From both these analyses it is clear
that a meaningful determination of the coupling magnitude
requires more information about the solvent reorganization
energy.

As it is not possible to independently measureλS for 1,
theoretical estimates and experimental values from related
systems need to be considered. Previously, a molecular solvation
model, developed by Matyushov,20 was calibrated10 to reproduce

the experimental values of the charge separation free energy
for 1 in alkylated benzene solvents. This calibrated solvation
model can be used to predict the magnitude and temperature
dependence of the solvent reorganization energy. Table 1
presents these predictions for the solvent reorganization energy
and its temperature derivative at 295 K in seven alkylbenzene
solvents and compares them to values ofλS(295 K) that were
obtained by fitting experimental rate constant data for1.10,21

The model predicts a monotonic decrease of the solvent
reorganization energy with increasing temperature and with
increasing alkyl substitution of the solvent molecules. For the
first five solvents in Table 1, the model predictions and the
experimental values ofλS(295 K) are in good agreement. Only
the regression estimate ofλS(295 K) in 1,3,5-tri-isopropyl-
benzene deviates significantly from the model’s prediction (see

Figure 4. Correlation between|V| and λS for 1 derived from the
experimental transfer rate constant at 297 K, where∆rG ) 0 eV.

Figure 5. Values ofλS(T) obtained from the experimental rate constant
data, eq 2 and an assumed value of|V|. The data in panel A were
obtained with|V| set to 2.25 cm-1. The data in panel B were obtained
by setting|V| equal to 6.0 cm-1. The solid line in panel B shows the
λS(T) prediction from the calibrated Matyushov model.

TABLE 1: Calibrated 10 Solvation Model Predictions of
λS(295 K), Its First Derivative, and Experimental Values of
λS(295 K) Determined by Fitting kfor(T) and kback(T) Dataa

solvent

model:
d(λS(295K))/dT

(eV/103 K)

model:
λS(295 K)23

(eV)

expt:
λS(295 K)

(eV)

benzene -1.1 0.27 0.26
toluene -1.0 0.24 0.22
cumene -0.83 0.19 0.17
mesitylene -0.76 0.17 0.14
TMB -0.75 0.20 0.16
13DIP -0.63 0.16
135TIP -0.74 0.12 0.01

a TMB is 1,2,4-trimethylbenzene, 13DIP is 1,3-di-isopropylbenzene,
and 135TIP is 1,3,5-tri-isopropylbenzene.
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below for an alternative analysis of the kinetic data for1 in
this solvent). The good agreement between the experimental
and theoretical values ofλS in five of the six solvents that are
structurally related to 1,3-di-isopropylbenzene suggests that the
model’s prediction ofλS ) 0.16 eV at 295 K for this solvent is
reasonable. This value is much larger than theλS estimate
required by assuming|V| ) 2.25 cm-1 but quite close to the
value required by assuming|V| ) 6 cm-1. The solid line in
Figure 5B displays the parametrized solvation model prediction
of λS versus temperature for1 in 1,3-di-isopropylbenzene.22

Between 220 and 290 K, the theoretical predictions are slightly
larger (by 0.02-0.03 eV) than theλS(T) values required to
reproduce the rate data (circles) for the assumed value of|V| )
6.0 cm-1. These two sets ofλS(T) deviate at higher temperatures.

Both sets ofλS(T) values in Figure 5, panel B, are substan-
tially larger than the experimental-∆rG values, suggesting that
the charge separation and charge recombination processes lie
in the Marcus normal region at all temperatures. In the Marcus
normal region, largerλS values reduce the electron-transfer rate
constant. The apparent increase ofλS at temperatures above 310
K (circles, panel B) acts to decrease the transfer rate constant
calculated using a temperature independent coupling of 6 cm-1.
Given the mobility of solvent molecules and evidence that
solvent placement influences coupling magnitude, it is possible
that a decrease of the average, effective coupling, rather than
an increase ofλS, may be occurring at temperatures above 310
K. This proposal can be explored by assuming that the
parametrized solvation model accurately predicts the magnitude
and the temperature dependence of the solvent reorganization
energy for 1. With values forλS(T), eq 2 may be used to
determine the value of the electronic coupling required to
reproduce the experimental rate constants at each temperature.
The coupling magnitude obtained using this procedure (Figure
6) is relatively constant between 220 and 260 K, 7.2( 0.5 cm-1,
but decreases by more than 60% between 260 and 350 K.24

The temperature dependence ofkfor andkback predicted by this
analysis is in very good agreement with the experimental data
(Figure 3, dashed lines).

At this point, two models have been advanced to explain the
rate data from1 in 1,3-di-isopropylbenzene. The two models
reproduce the rate data using different values and temperature
dependences of|V| and λS. In the next section, evidence is
presented that confirms the validity ofλS predictions from the
calibrated molecular model and the validity of the|V(T)|
explanation. Arguments that discount the accuracy of the
“inverted” region model are also presented.

IV. Pros, Cons, and Consequences of the Two
Explanations

The temperature dependence of the charge separation and
charge recombination rate constants for1 in 1,3-di-isopropyl-
benzene are well reproduced by both the “inverted region” and
the “temperature-dependent electronic coupling” explanations.
At low temperatures (∆rG(CS) < -0.05 eV), the latter model
fits the data slightly more accurately. For both explanations,
the solvent reorganization energy is small, less than 0.3 eV.
Determining which of the two proposed explanations is correct
requires accurate information on the solvent reorganization
energy magnitude and its temperature dependence, a task that
is not experimentally feasible for1. As noted above, a molecular
solvation model, which previously was parametrized10 to
reproduce the experimentally determined∆rG(T) data for1 in
a series of alkylbenzene solvents, predicts values ofλS(295 K)
for 1 (ranging from 0.12 to 0.27 eV) that are in good agreement
with λS(295 K) determined by fitting experimental rate constant
data. The model’s prediction ofλS(295 K) for 1 in 1,3-di-
isopropylbenzene, 0.16 eV, is significantly larger than the 0.033
eV value required by the “inverted region” explanation. In light
of the model’s predictive accuracy in the other alkylbenzene
solvents, this discrepancy argues against the “inverted region”
explanation.

Although 1 lacks detectable CT absorption and emission
spectra, some qualitative information aboutλS can be obtained
by studying the CT spectra of a related molecule. Compound2
employs the same donor and acceptor as1, connected by an
all-trans three-bond bridge, and exhibits CT emission.25 The
donor-acceptor separation in2 is ∼6 Å, roughly 1 Å smaller
than that in1. At 295 K, the maximum of the CT emission,
Franck-Condon lineshape from2 appears at 2.19 eV in 1,3-
di-isopropylbenzene, 2.12 eV in cumene, and 1.98 eV in
benzene.26 This energy is approximately equal to∆rG(S0 f CT)
- λS - λV or, equivalently, to∆rG(S0 f S1) + ∆rG(S1 f CT)
- λS - λV. The term∆rG(S0 f S1) amounts to 3.00 eV for the
anthracene chromophore in alkylbenzene solvents and the last
term,λV, is 0.39 eV. Thus,λS - ∆rG(S1 f CT) for 2 at 295 K
is equal to 0.42, 0.49, and 0.63 eV in 1,3-di-isopropylbenzene,
cumene, and benzene, respectively.27 The same quantity,
λS - ∆rG(S1 f CT), calculated for1 using the experimental
∆rG(S1 f CT) data and the calibrated solvation model predic-
tions ofλS (Table 1) amounts to 0.16, 0.24 and 0.37 eV in 1,3-
diisopropylbenzene, cumene and benzene, respectively. The
variations of λS - ∆rG(S1 f CT) with solvent are nearly
identical for 1 and 2. The offset of 0.26 eV betweenλS -
∆rG(S1 f CT) for 1 and2 is consistent with the different charge
separation distances of1 and2.28 The similarity of the solvent
dependencies ofλS - ∆rG(S1 f CT), for 1 and2, in conjunction
with the accurate reproduction of the∆rG(T) data for1 shows
that the parametrized molecular model’s treatment of solvation
by weakly dipolar aromatic solvents and its treatment of solvent
structural effects generate meaningful predictions for these
anthracene donor, cyclobutenediester electron-transfer sys-
tems.29 Although these arguments do not establish unambigu-
ously the accuracy of the model’sλS(295 K) predictions, they
provide compelling evidence thatλS for 1 in 1,3-di-isopropy-
lbenzene is larger than 0.033 eV. Accordingly, the “inverted
region” explanation is not consistent with the available informa-
tion on λS in 1,3-di-isopropylbenzene.

Another problem with the “inverted region” explanation for
1 in 1,3-di-isopropylbenzene lies in the calculated decrease of
the transfer rate when-∆rG is greater thanλS ) 0.033 eV.
This prediction may be an artifact of using a single quantum

Figure 6. Values of the electronic coupling for1 in 1,3-di-isopropyl-
benzene, obtained by fitting the experimental rate constant data using
the calibrated Matyushov model to calculateλS(T), plotted as a function
of temperature: (kback, O), (kfor, [).
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mode model. IfλS is significantly smaller than the mode spacing,
hν, eq 2 predicts a significant drop and recovery of the rate
constant for-∆rG betweenλS and λS + hν (Figure 7; solid
line). A modulation appears in a semilog plot of rate constant
versus- ∆rG, with rate maxima at values of-∆rG that are
close toλS + nhν.30 This modulation extends from the “normal”
region (-∆rG < λS + λV), through the peak of the Marcus curve
and into the regiontraditionally referred to as inverted (-∆rG
> λS + λV). If a small portion of the internal reorganization
energy is associated with a second quantum mode of lower
frequency, e.g.,hν ∼ 700 cm-1, a two quantum mode rate
constant model predicts negligible modulation of the rate
constant (Figure 7, squares).31 Resonance Raman studies of
intramolecular CT systems report significant reorganization
associated with such intermediate frequency modes in other
systems.32 For1, modes involving the donor and acceptor rings
likely fall in this range, whereas modes associated with
reorganization of the donor methoxy and the acceptor ester
groups likely occur at somewhat lower frequency. Thus, more
realistic treatments of the internal reorganization within the rate
constant calculation predict smaller or negligible reduction of
the rate constant when-∆rG is greater thanλS. This raises
additional doubts about the validity of the “inverted region”
explanation for the transfer rate data from1 in 1,3-di-
isopropylbenzene.

If the molecular model prediction ofλS for 1 in 1,3-di-
isopropylbenzene is correct, then 1,3,5-tri-isopropylbenzene is
the only alkylbenzene solvent for which the molecular model
prediction and the experimentally derived value ofλS differ
significantly. The solvent 1,3,5-tri-isopropylbenzene differs from
the other alkylbenzenes in that the three bulky isopropyl groups
spaced around the aromatic ring prevent facile entry of the
solvent’s aromatic core into the cleft between the donor and
acceptor groups.8c Molecular mechanics calculations indicate
that only the isopropyl groups from this solvent extend into the
cleft. The absence of a “solvent aromatic ring” between the
donor and acceptor groups might cause a larger reduction of
λS, relative to the other solvents, than predicted by the molecular
model. The solvation model treats the CT molecule as a point
dipole contained within a solvent free cavity. Thus, it does not
include “cleft” solvent reorganization energy for any of the
solvents.33 If exclusion of the aromatic core of 1,3,5-tri-

isopropylbenzene from the cleft interior is responsible for the
0.11 eV difference between the molecular model prediction and
the experimental value (Table 1) ofλS(295 K), then the
molecular model must overestimate the “extra-caVity” solvent
reorganization energy in all of these alkylbenzene solvents by
a comparable amount. This line of reasoning suggests that the
solvent reorganization energy attending motion of a single
solvent molecule within the cleft,∼0.1 eV, is comparable to
the solvent reorganization energy attending motions of all of
the solvent molecules surrounding the donor and acceptor
groups. Finite difference Poisson-Boltzmann calculations34

that explicitly account for the shape and presence of a cleft in
1 generate similar values ofλS whether the solvent is excluded
or allowed into the cleft between the donor and acceptor.35 Thus,
exclusion of the aromatic core of 1,3,5-tri-isopropylbenzene
from the cleft in1 is not a likely source for the discrepancy
between the calculated and experimentalλS values.

An alternative explanation for the discrepancy between the
molecular model and regression estimate ofλS for 1 in 1,3,5-
tri-isopropylbenzene is that the effective|V| in this solvent is
also temperature-dependent. In analogy to the approach em-
ployed for 1 in 1,3-di-isopropylbenzene, the magnitude and
temperature dependence of the effective coupling for1 in 1,3,5-
tri-isopropylbenzene may be determined by assuming that the
molecular model predictions ofλS(T) are correct. The results
of this analysis (Figure 8) suggest that the effective coupling
for 1 in 1,3,5-tri-isopropylbenzeneincreaseswith temperature,
from 2.9 cm-1 at 260 K to 3.5 cm-1 at 283 K. A positive value
of d|V|/dT provides a simple explanation for the experimental
observation thatboth kfor and kback increase with temperature
in this solvent. The magnitude of the coupling obtained from
this analysis is larger than the value of 1.0 cm-1 previously
obtained with the assumption of a temperature independent
coupling magnitude and a regression estimate ofλS(295 K) )
0.01 eV. It is not surprising that a larger magnitude of|V| is
obtained when larger values ofλS are used in the analysis
(Figure 4). Even with this increase, the effective coupling for1
in 1,3-di-isopropylbenzene is still more than 2-fold larger than
in 1,3,5-tri-isopropylbenzene (260 K< T < 283 K). As was
suggested previously, increased steric bulk about the periphery
of the solvent’s aromaticπ system results in less effective
solvent-mediated coupling.

Figure 8 shows the|V(T)| values that are obtained for the
other alkylbenzene solvents when the solvation model’s predic-

Figure 7. Examples of rate constant versus reaction free energy plots
calculated using a one-quantized mode (s) and a two quantized mode
(0) model. For both models,|V| ) 6 cm-1, λS ) 0.033 eV,hν1 )
0.175 eV,hν2 ) 0.087 eV, and the total internal reorganization energy
is 0.39 eV. For the two quantized mode calculation, the internal
reorganization energies areλV1 (0.175 eV mode)) 0.33 eV andλV2

(0.087 eV mode)) 0.06 eV. For the one quantized mode calculation,
λV (0.175 eV mode)) 0.39 eV.

Figure 8. Temperature dependence of the electronic coupling for1 in
benzene ([), cumene (0), mesitylene (b), and 1,3,5-tri-isopropyl-
benzene (4), obtained by fitting the experimental rate constant data
and using the calibrated Matyushov model to calculateλS(T). Regression
lines are drawn through the data for each solvent. The best fit line to
the 1,3-di-isopropylbenzene|V(T)| data (s s) is reproduced from
Figure 6.
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tions for the temperature-dependent reorganization energy are
assumed to be correct. The effective coupling magnitude,
derived from the rate data and the molecular modelλS(T),
decreases with increasing temperature in the solvents benzene,
cumene, and mesitylene. The diminution is greatest for mesi-
tylene, for which the coupling magnitude and temperature
dependence are similar to that for1 in 1,3-di-isopropylbenzene.
The steep decrease of the coupling in mesitylene provides an
explanation for the failure of the previous analysis,10 which
assumed temperature independent coupling magnitudes, to
reproduce the experimentally observed steep decrease ofkfor

and kback at temperatures above 315 K. The temperature
derivative of the effective coupling in benzene and cumene,
-0.04 cm-1 K-1, is about half as large as that for mesitylene.
For the five alkylbenzene solvents, the effective coupling
magnitudes at 295 K are 12 cm-1 in benzene, 7.4 cm-1 in
cumene, 6.8 cm-1 in mesitylene, 6.3 cm-1 in 1,3-di-isopropyl-
benzene, and 3.9 cm-1 in 1,3,5-tri-isopropylbenzene.36 With the
exception of the last solvent, these magnitudes are within 20%
of the values derived previously from analyses premised on
temperature independent coupling.10

The structure and the number of alkyl groups on the periphery
of the solvents’ aromatic ring alter the electronic coupling
magnitude for1. The alkyl groups have a minor effect on the
aromatic π system’s energy levels. They do influence the
probabilities of locating the aromaticπ system in positions that
offer simultaneous overlap with the donor and the acceptor.
Theoretical investigations confirm that such simultaneous
overlap is necessary for a coupling pathway constituted by a
single solvent molecule to be effective.5e For a C-shaped
molecule such as1, simultaneous overlap and significant
coupling are realized by placement of the solvent’s aromaticπ
system within the 7 Å wide cleft, directly between the donor
and acceptor groups.37 The observed dependence of1’s elec-
tronic coupling magnitude on the identity of the alkyl groups
around the aromatic ring and on temperature can be explained
in terms of solvent entry into this cleft. A benzene molecule
readily accesses “in-cleft” solvent configurations that provide
significant, simultaneous overlap of the solvent with the donor
and the acceptor of1. For many of these “in-cleft” configurations
of the benzene, substituting a peripheral H atom by an alkyl
group introduces steric repulsion between the alkyl group and
1. This repulsion disfavors solvent configurations with the
aromatic core situated deeply within the cleft. Solvent configu-
rations in which the (bulky) alkyl groups are farther from the
cleft walls and edges are more probable. The latter configura-
tions offer smaller simultaneous overlap of the donor and
acceptor with the solventπ orbitals and, therefore, smaller
electronic coupling. Larger and/or more numerous alkyl groups
more severely reduce the probability of solvent configurations
with large overlap and significant coupling. This explains the
observed reduction of coupling magnitude with increasing alkyl
substitution of the solvent.

Each “in-cleft” solvent configuration affords a unique cou-
pling magnitude. As solvent molecules move within and out of
the cleft, the donor-acceptor coupling magnitude fluctuates.
The probability of an electron-transfer event is very small during
any single initial state-final state level crossing (nonadiabatic
transfer). As a result, each molecule of1 samples a “large
number” of solvent configurations before there is significant
probability that the ensemble of excited states has undergone
electron transfer. Rapid interconversion among solvent-1
configurations, compared to the electron-transfer rate, generates
experimental charge separation dynamics that are well repro-

duced by a single electron-transfer rate constant with an effective
coupling magnitude that is a root-mean-square average of the
individual coupling magnitude, (Vj)2, in each possible config-
uration, |V| ) [∑jpj(Vj)2]1/2. The probability of each configu-
ration, pj, is determined by its free energy and by the
temperature. The probability of each solvent-1 configuration
changes differently with temperature, thus altering the distribu-
tion of mediating configurations and the average value of the
coupling. This provides an explanation for the temperature
dependence of the observed electronic coupling.

The different signs of d|V|/dT for 1 in benzene and 1,3,5-
tri-isopropylbenzene may be attributed to the most prevalent
“state” of the cleft in each solvent. For example, benzene readily
fits within the cleft of1, and the equilibrium (see Scheme 1)
should be characterized by a negative∆H° and a negative∆S°.38

Upon increasing the temperature, the equilibrium shifts toward
“empty-cleft” configurations. Because the “in-cleft” solvent
configurations provide larger electronic coupling than the
“empty cleft” configurations, the effective coupling magnitude
in benzene decreases as the temperature increases. The rather
shallow dependence of|V| on temperature for1 in benzene and
cumene suggests that “in-cleft” configurations predominate
throughout the investigated temperature ranges. The steeper
dependence of|V| on temperature for1 in mesitylene and in
1,3-di-isopropylbenzene indicate more significant conversion
from predominantly “in-cleft” to “empty-cleft” configurations.
The solvent 1,3,5-tri-isopropylbenzene presents a different
situation. Steric repulsion between the isopropyl groups and1
results in a positive enthalpy for formation of “in-cleft” solvent
configurations in which the solvent’s aromatic core is between
the donor and acceptor. These configurations provide larger
electronic coupling, but∆G° for their formation is positive (i.e.,
the equilibrium constant for their formation is less than 1).
Higher temperature increases the fraction of these higher free
energy, larger coupling, “in-cleft” configurations, and enhances
the effective coupling magnitude. Given the excellent cor-
respondence between the experimental rate data for1 and the
rates calculated using the parametrized molecular model in a
variety of alkylbenzene solvents, variation of the solvent-
mediated electronic coupling magnitude with temperature is a
likely explanation for the unusual electron-transfer kinetics of
1 in 1,3-di-isopropylbenzene.

V. Conclusion

The charge separation and charge recombination rate con-
stants for1 in 1,3-di-isopropylbenzene increase, plateau, and
then decrease when plotted against temperature or the experi-
mentally determined reaction free energy change. Within the
framework of a single quantum-mode, semiclassical electron
transfer rate expression, the origin of this rate behavior lies in
the temperature dependence of the solvent reorganization energy
and/or of the electronic coupling. Two explanations of the
kinetic behavior have been advanced. The experimental data
can be simulated using a small and temperature-independent
solvent reorganization energy or a temperature-dependent
electronic coupling magnitude. In the first scenario, the variation
of the reaction driving force with temperature shifts the reactions

SCHEME 1
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between the Marcus normal and the Marcus inverted regions
and is responsible for the highly curved rate plots. Between
210 and 360 K,∆rG for the charge separation and charge
recombination reactions are insufficient to populate “products”
with one or more quanta of vibrational energy.39 Thus, the
electron transfer rate constant in the normal and inverted regions
decreases comparably as the reaction free energy shifts away
from the optimum value. For this explanation to apply, there
cannot be significant vibrational reorganization (energy) as-
sociated with modes in the 400-700 cm-1 range. The solvent
reorganization energy would also need to be extremely small
and unusually temperature-independent. Additionally, there are
very few examples of charge separation reactions (neutral
reactantf zwitterionic product) that exhibit rate versus∆rG
profiles consistent with the Marcus inverted region.40 Although
many explanations have been advanced to justify the paucity
of examples, invoking the inverted region to explain the rate
constant data from1 finds little if any precedent. This would
also be the first example of a charge separation reaction in
nonpolar solvents lying in the Marcus inverted region.

The alternative explanation for the kinetic data posits that
the electronic coupling magnitude varies with temperature.
Between 290 and 350 K, the effective coupling for1 decreases
60% in 1,3-di-isopropylbenzene, 50% in mesitylene, and 30%
in cumene. The extensive curvature in the bridge of1 requires
an appropriately placed solvent molecule within the cleft
between the donor and acceptor to mediate the electronic
coupling. The probability of appropriate solvent placement and
the efficacy of solvent-mediated coupling both vary with solvent
structure and temperature. Although there are theoretical studies
that support the feasibility of temperature-dependent, solvent-
mediated coupling magnitudes,5,41 there is not yetdirect
evidence to confirm this explanation. The evidence in this
manuscript is indirect, relying on a parametrized solvation model
to provide accurate predictions of the solvent reorganization as
a function of solvent structure and temperature. More direct
investigation of the temperature dependence in solvent-mediated
electronic coupling is clearly desirable. In summary, the
experimental rate constant behavior for1 in a number of
alkylbenzene solvents is most reasonably explained by invoking
a significant temperature dependence for the solvent-mediated,
electronic coupling magnitude. Temperature-dependent elec-
tronic coupling may influence electron-transfer dynamics in any
system where the composition or the structure of the coupling
pathway fluctuates significantly.
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