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The temperature and solvent dependent emission spedae-[gbpy)Re(CO)(4-Etpy)]PFk were recorded in

4:1 (v:v) EtOH-MeOH and CHCl,—MeOH mixtures (bpy= 2,2-bipyridine; 4-Etpy= 4-ethylpyridine).

The temperature-dependent emission of [Ru(#(®#s). and the emission spectra of [(bpiRlu(bpyc-NHMe)]-

(PF)2 (bpyc-NHMe= 4-methyl-4-(N-methyl carboxamido)-2;zbipyridine) in 10 solvents were also analyzed

for comparison purposes. The data reveal a significant dependence of the effective vibrational quantum spacing
(hww) with the energy difference between the ground and excited staggag the medium properties are
systematically varied. Initial attempts to explain this dependence in terms of a medium induced modulation
of the metal-to-ligand charge transfer energy were not fully successful. That model is based on the relationship
between the energy gap, the extent of charge transfer, and excited state distortions. A more satisfactory
explanation of the experimental data was achieved by a model that includes hydrogen bonding interactions
between the CO groups of the Re complex and a protic solvent. The inclusion of extended hydrogen-bonding
interactions between the solute and the solvent are required to fully eXplgimnd solvent reorganizational
energy dependencies on medium properties and temperature.

Introduction Ao and Aw(Dy) are given by eqs 2 andZ3:

Transition metal complexes, and particularly polypyridyl 1 D,—1 Dy, — 1
complexes ofi® metals, have been extremely useful probes for Ao =Sl — AR D1 2Dp 1 (2)
solvent effectd¢ The experimental appeal of these molecules a s op

lies in the adjustability of their electronic properties through D —1
changes in the attached ligands and in their easily measured AW(D = l(ﬁ iy (3)
spectroscopic characteristics. The spectroscopic properties of a®? €720+ 1

d metal-polypyridyl complexes are dominated by low-lying

metal-to-ligand charge transfer (MLCT) transitions that can “g andze are the ground and excited-state dipole momeamts,
induce a substantial change in electronic distribution between is the radius of the spherical cavity holding the solute within
the ground and excited stat®¥he surrounding solvent reacts  the solvent, andDs andDo, are the static and optical dielectric

to this change in the molecule, affecting both dynamic and constants of the solvent. From the previous equations, the solvent
energetic properties. A widely used model for the treatment of dependent part dEer, can be expressed as in eq 4:

solvent effects is the dielectric continuum model of Marcus,
where the molecular structure of the solvent is ignored in favor AEy = AW(Dy — 4, = 5 5

of a structureless continuum characterized by its dielectric e ~ -~ Ys™ ~ . \2"op "
properties’8 Within this model, the energy of an electronic 2 g~ “92D5+ 7T W= dy 2Dy, + 1 (4)
transition is solvent-dependent because of the difference in

solvation energies between the ground and excited states. In |f the solvent is participating in specific solvergolute

the classical limit, the energy of emissi@iam is given by eq interactions or if the solvent’s own quantum modes are coupled

12 to the vibronic structure of the solute, the dielectric continuum
approximation breaks dowAt!! In the above scenarios, large

Een= AG® (vac)— 4; — 4, + Aw(D) Q) deviations from the dielectric continuum model can be observed,

and explicit treatments of specific solvent effects or coupled

AG°(vac) is the free energy difference between the ground and Modes must be considered. )

excited states in a vacuuty,is the inner-sphere reorganizational ~ Varying the temperature is another way of altering the

energy (taken to be solvent independehg)s the outer-sphere ~ Medium properties and, thus, affecting the photophysical

difference between states. The explicit solvent dependencies ofoPserved in steady-state temperature-dependent emission studies.
The first observation is an overall shift in emission energies

* To whom correspondence should be addressed. E-mail: jpclaude@ toward higher values as the temperature of the sample is
uab.edu. Phone: (205) 972478. Fax: (205) 9342543. decreased 15 The origin of this effect is changes in the
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Figure 2. Plot ofhwwm vs Eg for [(bpy).Ru(bpyc-NHMe)F" in various
solvents. The solid line is a fit to thEo)/g(Eo) function (see text),
excluding data points marked with a triangle. DMS© dimethyl
sulfoxide; MeOH= methanol; EtOH= ethanol; ACN= acetonitrile;
DMF = N,N-dimethylformamide; ACET= acetone; DCE= 1,2-
dichloroethane; DCM= dichloromethane. The data were taken from
ref 24.

Figure 1. Ground and excited-state potential energy surfaces versus

inner-sphere@;) and solvent@,) nuclear coordinates. Absorresponds . .
to the absorption transition, Em. (HT) is the high-temperature emission S€cond effect typically observed in temperature-dependent

(fluid phase), and Em. (LT) is the low-temperature emission (glass €mission studies is an increase in the quantum yield of emission

phase). The nuclear relaxations represented by the dashed arrows labelefr the sample as the temperature decreases. This observation
Zi andZi + 4, do not reflect the magnitudes of the reorganizational can be explained, at least for the fluid and glass regimes, by

energies directly._These are given by the projections of these arrowspa energy gap law. As the temperature is decreased, the
on the energy axis. effective energy difference between the ground and excited

states increases, resulting in a decrease in vibrational overlap
between the electronic states and a reduction in the rate of

radiationless decayk).*

magnitude of solvent nuclear coordinate displacements, coupled
to the electronic transition being observed on the solute. Figure

L iIIustratles the. difference in observed emission e”efgies for The studies described here were designed to seek explanations

?gsrggiitt'g?gﬁ (ngri';z;gg%?gﬁ;ﬁg;%ﬂ:gﬁ%ggglfr'?T?é?ionsfor subtle solvent effects first observed in emission studies of
o ; bpy).Ru(bpyc-NHMe)](Pk). (bpy = 2,2-bipyridine)?*

needed to convert the ground-state equilibrium geometry into [(bpy)Ru(bpy JI(PE)2 (bpy Py )

the excited-state equilibrium geometi®, is an outer-sphere o H
solvent coordinate representing the collective motions of solvent H;C N
molecules around the solute (librations), as well as internal \CH3
nuclear displacements for individual solvent molecules. The total O Q
nuclear displacement between the ground and excited state is N N

thus given by the sum of both contributionsQ. If the sample

temperature is well above the point where the medium either bpyc-NHMe

freezes or forms a glass (glass-to-fluid transition), the Franck

Condon state prepared by the absorption event can relax along Figure 2 shows a plot of the average coupled quantum mode
both coordinatesQ; and Q,, responding to the changes in spacing fww) vs the energy gapk) for [(bpy).Ru(bpyc-
electronic distribution within the chromophore. The emission NHMe)](PFs). in different solvents. The quantities plotted were
thus originates from the minimum of the excited-state energy obtained from the emission spectra using a one-mode spectral
surface (atAQ). If the temperature is below the glass to fluid fitting technique (see the Experimental Section). Two important
transition, the solvent is a solid matrix that cannot respond to observations are reflected in Figure 2. First, the solvent is
the electronic redistribution in the chromophore. At the limit, altering the vibrational structure of the chromophore in solution,
relaxation of the FranckCondon state can therefore only occur and this effect is proportional to the change in the energy
along theQ; coordinate (within theH, Q) plane; dotted parabola  difference between the ground and excited stefgs Second,

in Figure 1), forcing the emission to originate from a coordinate the spectral fitting procedure is sensitive enough to detect these
different from the energy minimum and resulting in a higher variations. The experiments described here extend these mea-
emission energy. For temperatures around the glass to fluidsurements to wider ranges &} using solvent mixtures and
transition, an intermediate situation can be observed, with partial temperature variations. Our studies centeredanr(bpy)Ré€-
relaxation along the solvent coordinate. In some cases, if the (CO)(4-Etpy)]PF (4-Etpy = 4-ethylpyridine) because its
time scales for solvent relaxation and excited-state decay areemission spectrum remains broad and unresolved at all measured
comparable, time-dependent effects can be obsérfethe temperatures. This feature allows us to analyze the data in a
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consistent way, using the one-mode spectral fitting technique acetonitrilé® or [(bpy)Re(CO})(4-Etpy)]PFs in dichloromethane

throughout the study. at room temperatur€. The index of refraction for solvent
mixtures was estimated as a weighted average of the values for
the pure solvents, using molar fractions as coefficients. Low-

Experimental Section temperature quantum yields were estimated with

Materials. All solvents used for spectroscopic measurements
were HPLC grade and purchased from Fisher Scientific. Ethanol 1= ¢298(_8)
and methanol were dried by distillation under dry nitrogen from '
magnesium turnings activated with iodine. Dichloromethane was
dried by distillation from phosphorus pentoxide under dry where¢.r and |t are the quantum yield and the integrated
nitrogen. emission intensity at low temperature apuds andl,gg are the

Preparations. fac-[(bpy)Re(CO}(4-Etpy)]PF (4-Etpy = corresponding quantities at room temperature. This approxima-
4-ethylpyridine; bpy= 2,2-bipyridine) was prepared following ~ tion is based on the observation that changes in index of
a literature method” [Ru(bpy)](PFs), was prepared by pre-  refraction and optical density are compensatory in 4:1 (v:v)
cipitating an aqueous solution of [Ru(bgl@l, (purchased from  ethanot-methanof® Radiative &) and nonradiative decay
Aldrich) with concentrated aqueous ammonium hexafluoro- constantsky) were calculated from lifetimeg) and quantum
phosphate. The precipitate was filtered, rinsed with water, and yields @) by
dried under vacuum.

Measurements. UV—vis spectra were obtained with a k, = 1-¢. kr:¢_3
Hewlett-Packard model 8453 diode array spectrophotometer. ' T T
Samples for the solvent study were prepared inCl+-MeOH
mixtures, placed in 1.0 cm path length quartz cuvettes, and Emission Spectral Fitting. Emission spectra were fit by
bubble-degassed with dry nitrogen for a minimum of 20 min. either a one- or two-mode FranekCondon analysis using the
Samples for the cryoscopic studies were prepared in EtOH following equationg!2?

MeOH 4:1 (v:v), freeze- pump—thaw degassed a minimum of One-mode:
5 times in 5 mm glass tubes, and sealed with a torch. All samples
were optically dilute, with absorbances between 0.1 and 0.3 at 5 [ [Ey — vuhou\3 Sy
the excitation wavelength. |(7) = _
Steady-state emission spectra were recorded using a Spex vi=0 E vy
Fluorolog FL3-22 fluorometer, with double grating excitation 7 — E.+ v Ao\
LT . M M
and emission monochromators, and a thermoelectrically cooled exd —4 In(2)
Hamamatsu R-928 photomultiplier tube running in photon AV 1
counting mode. Emission spectra were corrected for instrument ’
response with factors collected using an NIST standard Iamp'Two-mo de:
Cutoff filters were used to remove scattered excitation light '
when required, with cutoff wavelengths chosen well below the
data collection range. 3 B | By~ vyhoy — viho |3 Sy
Emission lifetimes were measured using a PTI GL3300 pulsed I(v) = Z . L(v)
nitrogen laser with an attached GL301 tunable dye heall. Re om=0uL="5 Foo Un-

whereas Rlisamples were excited at 460 nm using Coumarin-
460 dye (Exciton). For low temperature experiments, the laser
beam was slightly defocused to prevent local heating of the
sample. Emission decays were collected at a right angle to the o [ ymoy m (m+ UL)!(_SL)l 2
excitation, using a McPherson 272 monochromator with a L(v)=S" ZD -

holographic grating and a thermoelectrically coole®( °C) m=o\(Mm =+ v))!
Hamamatsu R-928 photomultiplier tube. A 400 MHz Tektronix

TDS 380 oscilloscope was used to digitize the data. All lifetimes

were averages of 256 laser pulses. Decay rates were determined

samples were excited at 360 nm using PBD dye (Exciton), v — Ey T vyhoy + v Ao \?
exg —4 In(2) —
Avy

So(m— DI+ v)iml

(v, 2 0)

by fitting the data to a single exponential model using a least- L(—v) =X"L(v)), (v, >0)
squares routine. Because the sample temperatures for the steady-
state and time-resolved emission experiments were not exactly _h

L. cr .- . . . .
coincident, the lifetime data was interpolated in order to achieve X = exg ———=
temperature correspondence. An interpolation routine based on kgT

Lagrange’s formula was used for this purpége.

An ARS CSW-202 closed-cycle cryostat, connected to a I(v) is the emitted light intensity at the energyn cm™?, relative
LakeShore 330 temperature controller, was used for the variableto the intensity of the-6-0 transition Eg andEgg are the energy
temperature measurements. A silicon diode temperature sensogaps between the zeroth vibrational levels of the ground and
located on the cryostat's second stage, near the heating coilexcited stateshwym and Aw_ are the quantum spacings for
was used for temperature control. Sample temperatures wereaveraged coupled vibrational modes of medium and low
measured with a second silicon diode mounted directly on the frequency, respectivelyiy andS_are the HuangRhys factors
sample tube with cry-con grease. Samples were allowed toreflecting nuclear distortion along the medium- and low-
equilibrate for 36-45 min between measurements. Emission frequency quantum modé%.The relationship between the
guantum yields were measured relative to [Ru(Bj§i)s)2 in andQ coordinates is given below, whekéis the reduced mass
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of the vibrating systemg is the frequency of vibration, and

AQ is the nuclear displacement: T00x10% 1

600x10° -
1/Mw
S= E(T) (AQ)2 500103

400x10°% 4
Avg 12 and Avy, are the full widths at half-maximum for

individual vibronic lines, and they include contributions from 300x10° 1
solvent librations and low-frequency molecular modes treated  ,0,40: |
classically. The parameteEs, Su, hwm, andAvg 1/, 0r Ego, Su,
S, how, hw, and Avy, were optimized with a least squares 100x10° 1
minimization routine using a simplex algoritiihThe variance- ol ' . . : ,
covariance matrix, correlation matrix, and standard deviations 400 450 500 550 600 650 700 750 800
for the individual parameters were computed by means of a
quadratic extrapolation at the minimuih.

Counts

Wavelength (nm)

Figure 3. Variable-temperature emission spectra fac-[(bpy)Re-

Other r_lonlinear fits throughout_the _rnanuscript Were Per- (coy(a-Etpy)Pk in 4:1 (v:v) EtOH-MeOH from 37.3 to 299.6 K.
formed W|th a GaUSSNeWtOn algonthm |nC|uded n the JMP Individual Spectra are Separated by approximate|y 10 K.

Statistical Discovery Software published by the SAS Institute.

ing eq 6 into eq 5, we obtain the following expressionfany

Results and Discussion as a function oy
Solvent Dependent Emission of [(bpyRu(bpyc-NHMe)]2". hoy, =
Our first attempt at explaining the correlation betw&en, and 3S, 3S,
Eo seen in Figure 2 was based on earlier experiments that (_)ﬁw12+ (—)hw22 E,+ [510th2+ gohw;]
suggested a correlation betwegpandE, for a large series of L= 9k, _

09! polypyridyl complexe&' and for a series ofac-[(4,4'-Xo- S, S, 0 0

bpy)Re(COJCI] complexes (X= NEt, NH, NHCOCH; ’ 9, o, + | o2 [iws| B+ [S o, + S hay]

OCHs, CHz H, CI, Ph, CQEt, and NQ).26 In both cases, a 0

positive linear correlation betwee®, and E, was observed, mE,+ b, f(Ey) @)
which was explained using orbital mixing arguments. The lowest mE, + b, N 9(Ey)

energy MLCT transition observed in these complexes involves

the filled metaldz and the empty bpy* orbitals, which are Equation 7 allows for different curvatures in the dependency
mixed by a back-bonding interaction. When the energy gap of Aiwm on Eq depending on how the nuclear distortion along a
between these orbitals is small, there is significant back-bonding particular mode varies witky. The solid line in Figure 2 is a
between them, resulting in increased orbital mixing and a fit of the data to eq 7, witthw; = 1470 cn1?, 9S/0E; = 1.8
reduced amount of charge being exchanged during the MLCT x 1072 cm, ﬁ = —263,Aw, = 1000 cm'l, 9S,/0Eg = 3.7 x
transition. On the other hand, when the energy gap between10-4 cm, andS) = 1.0. The quantum spacings obtained from
thedr andz* orbitals is large, back-bonding and orbital mixing  this fit are quite reasonable and consistent with a predominance
are reduced, increasing the amount of charge exchanged durin@f bpy stretching modes and probably some participation of the
the MLCT transition. As the amount charge exchanged increasesC=0 stretch in the amide group in bpyc-NHMe in the value of
with the energy gapko, so does the distortioy, as the bpy hwn. However, it must be noted that fits to this data set were
ligand must accept more charge inaitsorbitals. This concept not unique, and comparable results can be obtained with other
can be extended to explain a correlation betwker and Eq parameter sets. What is absolutely necessary to obtain the
by first noticing thathwy is a weighted average of the spacing negative curvature and positive slope seen for the data in Figure
of all coupled quantum modes in the molecule. The extent of 2 is the positive values fdS/oEo. This observation is consistent
participation of an individual quantum mode depends on how with the model described above, as distortion would increase
much distortion the molecule undergoes along that mode duringwith an increase in the energy gaBe. According to this

the electronic transition, as seen in eq 5, where the subipdex interpretation, the effect of the solvent By originates from

corresponds to all coupled inner-sphere quantum modes: solvent-induced variations in the energy difference between the
metaldzr and the bpyr* orbitals and, therefore, changes in the
Z ﬁhw- degree of back-bonding and orbital mixing. This effect could
; ! be due to varying solvation of the bpyc-NHMe ligand and could
hoy =——— (5) possibly include specific solvensolute interactions such as
z S hydrogen bonding involving the amide groug also changes
]

with the varying dielectric properties of the solvent (eq 4),
resulting in the correlation seen in Figure 2.

A linear dependence betwe&and E; can now be assumed Temperature-Dependent Emission ofac-[{(bpy)Re(CO)s-
for each coupled mode with spacikg; as in eq 6: (4-Etpy)]PFs in EtOH-MeOH 4:1 (v:v). One of the goals of
this experiment was to obtain a larger, higher quality data set

i than the one in Figure 2, to improve the quality and uniqueness
§= (_)Eo + S) (6) of fits to eq 7. Indeed, varying sample temperature is a more
9E, controlled and systematic way of changing the medium’s
properties. Figure 3 shows the steady-state emission spectra for
Simplifying the model to just two coupled modes and substitut- fac-[(bpy)Re(CO}(4-Etpy)]*" in 4:1 (viv) EtOH-MeOH for
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TABLE 1: Excited State Properties and One-Mode Emission Spectral Fitting Parameters fofac-[(bpy)Re(CO);(4-Etpy)]PFs in

4:1 (v:v) EtOH—MeOH?

temp (K) Pem Tem (NS) Eo (cm™Y) Su haow (cm™t) Avg 12 (cml) k- (s7Y) kar (571
37.30 0.060 5500 20466 1.76 1373 1947 $.10¢ 1.7x 10
46.22 0.054 5030 20395 1.84 1348 1959 .10 19x 10
56.06 0.045 4500 20233 1.96 1309 2017 %.00¢ 2.1x 10°
66.17 0.035 3980 19923 1.99 1267 2175 0:880" 24x 1P
76.04 0.027 3600 19567 1.97 1234 2311 0x750* 2.7x 1P
85.58 0.018 3270 19040 1.86 1222 2372 0560 3.0x 10°
94.87 0.013 2940 18638 1.81 1227 2300 0430 3.4x 10°

104.14 0.0094 1930 18408 1.84 1225 2195 0480 5.1x 10°
113.60 0.0077 872 18236 1.84 1233 2171 0:880* 11x 10°
122.84 0.0068 554 18167 1.88 1223 2138 1.20¢ 18 x 10°
132.14 0.0063 354 18105 1.88 1226 2143 .80 28 x 10°
141.53 0.0060 279 18081 1.88 1229 2145 2.10¢ 36 x 10°
150.58 0.0058 251 18028 1.82 1237 2208 2.304 40 x 10°
159.31 0.0057 241 18026 1.82 1237 2227 2.40 41 x 1P
168.23 0.0056 232 18078 1.88 1220 2217 2.404 43 x 10°
177.10 0.0056 225 18061 1.82 1236 2292 2.50* 44 x 1P
186.07 0.0057 221 18132 1.90 1221 2286 2.604 45 x 10°
195.06 0.0057 217 18062 1.77 1254 2374 2.60* 46 x 10°
204.2 0.0057 214 18098 1.81 1242 2380 .60 46 x 10°
213.6 0.0057 212 18137 1.85 1230 2374 .10 47 x 10°
222.7 0.0057 210 18108 1.79 1246 2430 .10 47 x 10°
232.0 0.0057 207 18182 1.87 1226 2409 2.804 48 x 10°
241.3 0.0056 205 18172 1.86 1224 2471 2104 49 x 10°
250.5 0.0057 203 18165 1.82 1233 2521 2.804 49 x 10°
259.7 0.0057 201 18155 1.78 1240 2575 2.804 49 x 10°
266.8 0.0058 199 18257 1.89 1220 2523 2.904 50 x 10°
274.6 0.0057 197 18272 1.90 1210 2557 2.90¢ 50 x 1P
282.9 0.0056 195 18068 1.59 1301 2721 2.904 51x 10°
291.1 0.0056 193 18206 1.76 1250 2664 2.90¢ 51x 1¢°
293.3 0.0056 193 18254 1.81 1222 2663 2.904 52 x 10°
299.6 0.0056 192 18188 1.71 1266 2702 2.90¢ 52 x 1¢°

2 The last digits in the values &, and A7, 1,2 are not significant, but were kept for plotting the data and performing linear regressions. The last
digit in the values ohiww is significant only for temperatures below the glass to fluid transition.

the entire temperature range from 37.70 to 299.6 K. Table 1
lists the emission quantum vyields and excited state lifetimes,
along with the parameters obtained from the one-mode spectral
fits of the spectra and decay rate constants. As expected from
the model presented in the Introduction, Figure 3 clearly shows
a sharp increase in the emission quantum yield and in the energy
gap,Eo, as the sample transitions from a fluid solution to a glassy
state. Most of the higher intensity spectra correspond to the
sample in the glass state. Figure 3 also shows that the emission
spectrum of the Recomplex remains broad and vibronically
unresolved throughout the studied temperature range, permitting
one to apply a one-mode spectral analysis uniformly. Figure 4
gives a more quantitative perspective on the observations above.
It is seen that for temperatures above 140 K both the emission
guantum yield and the excited state lifetimes are essentially
constant. Within this temperature range, both the radiatiyje (
and nonradiativekg,) rates decrease slowly and comparably,
with decreasing temperature. Through the fluid to glass transition "«
(140-100 K), the nonradiative decay rate decreases faster than <
the radiative decay rate, resulting in increased emission quantum
yields and excited-state lifetimes. In the glass state-@DK),

kar continues to decrease slowly, wheréas seen to increase
significantly. The increase ik with decreasing temperature is
expected and correlates wiH® as required by the expression

for the Einstein coefficient for spontaneous emissiahif eq
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(¢em) and lifetime €em) vs temperature. Bottom panel: plots of radiative
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8)

B is the transition probability of absorption,is the refractive
index of the mediumy is the emission energy in wavenumbers,
and @331 is the inverse of the average valueiof for the

emission spectrum. The value @f 33! can be approximated
by Eo3, or can be calculated using eq 9, wheis the emission
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The sharp increase in emission quantum yield observed in the

glass phase is thus due to an increasdggnleading to an
increase ink and a decrease ik as discussed below.
Figure 5 shows the dependencymfwith temperature. An
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Figure 6. Energy gap law plot fofac-[(bpy)Re(CO)(4-Etpy)]PK in
4:1 (v:v) EtOH-MeOH. The slope of the linear fit was imposed to 1

(see eq 11). The FranelCondon factors, In[FC(calc)], were calculated
with eq 12 and data in Table 1.

-245

| 1 vEo
n[FC(calc)]= — éln(thEo) -Su— m +

A170,1/2 2
v+ 1)2(—th )
16 In(2) (12)
y = |n(S;2)M) -1 (13)

The o term contains the vibrationally induced electronic
coupling matrix element\), and FC(calc) is the vibrational

overall increase in the energy gap is seen with a decrease inoverlap or FranckCondon factors. The energy gap law (eq

temperature, because of the reduction in collective solvent
motions around the solute as the medium freezes. However,
throughout the fluid solution regime (150 K and Ugy)is seen

to increasemoderately with temperature. This behavior has been
observed before for fac-[(bpy)Re(CO)(4-Etpy)]" and
[OS'(bpy)(CO)(py)F" (py = pyridine) in fluid EtOH-MeOH
solutions?® The origin of this effect was demonstrated to be
entropic in nature and arises mainly from changes in the
guantum frequencies of solvent librations and density of states

11) is valid in the “weak coupling limit”, wher&g > Syhwy
andhwy > kgT, and dictates thd¢,, decreases with increasing
Eo because of reduced vibrational overlap between the zeroth
vibrational level of the excited state and an energy-matched
vibrational level of the ground state. The third term in eq 12 is
dominant, resulting in a linear dependence betwieeandEg

with slope —y/hwy. All of the measurements discussed here
are well within the weak coupling limit as the largest value of
Svhww is 2570 cn! (56.06 K) and the lowest value & is

in coupled solvent modes between the ground and excited states18100 cnt! (222.7 K). In all casedioy > kgT. Figure 6 is an

Assuming thaEy ~ AGgs® (free energy difference between the

energy gap law plot of Ikg,) vs In[FC(calc)], where the linear

ground and excited states), an estimate of the entropy changéfit has an imposed slope of 1. The Franc®ondon factors were

for the excited-state deactivation§),) can be obtained from
eq 10228

AE,
T AS, (10)

A AS), value of 3.5 e.u. was obtained from the slope of
the plot in Figure 5 for fluid solutio® The positive value
of AS), is consistent with an increased dipole moment

calculated from the spectral fitting data in Table 1, and eq 12.
It can be seen from this figure that only data points in the glass
phase are following the energy gap law. Points within the glass
to fluid transition regime show significant deviation from eq
11. Fluid solution data points do not obey the energy gap law,
because solvent entropic factors are dominating in this regime
as discussed above.

A dependency ofiwy on Eg can be observed in the glass
phase, where excited-state deactivation is controlled by the
coupled quantum vibrational modes of the chromophore. Figure

in the excited state. The increased excited-state dipole favorsy shows a fit of the observed dependence to eq 7. The

stronger interactions with the solvent, larger quantum
spacing for the solvent modes, and a decreased density o
states.

For data obtained below 150 K, the decreasekijnwith
temperature is readily explained by the energy gap law, eqgs
11—13:30

In(k,) = In(B,) + In[FC(calc)] (12)

arameters obtained from the fit weie, = 1370 cntl, S/

ngo =—1.1x 102 cm, S = 23,hw, = 1030 cn1, 3S,/0E,

= —1.8 x 1073 cm, andS) = 36. Just as for the data in Figure

2, the fit was not unique, but the negative valuesd§foEg
were required to reproduce the curvature of the data. The values
obtained forhw; andhw, are well within the range of bpy and
CO stretching modes coupled to the MLCT transition. The
negative values 09S/9Eq are surprising, as they suggest that
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Figure 7. Plot of Awm Vs Ey for fac-[(bpy)Re(CO)(4-Etpy)]PFK in
4:1 (v:v) EtOH-MeOH. The solid curve is a fit to th€Ey)/g(Eo) model

described by eq 7.
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Figure 8. Plot of Sy vs Ey for fac-[(bpy)Re(CO}(4-Etpy)|PR in 4:1
(v:v) EtOH—MeOH. The lines are predicte8, S;, and$; variations
calculated with eq 14 and results from the fit in Figure 7.

these quantum modes are becomiegs coupledo the MLCT
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Figure 9. Plots of the bandwidth squared vs temperaturddcf(bpy)-
Re(CO)(4-Etpy)]PFK in 4:1 (v:v) EtOH-MeOH. The lines are fits to
eq 15.

The experimentally observed dependenc&gpbn Ey is much
weaker than required by the calculation using eq 14. Indeed,
the experimental values obtained f&; suggest that it is
essentially constant from 40 to 90 K and that the temperature
dependency okwy should have a different origin.
Clues for an alternative explanation of they dependence

on Ep can be gathered from Figure 9. The bandwidth of an
individual vibronic componentAvg 1/, arises from solvent
librations and classically treated low-frequency vibrational
modes of the solute. The bandwidth is related to the solvent
reorganizational energy,, and the temperature by eq 15, where
Mg,m is the contribution to the bandwidth from inhomoge-
neous broadening?26:31

(AV1)° = (A5 )" + 16 IN(2KsTA,  (15)
The solvent reorganizational energy can thus be obtained from
the slopes of the plots in Figure 9. The values obtained. §or
are 2140 cm? in fluid solution and 4480 cmt in the glass
phase. These values are expected to overestimate the actual
solvent reorganizational energy, because the one-mode spectral
fitting routine used with these data includes low-frequency

transition as the energy gafy, increases. According to the vibrational mode contributions in the bandwidtiasrg 1/9). It is
arguments discussed above, it was expectedSitatd S, would quite striking that the solvent reorganizational energy is nearly
increase with an increase i, reflecting a more complete  doubled by freezing the solvent. This observation suggests that
electron exchange between the metal and bpy orbitals. We aresolvent nuclear motions are more strongly coupled to the MLCT
now convinced that the model described by eq 7 is not excited-state decay as the solvent freezes. Our suggested model
completely appropriate for the analysis of temperature-dependentto explain the behavior dac-[(bpy)Re(CO)(4-Etpy)l* in 4:1

data. The principal argument against that model is that it requires (v:v) EtOH—MeOH is represented in Scheme 1. In this model,
the geometry of the potential energy surfaces in Figure 1 to We assume that individual solvent molecules are hydrogen bound
change with temperature, becau§ewould be temperature to the CO ligands in the Re complex, within the first solvation
dependent. However, changes in temperature can only alter theshell. Hydrogen bonding interactions between CO ligands and
populations of the different vibrational and librational levels in alcohols have been observed before in [W(bpy)(£@pm-
each electronic state. As opposed to the case of a solventPlexes¥ This specific solventsolute interaction provides a
dependence, where each data point is a different chemicalMechanism for high- and medium-frequency-B stretching
system, a temperature-dependent study is always observing thénd bending modes from the solvent to couple with the quantum
same chemical system, described by an invariant Hamiltonian,modes of the Re complex. A possible mechanism for the
The idea that the model used in eq 7 is not completely coupling of solvent modes to the excited-state decay is shown
appropriate for the temperature dependence study is alsol? Scheme 2. The stretching modes of the CO ligands on the
supported by the plot dy vs Eo in Figure 8. The total distortion k€ complex (19262030 cnt) are strongly coupled to the

Su as a function ofE, can be calculated with eq 14 and the MLCT excn.ed-state de_cay through.back-bondlng interactions.
parameters obtained from the fit in Figure 7. As charge is restored into ther orbitals of the metal by the

excited-state decay, the back-bondetl orbitals of the CO
8S, ligands receive extra electron density, resulting in a modulation
(_)Eo + g (14) of the CO stretching frequency(CO), and bond order. Because
L= of this coupling mechanism, the(CO) frequency has an

0
sw=a+%=[(£)Eo+§ +
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SCHEME 1 TABLE 2: Two-Mode Emission Spectral Fitting Parameters

for [Ru(bpy) 3J(PFe)2 in 4:1 (v:v) EtOH —MeOH?

temp Eoo th ha)L A1_/1/2
(K) (cm®) S (emh) s emy)  (em)
29.88 17235 0.91 1414 0.47 744 812
37.28 17230 0.91 1418 0.47 746 816
46.51 17219 0.92 1417 0.47 745 823
56.96 17199 0.92 1415 0.49 729 830
66.17 17150 0.92 1414 0.51 716 850
75.88 17044 0.91 1412 0.61 677 892
85.23 16769 0.86 1427 0.65 694 1017
94.89 16380 0.82 1442 0.48 819 1096
104.17 16300 0.82 1444 0.47 815 1098
113.83 16299 0.83 1438 0.46 812 1126
122.92 16322 0.84 1436 0.48 790 1142
132.30 16333 0.85 1433 0.45 795 1171

a Maximum parameter standard deviations ar&g,(0.004 Guv), 3
(ﬁwM), 0.009 ﬁ), 3 (h(UL), and 3 61_/1/2).

17400

First solvation shell
L ] o °
17200
SCHEME 2 * .
wi{Matrix) 17000 4 a
a*(bpy) dn(M)E #*(CO) - |T / e
& Q@ O o § 16800 | .
w— L=0-—H" s
R S | 16600 -
0]
R ® Glass (30 - 65K)
16400 - A Transition (75 - 95 K) A
w  Fluid (105 - 135 K) - a " "
important participation in the average valuehady (eq 5). A 16200 ) ‘ ‘ . '

hydrogen bond between the CO ligands and the OH group of 20 40 60 80 100 120 140
solvent molecules can provide a pathway to coupleHO
stretching and bending modes to the transitior:HDbending
modes are expected to couple preferentially, because their
frequencies are closer to thgCO) stretching frequency (©H
bending is about 1400 cr for primary alcohols). The effect
of hydrogen bonding interactions on the dynamics and energeticsmembered water clusters can have an important participation
of electron-transfer reactions has been studied theoreti@ally, in 1.
and there is experimental evidence that hydrogen bonding Temperature-Dependent Emission of [Ru(bpyj](PFe)2 in
interactions in [Ru(bpy)(Nk)4]2" can modulate inner-sphere  EtOH-MeOH 4:1 (v:v). A deficiency of the specific solvent
force constants and reorganizational energies significantly (ca.solute interaction model described above is the lack of quantita-
6—11%)34 tive predictions to apply to the experimental data. To partially
The strength of a hydrogen bond in pure water is about 1800 remedy this situation, we resorted to repeat the experiment for
cm135 The CO--HOR hydrogen bond is likely weaker, [Ru(bpy)]?", which is not expected to interact strongly with
producing a shallow and anharmonic potential surface along 4:1 (v:v) EtOH-MeOH. The temperature-dependent emission
that coordinate. However, the available thermal enekgf)( of [Ru(bpy)k]?" has been studied befole3® but we needed to
at the highest temperatures in our experiments is about 200extend the temperature range in the glass phase, and the actual
cm~1, suggesting that the specific solversiblute interactions  spectra were required for the spectral fitting analysis. Below
within the first solvation shell are fairly temperature independent. the fluid to glass transition, the emission spectrum of [Ru-
It is possible that a stronger temperature dependence might bgbpy)]?t in 4:1 (v:v) EtOH-MeOH shows a partially resolved
due to a network of hydrogen bonds that extends beyond thevibronic structure, which forced us to use a two-mode spectral
first solvation shell and that is forming in the glass phase. fitting routine to accurately reproduce the spectrum profile. The
Establishing a hydrogen-bound solvent matrix at low temper- results from the spectral fitting procedure are listed in Table 2,
atures would clearly increase the frequency of the medium and Figure 10 shows a plot of the energy gdfo) vs
librations @(matrix) in Scheme 2) and would couple these temperature. The fundamental differences between Figure 10
medium modes to the solute quantum modes, increasing theand the corresponding Figure 5 fac-[(bpy)Re(CO)(4-Etpy)["
average value ofiwy. As the temperature of the medium is are that the overall change in the energy gap is smaller for [Ru-
decreased, the extent of this network is increased, raising the(bpy)]?* and thatEqy shows little variation in the glass phase.
libration frequencies of the medium arfdvy. This overall Indeed, most of th&g variation infac-[(opy)Re(CO)(4-Etpy)]*
behavior is seen in Figure 7, where most of the changkain occurs within the glass phase. Also, from the data in Table 2,
are observed in the glass phase, withy increasing as the it is clear that botthwy andhw,. remain essentially constant
temperature decreases. The participation of high-frequencyin the glassy medium (up to 66.17 K). These observations
librations in electron-transfer reactions has been observed forsupport the specific solveasolute interaction model proposed
dinuclear Rt mixed-valence complexes in waténvhere 256- for fac-[(bpy)Re(CO)(4-Etpy)]", because specific solvent
800 cnt! librational frequencies originating from five- interactions should be greatly reduced for [Ru(kj) From

Temperature (K)

Figure 10. Plot of the energy gapo) vs temperature for [Ru(bpy)
(PR)2 in 4:1 (v:v) EtOH-MeOH. Eq, values were obtained from a
two-mode spectral fitting analysis of the emission spectra.
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TABLE 3: Excited State Properties and One-Mode Emission Spectral Fitting Parameters fofac-[(bpy)Re(CO);(4-Etpy)]PFs in
CH,Cl,-MeOH Mixtures 2

vol. % CHCI, Pem Tem (NS) Eo (cm™?) Su how (cmY) Avg 1 (cm™t) k- (s7Y) Kar (579

100 0.18 544 18834 1.89 1221 2137 3330 15x 1¢°

90 0.14 416 18766 1.96 1200 2238 X300 2.1x 10°

80 0.13 416 18741 1.91 1216 2233 X2A0° 2.1x 108

70 0.12 346 18646 1.89 1213 2343 X600 25x 10°

60 0.088 294 18416 1.66 1270 2542 xae 3.1x 108

30 0.065 233 18157 1.45 1323 2756 280 4.0x 10°

20 0.053 200 18170 1.57 1286 2698 XN 4.7 x 10°

10 0.052 183 18005 1.40 1338 2824 90 5.2x 10°

0 0.046 168 17925 1.36 1366 2825 X80 5.7x 10°

aThe last digits in the values &, hww, and Avg 12 are not significant but were kept for plotting the data and performing linear regressions.

1.6e+6
o Data for CH,Cl,-MeOH mixtures
® Glass (30-65K) 155 | | —— Linear Fit, Siope = 1 °
1.4e+6 1 | —— ' =0.9138 -
& Transition (75 - 95 K) e
- = Fluid (105 - 135 K) //'
£ 12464 | —- = 0.9900 A _w
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Figure 11. Plots of the bandwidth squared vs temperature for [Ru-
(bpy)l(PFs)z in 4:1 (v:v) EtOH-MeOH. The lines are fits to eq 15.  Figure 12. Energy gap law plot fofac-[(bpy)Re(CO}(4-Etpy)|PFs
in CH,Cl,—MeOH mixtures. The slope of the linear fit was imposed

to 1 (see eq 11). The Franeondon factors, In[FC(calc)], were

) A
the slopes of the plots of\p1/2)? vs temperature in Figure 11, calculated with eq 12 and data in Table 2.

the solvent reorganizational energigs) (were estimated to be

750 cnt? in fluid solution and 215 cmt in the glass phase. 1380
These values are significantly lower than those obtainethﬁa_r 1360 | e Data for CH,Cl,-MeOH mixtures
[(bpy)RE(CO)(4-Etpy)]", partly because those were obtained 1340 | —— Fitto RENG(E,)

from a one-mode spectral fitting analysis that incorporates low-
frequency inner-sphere modes into the classical bandwidth ~ 13201
(Avo,1/2). These contributions are not present in fhevalues 1300
for [Ru(bpy)]?™, but they can be estimated frolp = S Aw,
to be about 350 cnt in the glass phase and 375 chin fluid
solution. These values df are not enough to account for the
differences between the two complexes, suggesting fundamental = 124 1
differences in the solvent reorganizational energies. A lack of 1220 4
hydrogen bonding interactions between [Ru(kpy) and the 1200 4
medium would explain the lowet, values. Additionally, the 1180 . . . ' .
decrease il as the medium freezes could be due to a decrease 18000 18200 18400 18600 18800
in the density of solvent librational states, because hydrogen E. cm™)
bonding would increase their quantum spacing. 0
Solvent Dependent Emission offac-[(bpy)Re(CO)s(4- Figure 13. Plot of hww vs E for fac-[(bpy)Re(CO)(4-Etpy)]PF in
Etpy)]PFs in CH,Cl,—MeOH Mixtures. As a probe for CH:Cl,—MeOH mixtures. The solid curve is a fit to tHéEo)/g(Eo)
specific solventsolute effects in fluid solution, the emission ~Medel described by eq 7.

spectra offac-[(bpy)Re(CO)(4-Etpy)]* were measured and  3E, have opposite signs to those obtained from the temperature
analyzed in CHCl,—MeOH mixtures of varying compositions.  dependence. Positive valuesaS/oE, are indicative of vibra-

As seen in Table &, decreases smoothly as the solvent polarity tional modes becoming more coupled to the MLCT excited state
is increased, favoring the solvation of the more polar excited decay as the energy gap and the extent of electron transfer are
state. Correspondingl¥, increases ak, decreases, following  increased. These results suggest that hydrogen bonding effects
the energy gap law as demonstrated by Figure 12. It is alsomay be less important in the solvent dependent experiment in
observed thatwy varies withEo as shown by Figure 13. The  fluid solution and that those same effects are extremely
data in Figure 13 can also be fitted to eq 7, with the following important in the glass phase, making2a poor description of
parametersho; = 1320 cm, 9S/0Ey = 5.9 x 105 cm, S that situation. Further evidence that hydrogen-bonding effects
= 1.0,hwy = 960 cnTl, 3S/0Ey = 1.9 x 1073 cm, and$ = may not be so important in the solvent dependent experiment
—34. The values ofiw; and hw, are comparable to those is provided by Figure 14, where a more significant and linear
obtained from the fit for the temperature-dependent experiment variation ofSy is observed withey. Additionally, theSy values

for fac-[(bpy)Re(COX(4-Etpy)]t. However, the values faiS/ predicted by eq 14 are much closer to the experimental data

1280 -
1260 1

haoyJ27 (cm
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o Excorimental dat changes in the effective quantum spacihgyy, resulting in
35 T e spectral differences that are detectable by a one- or two-mode
1 .. . o
,,,,, Calculated S, spectral fitting analysis. Additionally, the temperature-dependent
3011 calculated s, data suggest that extended hydrogen bonding interactions within
the solvent itself can play a very important role in the energetics
251 of excited-state decay by affecting solvent reorganizational
——————————— energies. The solvent-dependent data also suggest that extended
20 A o® N X ; . .
o L i hydrogen bonding interactions may be important in fluid
15 S ° solutions at higher temperatures.
o @
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